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Abstract
Sentiment analysis as we all know is a developed field in which new features keeps on adding, but most of the time, on the 
internet people use sarcasm to convey their message which is very difficult to understand both by people and machines. 
Sarcastic statements are very complex as most of the time they sound in positive context if interpreted literally but actually 
the speaker mean the opposite of what they speak. Sarcasm detection is a subtask of opinion mining. The main intention 
behind sarcasm detection is to identify the user opinions or emotions expressed by the user in the written text. It plays a 
critical role in sentiment analysis by correctly identifying sarcastic or non sarcastic sentences. The sarcastic sentence has 
mixed polarity of both positive and negative words. Understanding sarcasm is quite a difficult and a challenging task even 
for humans as well as for machines. Various approaches for sarcasm detection are purely based on machine learning clas-
sifiers where training the classifier is based on simple lexical or dictionary based features. The objective of the work is to 
develop an unsupervised probabilistic relational model to identify sarcasm prevalent topics based on the sentiment distribu-
tion of the words in the tweets. The model estimates sentiment based topic level distribution. The model evaluation shows 
the sentiment associated words that do appear in the short text given the sentiment related label. The model outperforms the 
other baseline state of art Model for sarcasm detection as shown in the experimental result and it is very much suited for the 
prediction of sarcasm of a short tweet.
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1  Introduction

Social medium platforms are the means of communication 
medium through which people often tend to express their 
opinions, ideas, thoughts, views etc. The ideas are usually 
posted deploying smart IoT based devices. Opinion mining 
takes its hand to analyze huge textual amount of data. Sen-
timent analysis is an interesting field to analyze the online 
data and at the same time to detect sarcasm automatically is 
an upcoming challenge as most of the time on the internet; 

people use sarcasm to convey their message which is very 
difficult to understand both by people and machines.

Sarcasm as defined by the online dictionary states as 
“the use of irony to deliver dislike”. However, sarcasm in 
a deeper sense is highly related to the language, and to the 
common knowledge. Sarcasm is a kind of sentiment where 
people always tend to express their negative feelings or dis-
like using positive or intensified positive words in their text. 
While conversing, people often use an high tonal stress and 
certain gestural clues like movement of hands, eyes, legs etc. 
to reveal sarcasm. The revealing of sarcasm in the textual 
data is quite interesting and it is very difficult to identify by 
normal humans which paved a way by researchers to show 
keen interest in detecting irony words in social media text, 
especially in tweets.

Sarcasm detection is a subtask of opinion mining. The 
main intention behind sarcasm detection is to identify the 
user opinions or emotions expressed by the user in the 
written text. It plays a critical role in sentiment analysis by 
correctly identifying sarcastic or non sarcastic sentences. 
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The sarcastic sentence has mixed polarity of both positive 
and negative words. Understanding sarcasm is quite a dif-
ficult and a challenging task even for humans as well as for 
machines.

The idea of identifying sarcasm prevalent topics would 
enable to capture the sarcastic comments or remarks in the 
text which could enable to correctly understand the exact 
context. A sarcastic sentence contains a blend of both posi-
tive and the negative words. For example, a sarcastic sen-
tence ’I love being neglected’ is chosen where the word 
‘love’ indicates a positive word and ’neglected’ indicate a 
negative word. Few hyperbolic sarcasm sentence do exist 
which as only positive words but no negative terms in it. 
For example ’His look is awesome ever!’ where awesome 
is positive word and there exist no negative words in the 
sentence. So there emerges a need of approach to detect the 
level of sarcasm and sarcasm prevalent topics.

Our aim in this venture is to determine sarcasm prevalent 
topics based on the sentimental distribution among the short 
text and to some extent contribute to sarcasm detection.

The main objective of the work is to identify sarcasm 
prevalence topics associated with the sentimental distribu-
tion among the short text. The vital idea behind the proposed 
model is that (a) few topics within the short text or tweet are 
inclined to be sarcastic than others (b) the distribution of 
words both positive and negative words in a sarcastic tweets 
are totally different when compared to the bare positive or 
negative tweets. The architecture of the proposed sentiment 
topic sarcasm model is depicted in the Fig. 1 where the pre-
processed tweet or review is fed into sentiment sarcasm 
model and based on the Sentistrength and word Net lexicon 
the model learns the distribution of the words purely by the 
scores. The model captures the sarcasm prevalent topics, 
followed by positive and negative topics. The model also 
clearly estimates the probability distribution of topic as well 
as sentiment words.

Twitter is a very popular online social networking site 
used by the online users to share their messages named 

tweets. The tweets of any user could be mined using an 
API called Twitter API or library Tweepy. The tweets are 
extracted based on the key authentication of the API. Usu-
ally consumer key, consumer secret, access key and access 
secret are available to the user from the twitter developer 
environment. Based on the credentials, the tweets are 
obtained using tweepy.

The sentiment topic sarcasm model considers tweets or 
review falling under three categories of sentiment labels 
such as positive, negative and sarcastic. The model uses 
hidden variables such as a topic variable, sentiment vari-
able and a switch variable to identify the sarcasm prevalent 
topics. The topic variable to denote the words governing 
sarcasm, the sentimental variable for sentiment associated 
tokens specific to a topic and the need of switch variable 
that flips or switches between the sentiment associated 
words and the topic words. The proposed Sentiment Topic 
sarcasm mixture Model is able to identify the words that 
fall under the specific topic that are present in the dataset 
corpus having the combination of positive, negative and 
sarcastic tweets.

Model evaluation of the proposed model involves both 
qualitative and quantitative evaluation. The qualitative 
evaluation assess the sarcasm prevalence topics built 
on the sentiment associated words and the quantitative 
or measurable evaluation involves the measures such as 
accuracy, precision, recall and F-score.

The organization of the paper is outlined as, Sect. 2 
deals with the works related to the study, Sect. 3 declares 
the motivation of using sentiment topic model for sarcasm 
detection. Section 4 depicts the design rationale, the plate 
notation and the generative process of the model. Section 5 
describes the experimental setup and the dataset used for 
the model. Section 6 reveals both the qualitative and quan-
titative evaluation results of the sentiment topic sarcasm 
mixture model for sarcasm detection. Section 7 narrates 
the conclusion and directs the possible future works.

Fig. 1   Architecture of the sentiment topic sarcasm model

RETRACTED A
RTIC

LE



6803Sentiment topic sarcasm mixture model to distinguish sarcasm prevalent topics based on the…

1 3

2 � Related works

In the past few years, more consideration or attention 
was focused on twitter sentiment analysis by research-
ers in the field of Natural Language Processing, and a 
number of recent articles have been addressed by them 
purely on the classification of tweets based on machine 
learning approaches and to some extent on Deep learning 
techniques. However, the technique of classification and 
feature extraction widely vary depending on the outcome. 
Sarcasm is detected from tweet by making use of differ-
ent factors of the tweet and a set of features are used to 
categorize tweets in to two labels i.e. sarcastic and non-
sarcastic tweets. Sarcasm is a kind of figurative language 
whose literal meaning does not hold at all but it gives an 
opposite meaning. It is practically important in the situa-
tion where there is a lack of face to face contact. For News 
headlines dataset, the detection system detects whether 
the text or topics are sarcastic or not. The importance of 
the chosen features are evaluated in (Mondher Bouazizi 
et al., 2014). Chun-ChePeng et al. in his work enhanced a 
machine learning algorithm for detecting sarcasm detec-
tion in the short text by using the work of Mathieu Cliche. 
His work justified the accuracy of the system by using 
features such as Unigrams, bigrams, topic modelling etc. 
(Chun-ChePeng et al. 2015). The paper (Wang, Shen et al., 
2016) explores the classification of unstructured predictors 
with class labels on the customer and the movie review 
and he significantly proved that the relationship between 
the predictors improved the accuracy of the classification. 
Liebrecht et al. (2013) showed that sarcasm is signalled 
mainly by hyperbolic features such as intensifier and excla-
mations. The work referred in (Rajadesingan and Zafarani 
2015) addressed the sarcasm detection by exploring the 
behavioral traits of the user. The traits are usually cap-
tured by the users past conversation and constructed the 
behavioural model framework and evaluated the efficiency 
of the model.

Blei et al. described a generative process probabilis-
tic model which is a three- level hierarchical Bayesian 
model and each topic is a mixture of infinite set of topic 
probabilities and it provides an explicit representation of 
the document (Blei et al. 2003).The article on Automatic 
sarcasm Detection by Aditya joshi et al. clearly explored 
intensively on the approaches, trends, issues and the char-
acteristics of the dataset in sarcasm detection. The idea in 
the article discussed the performance parameters and also 
directed the further future work in the field of NLP (Adi-
tya Joshi et al. 2017). Aditya et al. produced a novel study 
on the sarcasm detection in a dialogue which is made up 
of sequence of utterance. In each sequential nature of the 
scene, the sarcasm is detected. The experiments conducted 

showed that two sequencing labelling algorithm outper-
formed the classification algorithm (Aditya Joshi et al. 
2016).

Mukherjee and Liu (2012) proposed statistical model 
which exactly takes in the user requested seed words for 
aspect categories and clusters them simultaneously. The task 
works effectively in categorising the aspects and modelling 
the clusters. His results revealed that his model results out-
performed the other state of art baseline existing models. 
Amir Byron et al. in his work on sarcasm detection exploited 
user embeddings in concert with lexical signals to iden-
tify sarcasm. His model leveraged an extra ordinary set of 
crafted features for sarcasm identification (Byron C Silvio 
Amir et al. 2016).

The paper (Wang et al. 2015) automatically detects sar-
casm in twitter by employing contextual information. A 
support vector machine with the markov formulation has 
been deployed to assign the labels for categories of the entire 
sequence of the tweets. The experimental results proved the 
sequential classification effectively worked with the con-
textual information for detection of sarcasm. Barbieri et al. 
presented a computational model which detects sarcasm on 
a social network by using a set of lexical features such as 
unfamiliarity, intensity of the words, variation between the 
registers etc. thereby abstracting from the use of specific 
terms (Barbieri and Saggion 2014).

The work in (Fersini et al. 2015) came up with an the 
ensemble approach using Bayesian model Averaging and a 
set of classifiers according to their reliabilities. The outcome 
highlighted that the ensemble set of BMA and classifiers 
outperformed the traditional state of art models and also 
declared that all features are not equally able to characterize 
sarcasm and irony text.

Hernandez et al. considered the structural features as 
well as sentimental features such as overall sentiment of a 
tweet, polarity scores etc. for the model which distinguished 
between the sarcastic and non-sarcastic tweets (Hernandez-
Farıas et al. 2015). Lin et al. (2009) proposed a novel proba-
bilistic model based on LDA named as Joint sentiment topic 
model which automatically detects the sentiment as well as 
topics simultaneously form the short text. The model pro-
posed is purely unsupervised and shown promising results 
when compared with the other baseline models. Nimala et al. 
(2018) discussed the importance and performance of Hash 
tag based aggregation strategies for topic modelling on twit-
ter datasets. The outcome proved to be effective compared to 
other aggregation techniques (Nimala and Jebakumar et al. 
2019). The same author frame worked a robust user senti-
ment Biterm topic mixture model based on user aggregation 
strategies that reveals the sentiment based topics using an 
unsupervised approach (Rajadesingan et al. 2015).

Rajadesingan et al. in his article discussed the possibility 
of using behaviour traits of the user to detect sarcasm in a 
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tweet. He and his team came up with the computational behav-
iour model involving the features of user’s profile information 
(Rao and Ravichandran 2015). Rao et al. in his study clearly 
treat the polarity identification as a semi-supervised propa-
gation issue represented in a graph. Each node in the graph 
represents a word and each word has two labels: positive or 
negative and each weighted edge denotes the relation between 
the words. His work proved that label movement significantly 
improves when distinguished over the baseline models (Reyes 
et al. 2013). Reyes et al. described in his work a set of textual 
features to identify sarcasm at linguistic level. His team con-
structed a new model with two dimensions representativeness 
and relevance (Reyes and Rosso 2014). Reyes et al. in his other 
paper identified the key values in the linguistic phenomenon by 
representing three conceptual layers with eight different textual 
features. His findings show how complex is it to automatically 
detect irony in the short text (Weitzel et al. 2016).

Weitzel et al. in his work proposed an unsupervised frame-
work which is independent of domain for irony detection. 
Word embeddings was also included to obtain the domain-
aware ironic orientation of words. Experimental results por-
trays that integrating Topic irony model with word embed-
dings produced a promising results in real world scenarios. 
Riloff et al. (2013) in his study developed a recognizer based 
on sarcasm to identify the type of sarcasm. His task involved 
in bootstrapping algorithm that automatically detects senti-
ment of the sarcastic tweets by identifying contrasting contexts 
using the phrases obtained from bootstrapping technique (Tao 
Xiong, Perian et al., 2019). Tao et al. proposed a novel self 
-matching network that captures the incongruity information 
of the sentence by analysing the word -to-word interaction. 
The work absorbs compositional information of the sentence 
for better sarcasm detection (Valdivia et al. 2020).

3 � Motivation

The need for sentiment topic model is to discover the the-
matic structure inclined to sentiment orientation for a larger 
-sized corpus. The driving force behind using sentiment 
topic models for sarcasm detection is to identify the exist-
ence of sarcasm prevalence topics and to capture the senti-
mental distribution both for sarcastic and non-sarcastic text 
or tweets. The main idea of the proposed work is that few 
topics automatically evoke sarcasm than some others.

4 � Proposed model

The Plate notations diagram for the proposed sentiment topic 
sarcasm model is depicted in the Fig. 2 and the correspond-
ing notations and abbreviations are listed in Table 1

Assume the corpus consists of the sarcastic tweets given 
by the collection of users for the location. Precisely for the 
model, we use l to denote the label of the review contain-
ing positive, negative and sarcastic,c the switch variable 
denoting a sentiment or a topic word of the users, respec-
tively. The model uses z to be topic, s as sentiment of a 
word, ηw distribution of the switch variable χsz distribu-
tion of the given sentiment and topic, ψzl distribution of 
the sentiment given the topic and label.

5 � Generative process

Given the D documents and the no of topics with hyper 
parameter α and β and the sentiment label Ɩ, the algorithm 
outputs the sentiment based sarcasm prevalent topics for 
D documents.

Fig. 2   Plate diagram for the sentiment topic sarcasm model

Table 1   Notations used for the model

W No of words in a single tweet

L Label of the tweet: label values positive, negative and sarcastic
C Switch variable (values switching between sentiment word or 

topic word)
Z Topic of a tweet
S Sentiment of a word in a tweet (positive, negative)
ηw Distribution of the switch variable
θl Distribution of the topic given a label
ϕz Distribution of the words given a topic z
χs,z Distribution of the given sentiment s and topic z
ψz,l Distribution of the sentiment given the topic z and label l
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6 � Experimental setup

Twitter is a very popular online social networking site used 
by the online users to share their messages named tweets. 
The tweets of any user could be mined using an API called 
Twitter API or library Tweepy. The tweets are extracted 
based on the key authentication of the API. Usually con-
sumer key, consumer secret, access key and access secret 
are available to the user from the twitter developer envi-
ronment. Based on the credentials, the tweets are obtained 
using tweepy. Python has a library called "tweepy" which 
provides us with a simple and effective interface to use the 
twitter to stream live tweets.

Based on the tweepy library, hashtag i.e. # sarcasm 
and # sarcastic, and for the time period of around one 
month, tweets were collected and stored in the database. 
The tweets were classified as 150,000 sarcastic tweets 
and 300,000 non-sarcastic tweets i.e. that do not hold the 
hashtag sarcasm and sarcastic. The tweets are collected 
based on the hash tag supervision where tweets such as 
#sarcasm and # sarcastic are labelled under sarcastic 
tweets and non-sarcastic tweets are categorised as positive 
tweet and negative tweet with labels.i.e. # happy, #joy are 
positive labels and #sad, #bad, #angry are negative labels.

In order to pre-process the tweets, few techniques were 
followed such as (1) removal of non-English letters, stop 
words (2) conversion of characters to lower case (3) dele-
tion of repeated tweets (4) deleting the tweets which con-
tains less than 5 words. Regex is used to remove hashtags”, 
“friend tags” and “sarcastic” or “non-sarcastic” tags also. 
Tokenization is used to convert tweets into tokens. This 
process is required for lemmatization. Lemmatization is 
the process of combining all together the inflected forms 
of words to form a single word or item so that it could 
be identified by the word’s lemma, or dictionary form. 
Duplicate tweets and re-tweets are discarded. Finally the 
dataset as 80,933 positive, 18,546 are negative and 65,879 
are sarcastic 0.20% of the dataset are used for testing and 
remaining is used for training the model.

The work was explored on the hash tag based tweets 
with following labels i.e. L = 3, positive, negative and sar-
castic tweet, and Sentiment S = 2, positive and negative. 
The distinct topic Z is set to 10. We used collapsed Gibbs 
sampling to estimate the distribution and to find the val-
ues of the hidden parameter or the latent variable together 
based on their joint probability distribution.

Feature extraction is extracting various features from 
the dataset to make the machine learning algorithm work. 
The main features used in our model are pragmatic, Incon-
gruity Based Features, Lexical and Subjective features.
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•	 Pragmatic Features
	   Pragmatic Features are those that are based on the 

practical application of the statements rather than a theo-
retical approach to it. There are multiple types of prag-
matic features that are being generated for the model to 
be trained on.

•	 Capitalizations: Capital letters and words generally indi-
cate a difference in tone from the standard way the data 
is perceived by a human. For example, the word ‘STOP’ 
is considered to be of a higher negative intensity than the 
word ‘stop’. Similarly, multiple such words can form a 
difference in sarcasm detection.

•	 Emoticons: Emoticons are emotions that are depicted 
in text in the form of faces. There are different kinds 
of emoticons that are used to denote various different 
human emotions. Emoticons help a person convey their 
tone at the time of writing the statement and hence can 
be beneficial to sarcasm detection. The codecs model in 
python can be used to read emoticons.

•	 Punctuation: Punctuation marks work similar to the 
functionality of capitalizations. They are used to add an 
additional level of emphasis on the tweet being put out. 
For example, an exclamation mark adds in an increased 
intensity for a positive or negative sentiment. Similarly, 
other punctuation marks include ‘.’ And ‘?’.

•	 Slang Expressions: Slang expressions include certain 
abbreviated terms like lol and rofl. These are used gener-
ally when someone intends to add humor to a statement. 
Since a sarcastic statement is usually meant to be humor-
ous, it can be assumed that a slang expression present in 
the statement could potentially be a sign of sarcasm.

•	 Incongruity based features

The existence of incongruity-based features is based on 
the theory that every sarcastic statement is fundamentally 
broken down as a positive sentiment that is contrasted by 
a negative scenario. For example, consider the sentence: “I 
am extremely happy to be working on Saturday”. In this 
particular sentence, ‘I am happy’ is a positive sentiment that 
is contrasted by ‘working on a Saturday’ which is a nega-
tive scenario. Hence, this forms a sarcastic statement. The 
features that are used by the model are given below:

–	 Sentiment incongruity: This is the count of the number 
of occurrences where a word of positive sentiment is fol-
lowed by a word that shows negative sentiment and vice 
versa.

–	 Largest subsequence: This denotes the count of the larg-
est subsequence of positive or negative sentiment within 
the block of text.

–	 Polarity count: This depicts the count of occurrences of 
the words that have positive and negative polarity. This 
is done using the Senti-strength tool where if the range is 
between − 5 and 0, it is taken as a word with a negative 
polarity, and if the range is between 0 and + 5, then the 
word is considered to have a positive polarity.

•	 Lexical features

Unigrams are used to extract lexical feature-based infor-
mation that is contained within the tweets. An extension of 
this would be to use N-grams, which will be able to denote 
sarcasm. For example, “Yeah Right” is a statement that 
denotes the presence of sarcasm.

•	 Subjective features

It is a feature to express the private states in the context of 
conversation or text. Private state intends or covers opinions, 
emotions, evaluation and speculations. An example of sub-
jective sentence, “I had in mind your facts, buddy, not hers”

7 � Evaluation results

The evaluation of the model is done both in qualitative and 
quantitative way. Usually the qualitative way present the top-
ics extracted from sentiment topic sarcasm model and the 
quantitative evaluation discusses the quantitative measure 
such as probability distribution of the sentiment label for 
the discovered topic, recall, precision and F-measure for 
the models, comparison of the proposed model with other 
approaches for sarcasm detection etc.

7.1 � Qualitative evaluation

The goal of this kind of evaluation presents the topics 
extracted by the sentiment topic sarcasm model. The work 
is better explored in two sequence steps. In the first step, the 
topic discovered by the model for only the sarcastic tweet 
is estimated, followed by the full corpus estimation. Since 
the dataset of sarcastic tweets are fed to the model, the top-
ics generated are sarcasm prevalence topics. In the latter on 
step, the joint sentiment –topic distribution model captures 
the existence of the sarcasm. The model can estimate both 
the topic as well as the sentiment words. Table 2 states the 
Combined Topics and sentiment related topics estimated for 
only sarcastic tweet. The headings are manually assigned 
for the topics and the underlined words are the words car-
rying topic information which are separately tabulated in 
Tables 3, 4 contains the sentimental topics for each of the 
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sarcasm prevalence topics. A closer look at the table shows 
that the words generated have opposing or mixed sentiment 
polarities. Examples for the sarcastic tweet for weather 
are, “Remember my hair looked wonderful when it wasn’t 
humid”, “Yeah, but the weather is wet heat”. Tables 2, 3 and 
4 discusses when the sarcastic tweet is input to the model.

Tables 5, 6 and 7 shows the distribution of words for the 
topics, sentiment related topics and sarcasm prevalent topics 
when full corpus is given as the input to the proposed model. 
The topics in these tables will clearly distinguish whether 
it is sarcasm prevalent topics or sentiment based topics. All 
the tables listed are top 5 topic words discovered from the 

corpus containing tweet level sentiment labels as: positive, 
negative and sarcastic. As in the previous case, Table 5 
shows the Combined Topics and sentiment related topics 
estimated for full corpus and all the heading for the topics 
are manually labelled. One topic discovered was ‘health’. 
The 5 top topic words are ‘fitness’, ‘exercise’, ‘morning’, 
‘health’ and ‘run’.

7.2 � Quantitative evaluation

The quantitative evaluation discusses on what sentiment 
label the user is conversing for a particular topic by under-
standing the probability values for a subset of topics. Table 8 

Table 2   Combined Topics and sentiment related topics estimated for 
only sarcastic tweets

Love Work Weather Party Food

Dear Great Super Blast Tasty
Feeling Fruit Clime Event Drink
Delight Action Climate Bash Diet
Like Yield Rain Band Snack
Darling Performance Wow Groove Love
Honey Classic Poor Attractive Fastfood
Angel Moonlight Really Hate Awesome
Sweet Achieve Today Partner Excited
Babe Hate Glad Lol Breakfast
Pain Boom Bad Night Menu
Admire Poor Snow Mob Food
Dislike Morning Weather Bore Tasteless

Table 3   Topics estimated from the model for sarcastic tweets

Love Work Weather Party Food

Dear Morning Climate Event Drink
Feeling Action Rain Band Snack
Like Performance Today Groove Fastfood
Angel Moonlight Snow Partner Breakfast
Babe Function Weather Night Food

Table 4   Sentiment -Topics learned from the model for sarcastic 
tweets

Love Work Weather Party Food

Delight Great Super Blast Tasty
Darling Yield Bad Bash Diet
Honey Pain Wow Attractive Love
Lass Achieve Nice MOB Awesome
Hate Attain Survive Hate Poor
Pain Poor Suffer Lol Tasteless
Dislike Sweat Glad Fun Menu

Table 5   Combined Topics and sentiment related topics estimated for 
full corpus

Health School/work Music Food Quotes

Fitness Night Rock Food Quotes
Health Morning Pop Snack Morning
Morning Great Classical Cake Night
Exercise School/work Local Breakfast Insipiration
Fun Hate Country Healthy Motivate
Enjoy Boring Beatles Love Passage
Run Work Passion Like Positive
Tired Fun Love Perfect Toouching
Good Sick Happy Tasty Catchy
Happy Like Laugh Hapy Happy
Sick Sleep Sad Veggies Bad
Poor Better Awful Tasteless Super

Table 6   Topics estimated from the model for full corpus

Health School/work Music Food Quotes

Fitness Night Rock Food Quotes
Health Morning Pop Snack Morning
Morning School/work classical Cake Night
Exercise Work Local Breakfast Insipiration
Run Sleep Country Motivate

Beatles Passage

Table 7   Sentiment -Topics learned from the model for full corpus

Health School/work Music Food Quotes

Fun Great passion healthy positive
enjoy Hate Love Love touching
Tired boring sorrow Hate catchy
Good pressure Laugh perfect Disguise
happy Sick Sad Tasty less
Sick Like Bad Poor super
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shows the highest positive sentiment are love (0.91), Music 
(0.92), weather (0.87) and party (0.85). The higher negative 
sentiment probability values are food (0.91) and the sarcasm 
prevalent topics are school (0.84), work (0.85) etc. Figure 3 
is denoting the distribution of positive word sentiment label 
for tweet labels. The graph indicates the % positive sen-
timent words containing in a tweet in the X-axis and the 
Y-axis with the % of tweets. The graph explicitly shows that 
negative tweets contain less positive words while the posi-
tive tweets have more positive words. The sarcastic tweet 
contains higher percentage of positive words when com-
pared with negative words. The graph explicitly tells that 
the model captured the sentiment mixture for three levels 
of sentiment labels.

Any machine learning model or approaches are always 
evaluated by the Key Performance Indicators (KPIs) such as 
accuracy, precision, recall and F-score. The accuracy repre-
sent the overall correctness of the classification that is cor-
rectly classified instance given the total number of instance. 
Precision represents the fraction of retrieved sarcastic tweets 

that are relevant and recall represents the fraction of relevant 
sarcastic tweets that are retrieved.

The performance of the proposed STSM model as 
higher precision and recall and a better F-score measure 
which indicates that the model performs fair in compari-
son with the other baseline models. Figure 4 depicts the 
F-score of the proposed model is higher than the other 
approaches which clearly gives the picture that our model 
is better when compared to other baseline models. The 
precision, recall and F-measure is calculated based on the 
below formula.

Precision: Precision of the classifier i, is given as the 
fraction of correct predictions as k over to all points pre-
dicted to be in class k.

Higher is the accuracy of the classifier better the 
classifier.

Recall: Recall of the classifier (i) is the fraction of cor-
rect predictions over all points in the class.

Higher the recall, better the classifier.
F-measure: F-measure balances the precision and the 

recall values, by computing the harmonic mean.

P =

n
∑

j=1

I(B(j) = k,B(j) = A(j)

n
∑

j=1

I(B(j) = k)

R =

n
∑

j=1

I(B(j) = k,B(j) = A(j)

n
∑

j=1

I(A(j) = k)

Table 8   Probability of the sentiment label for the captured topics

Topics Positive Negative Sarcastic

Love 0.91 0.05 0.04
Work 0.09 0.06 0.85
Weather 0.87 0.09 0.04
Party 0.85 0.09 0.06
Food 0.05 0.91 0.04
School 0.08 0.07 0.84
Music 0.92 0.06 0.02
Quotes 0.87 0.04 0.09

Fig. 3   Denoting the distribution of positive word sentiment label for 
tweet labels

Fig. 4   Comparisons of various model performances for sarcasm 
detection
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Higher the value of F better the classifier.For a perfect 
classifier, F = 1.

On the other perspective, sarcasm detection using SVM 
supervised machine learning techniques, the classifier were 
able to classify the tweets into sarcastic and non-sarcastic 
tweets and the obtained graph of predictions is plotted in 
Fig. 5 which represents the distribution of predictions.

Blue ’x’s are actually sarcastic tweets whereas green 
dots are actually non-sarcastic tweets. Everything that lies 
to the right of ‘0’ was classified as sarcastic by the classifier, 
whereas everything that lies to the left of ’0’ was classified 
as non-sarcastic by the classifier. The misclassification error 
is not significantly observable (Table 9).

The above graph is a representation of classification for a 
very small set (1000 tweets).

The results on the actual validation set of about 75,000 
eventually valid tweets are summarized in Table 10 of the 
confusion matrix.

Table 10 depicts True positive, True negative, False posi-
tive and False negative value obtained using SVM classifier. 
The F1 measure and accuracy as computed using SVM clas-
sifier is better, provided the dataset is a labelled one.

F =
2 ∗ P ∗ R

P + R

8 � Conclusion and future works

The Sentiment sarcasm topic model is a kind of a novel 
topic model that discovers the sarcasm related topics. The 
topic model presented here in the article used dataset of 
tweets containing positive, negative and sarcastic and it 
estimated the distribution of words related to the sarcasm 
prevalent topics. The proposed model captured the sar-
casm prevalent topics as school (0.85) and work(0.87).
The distribution of the words learned by the model clearly 
distinguishes the sarcasm- prevalence topics and the words 
in the corresponding topics contains the mixed polarity 
of words both positive and negative. The model detects 
sarcasm and sarcasm prevalent topics that clearly under-
stands the fact and context of the particular related events. 
It figure outs the contradiction among the objective polar-
ity as well as captures the real sarcastic feelings conveyed 
by the user. The approach also understands the sarcasm in 
reference to multiple events by applying logical reasoning 
to some extent. The model works efficiently and could be 
well suited for various sarcasm detection applications. The 
proposed model replies on the bag of words which may be 
further extended in future with bi-grams, trigrams because 
most of the times sarcasm is always expressed as word 
phrase with implied sentiment. The stated model promises 
for the detection of sarcasm as well as for prediction pur-
pose. The research work involved with unsupervised senti-
ment and topic analysis of short text for sarcasm detection. 
Since deep learning is a boon in today’s market, a weakly 
supervised representation using deep learning networks 
could be effective for sarcasm detection of social text.
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