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Abstract
From the classifications, an effective brain tumor classification and segmentation is the curious part for identifying the tumor 
and non-tumor cells in brain and the cell levels are evaluated. The brain tumor segmentation and classification is established 
on their experiences. The accuracy of tumor segmentation is very crucial to diagnosis accuracy. So, in our work we are align 
and improve an approach for tumor identification applying brain MR image segmentation. With an efficient, accurate and 
reproducible manner, the aim of our suggested method is to evaluate the tumor. Then the brain tumor is separated by using 
the effective techniques. For segmentation process, first the MRI image must be preprocessed. Next, the process of feature 
extraction is done by using preprocessed images. In feature extraction process, a raised Gabor wavelet transform (IGWT) 
is applied. In this research, the means of optimization technique is changed from the traditional Gabor wavelet transform. 
And the effectiveness of that optimization technique is aligned by using an oppositional fruit fly algorithm. At the end of 
the process, feature values are transferred in to the clustering process for segmentation. In this article we are introduced an 
algorithm called as rough k means clustering algorithm for segmentation. Here, we are applying an oppositional fruit fly 
algorithm to develop an effectiveness of the Gabor filter. Further to raise the classification accuracy of brain tumor we are 
introduced a multi kernel support vector machine algorithm.
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1  Introduction

Image processing and its segmentation is the one of the 
interesting area of medical science. In medical image tech-
nology, both MRI and computerized tomography scan (CT) 
applied to develop the pictures of inside body that MRI 
renders accurate visualization of anatomical structures of 
tissues. When equate to CT scan, MRI is better since it is 
not affects the human body (Patel and Doshi 2014). Differ-
ent types of cells are grouped to form a human body. Brain 
is a highly specialized and sensitive organ of human body. 
For human beings, brain tumor is a very dangerous disease 
(Borole et al. 2015). In the medical science, magnetic reso-
nance imaging is a tool that can develop detail pictures of 

parts of the body and also to inquire the brain tumor and 
its segmentation from image (Kaur and Rani 2016). For 
humans, the brain tumor is the disease, that cells are grown 
in the brain. Brain tumor has two types one is malignant 
tumor and other is benign tumor (Bharathi and Satish 2015). 
The brain tumors are classified in to primary brain tumors 
and secondary brain tumors based on their severity level. 
They are also having subcategory of benign and malignant 
(Selvapandian and Manivannan 2018). Malignant tumor 
is typically known as brain cancer that can spread outside 
the brain. The growth of brain was affected itself due to 
the distribution of brain tumor. That has able to induce the 
problems since of their surgery and location (Bharathi and 
Satish 2015).

Some operations are required to inquire the brain tumor 
from MR image, for this reason, in medical imaging process 
we use wavelet transform it handles with discrete data by this 
case. For preserving the spatial domain, they are decom-
posed function in frequency domain (Potdukhe and Nagtode 
2016). In many research areas such as addressing of struc-
ture and segmentation of images Gabor wavelets are broadly 
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applied and to spatial based local structure are received 
frequency, spatial localization and orientation selectiv-
ity (Malviya et al. 2014; Shingade and Jain 2017). Gabor 
wavelet analysis are used in extracting features of magnetic 
resonance structure and it have tunable center frequencies to 
optimally reach joint resolution in spatial frequency domains 
(Liu et al. 2012; Kumaran and Bhavani 2013). The brain 
tumor diagnosing from MRI is time consuming task and the 
magnetic resonance is a hard task during the brain tumor 
segmentation their location and shapes. For this reason, 
clustering techniques are applied. The analysis of cluster is 
used to achieve a object groups. It is applied to locate higher 
data groups based on the distribution manner (Ruchita et al. 
2016).

Clustering is utilized for the MRI image segmentation. 
The grouping of patterns arrangement in a number of clus-
ters is known as clustering process. In the clustering analy-
sis, various unsupervised learning techniques are applied 
for resolve the clustering problems (Ahmed et al. 2020). 
There are various unsupervised learning approaches such 
as k means algorithm, fuzzy c means algorithm etc. From 
that techniques is k-means, that produce clustering problems. 
K-means is called as an unsupervised simplest technique 
(Manikandan et al. 2013). K means clustering is applied to 
group the objects and the K means clustering was based on 
the features/characteristics of the k number of groups. The 
k means number of grouping was done on the Euclidean 
distance by using data and the cluster centroid representation 
(Chanchlani et al. 2017). Cluster based fuzzy c-mean is the 
unsupervised learning techniques these are used in real time 
issues like, astronomy, geology, medical imaging, and target 
recognition and image segmentation. The clustering tech-
niques are very essential, since the medial images are finite 
spatial resolution, poor contrast, noise and non-uniform 
variation (Mahajan and Bhagat 2014; Singh et al. 2017). 
The edges of tissues in different various magnetic resonance 
images (MRI) are unclear. So that, clustering techniques are 
applied for brain tumor classification and detection purpose 
(Verma et al. 2015).

The remaining portion of the paper is schematized as fol-
lows: Sect. 2 is the depiction of related works, Sect. 3 is the 
problem statement, Sect. 4 depicts the proposed methodol-
ogy, Sect. 5 is the performance analysis of proposed system. 
Finally, Sect. 6 concludes the overall workflow.

2 � Related works

Noureen and Hassan (2014) have presented a tumor region 
based computer method to determine the tumor regions by 
using a MRI brain images. That was used for the modern 
medical imaging. Their method has able to address some 
problems based on the brain via MRI. Usually the human 

body soft tissues are developed; MR images were obtained 
from the experts. That was used for the replacement of sur-
gery for the examination of human organs. Image segmen-
tations are used for the brain tumor detection. The brain 
was splitted in to two parts (Moslehi and Haeri 2019). That 
portion was difficult to detecting brain tumor. Thus, that was 
greatly achieving MR image segmentation that was obtained 
before the computer aided results. The tissues of brain 
tumor was stretches at extreme level. Those problems were 
the major issues in the children and adults. In tumor detec-
tion process (Amin et al. 2018), segmentation is the major 
goal. Many segmentation algorithms were proposed, that 
was used for the grey scale segmentation. That was starts 
from the higher level approaches for the simple edge-based 
methods by applying pattern recognition approaches. In 
medical image processing, the detection of brain tumor was 
the major challenge in medical image processing. Four MR 
images were achieved and their experiments were directed 
for arithmetical analysis also.

Angulakshmi and Lakshmi Priya (2018) have presented 
a spectral clustering was applied for segmentation. In their 
article the segmentation was done from the MRI. Their 
method was presented for the high-quality clusters. The mas-
sive data’s were generated based on the dense comparison 
matrix and that has able to fallen-off the spectral cluster-
ing (Raja et al. 2018). To avoid those problems, the authors 
introduce a spectral clustering segmentation method. Their 
presented method performs based on the brain tumor seg-
mentation follows two various steps such as.

(a) Analysis of the tumor region called as region of inter-
est (ROI) presented the spectral clustering based super pixel. 
(b) Spectral clustering on the found ROI of MRI is used 
for the segmentation of brain tumor tissues. The analysis of 
ROI reduced the computational issues of spectral clustering 
(Sharif et al. 2018). The ROI segmentation introduces the 
spectral clustering and presented the main-quality clustering 
outcome for segmentation of brain tumor. The experimental 
outcome was shows on dataset of BRATS and determined by 
metrics such as dice score, sensitivity and specificity. Their 
presented method was outperforms compared with existing 
clustering methods and MR image tumor core regions.

Soltaninejad et al. (2018) have presented a correct MRI 
for brain tumor segmentation. The multimodal MRI con-
sists of MRI structure, isotropic, anisotropic, components 
achieved by the diffusion tensor imaging (DTI) might from 
the correct analysis of brain images. They have also pre-
sented a one more method to the segmentation of multi-
modal brain MRI called as a new 3D super voxel based 
learning method. The supervoxels was generated for apply-
ing the data of the MMRI dataset. A types of features admit-
ting histograms of text on descriptor, calculated for each 
supervoxel, to present extracts the classification sizes and 
orientations, and first order intensity statistical features were 
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extracted. Those features were included into an random for-
ests (RF) types to distinguish the each supervoxel into tumor 
core, or healthy brain tissue.

Sauwen et al. (2016) have presented a most heterogeneous 
tumors in oncology has been implemented. In earlier arti-
cles, various MRI modalities were introduced such as per-
fusion-weighted imaging (PWI), diffusion-weighted imag-
ing (DWI) and magnetic resonance spectroscopic imaging 
(MRSI). Those were include into the characterization of the 
tumor tissues, thus there had been recent introduced com-
bining classifications of techniques like a multi parametric 
MRI (MP-MRI) approach for segmentation of brain tumor. 
In their article the performance of different un-supervised 
classification methods for HGG segmentation established 
on MP-MRI data. That consists of cMRI, DWI, MRSI and 
PWI. An independent MP-MRI datasets with a different 
acquisition protocols were achieved from the various hos-
pitals. Their experimental result shows that a hierarchical 
nonnegative variant factorization matrix that was previously 
inaugurated for tumor segmentation of MP-MRI rendered 
Best performances of both the classes were based on the 
pathologic tissue classes.

Mohan and Monica Subashini (2018) have presented 
brain MR image segmentation and tumor grade classification 
techniques. The major goal of their article was to determina-
tion of brain grade and tumor. The clear physicians achieved 
from the tumor for the treatment of brain tumor in MRI. That 
was digital image processing methodologies (DIPM) paral-
lel with machine learning aid further diagnosis, treatment, 
prior and post-surgical procedures, synergizing among the 
radiologist and computer. Those hybrid techniques rendered 
a second option and next to radiologists in understanding 
medical images thus that provides the diagnostic accuracy. 
The goal of their article was to retrospect the present clas-
sifications and trends to infected tumor in human brain MR 
with a target on gliomas that admit astrocytoma. Their meth-
ods were utilized for increasing and grading of tumors that 
could included a standard clinical imaging protocols were 
elucidated.

In current scenarios, various tumor segmentation tech-
niques had been inaugurated and used MRI brain image ana-
lyze was to measure and visualized structure of anatomical 
has been proposed by Al-Dmour and Al-Ani (2018). In that 
article, brain tumor segmentation fully automated algorithm 
established on a fusion clustering was introduced. The pixel 
intensity of training face algorithm was scaled to raise the 
image contrast. The pixel of brain image that, had similar 
intensity were the objects are grouped to applying a super 
pixel algorithm. Further, three clustering techniques were 
applied to every object of segmentation. For each cluster-
ing technique, a neural network (NN) model was transferred 
with image features were extracted and was train educ-
ing the labels developed through the cluster approach. In 

preprocessing, testing, scaling, re structuring of brain images 
were used then the partitions of super pixel algorithm into 
multiple objects. The neural network three trained models 
were then applied to evaluate classes of each objects and 
received classes were equated and applying the higher num-
ber of voting. The utilization of suggested method was estab-
lished on different MRI and equated clustering techniques 
based three.

Nabizadeh and Kubat (2015) have presented an MRI 
tumor automatic recognition. That was used to the deter-
mination of structure, difficulties, size and variability. Thus 
the comparison of brain tissue intensity over the lesions 
and normal tissues of brain, few strategies build utiliza-
tion of anatomical scan based on multi spectral. Then the 
cost and time limitations for receiving MRI multi spectral 
scans and few other issues necessitate improving a method. 
That could inquire the tumor tissues applying an anatomical 
MRI images on single-spectral. In their article they were 
presented system that was fully automatic, that has an abil-
ity to require the slices and includes brain tumor area. The 
practical analysis outcome on mechanism of single contrast 
presented the efficacy of their introduced technique in suc-
cessfully segmenting brain tumor tissues with higher accu-
racy and min computational complexity.

3 � Problem definition

A classical trouble in computer vision is image segmenta-
tion and is of utmost importance to medical imaging. In 
brain tumor detection various MRI segmentation methods 
are applied. But it can some disadvantages. These are listed 
below.

•	 In the MRI segmentation, clustering k-means technique 
is applied. This method is able to segment tumor from 
various brain MRI images. Problem of this method is it 
produces various result for different number of cluster. 
It needs prior knowledge (number of clusters) and the 
inability to handle noisy data. In the k mean clustering 
method, the detection of edges still not robust enough.

•	 In the MRI classification region based segmentation 
method is applied, but the computation of this method 
is time consuming, the noise or variation of intensity 
renders the holes or over segmentation and it may not 
distinguish the shading of real image and it has extended 
computational cost and noise sensitivity.

•	 One of the simple image classification methods is thresh-
olding technique, but in this case only two classes are 
generated and it cannot be used to multichannel images.

•	 In the medical image segmentation, region growing 
technique is used. But it expects seed points based on 
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the user interface in each region and it requires more 
time for processing.

•	 In image segmentation, edge detection technique is 
applied, but this technique is sensitivity to noise, inac-
curacy, time consumption etc.

These are the major disadvantages of different off meth-
ods which motivate us to do this research on MRI segmen-
tation. We are intended to suggest a suitable method to 
attain more segmentation accuracy in MRI images.

4 � Proposed methodology

The initial goal of our research is to align and improve an 
approach for tumor identification using brain MR image 
segmentation. One major goal our presented technique is 
to situate tumor from MRI in an efficient, accurate and 
reproducible way. The tumor segmentation technique used 
and allowing to the characteristics that allow distinguish-
ing tumors from the normal brain tissues. In clinical prac-
tices, the brain tumor image segmentations are performed 
in recent years. Based on the individual operator, the time 
consumption and manual brain tumor delineation is hard. 
A significant number of previous researches introduced 
in the literature regarding brain image segmentation. The 
main intension of the research is to segment the MRI 
image applying efficient technique. First, the brain MR 
image is preprocessed. The purpose of preprocessing is to 
make the input as fit for segmentation. Second, the out-
come from the preprocessing is applied to the process of 
feature extraction. For feature extraction, the suggested 
technique is applies the developed Gabor wavelet trans-
form (IGWT). Here the traditional Gabor wavelet trans-
form is modified by means of optimization technique. The 
effectiveness of the Gabor filter is developed by opposi-
tional fruit fly algorithm. After selecting the features the 
feature values are fed to the clustering process for segmen-
tation. Here changed rough k means clustering algorithm 
is applied for segmentation. Here the traditional k means 
clustering algorithm is modified by means of rough set 
selection, in which lower and upper approximation set can 
be applied in k-means clustering. After the segmentation, 
the features such as texture and some numerical features 
are established on these extensive feature set, the final 
classification will be done. The multi kernel support vec-
tor machine (MKSVM) algorithm will be used for effective 
classification of Brain tumor. The process of our suggested 
technique is estimated by means of segmentation accuracy. 
The suggested technique is simplified on MATLAB plat-
form (Fig. 1).

4.1 � Preprocessing

In order to raise the quality of image in this work we have 
accomplished a preprocessing work. Here, we start the 
process with some constrains they may damage the quality 
of the image. Therefore, we execute manual correction in 
preprocessing. Therefore, we can raise the quality of he 
image to make it ready for further processing. Once this 
process is completed, the processed images are taken to 
the next level where feature extraction is accomplished 
for further processing. Then the developed Gabor wavelet 
transform is using into this preprocessed image.

Fig. 1   Proposed MRI brain tumor segmentation

RETRACTED A
RTIC

LE



6755Effective segmentation and classification of brain tumor using rough K means algorithm and…

1 3

4.2 � Improved Gabor wavelet transform

Here the traditional Gabor wavelet transform is changed by 
means of optimization technique. The effectiveness of the 
Gabor filter is developed by oppositional fruit fly algorithm. 
In contrast to GWT the Improved Gabor wavelet transform is 
applied to apply in the preprocessed images. here, we render 
the mathematical explanation of IGWT comes below.

For IGWT, the basic wavelet is 

The IGW family {g, f , �} , is generated by scaling and 
translating Eq. 3 and it is written as

where f is mentioned as a dominant factor and σ is 
denoted resolution factor. Compared to GWT’s equation, 
IGWT’s Eq. 4 used f rather than 1/a for scaling.

where gf ,�(�) is the Fourier transform of gf ,�(t) . The effi-
ciency of the Gabor wavelet transform is developed by image 
quality then it is afford the feature selection process it can be 
performed with the aid of an oppositional fruitfly algorithm.

4.3 � Feature extraction

For feature selection the suggested technique applies the 
developed Gabor wavelet transform (IGWT). Here the tra-
ditional Gabor wavelet transform is changed by means of 
optimization technique.

4.3.1 � Oppositional fruit fly algorithm (OFFA)

Fruit fly algorithm is an algorithm that reproduces the for-
aging activity of fruit flies. The fruit fly algorithm is a new 
technique for seeking global optimization. It began from the 
examination on food hunting behaviors of fruit fly swarm. 
Fruit fly is a superfood hunter with clear osphresis and 
vision. At to begin with, it inquires food source by noticing 
a major rate of fragrances floating all and flies through the 
representing place. After reaching close towards the food, it 
might discover a fruit or fly to that particular place with its 
delicate vision. Food origins are referred by the optima and 
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1
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the methodology of foraging is reproduced by means of the 
iteratively seeking for the optima in the FOA. The improved 
form of fruit fly algorithm is said to be OFA. It provides 
developed the performance than the fruit fly algorithm.

Data: Initial low variance blocks position.
Result: Best position of blocks.
Step 1: Parameters initialization: the major parameters 

of the FOA are the total evolution number and low vari-
ance blocks position. In our suggested technique fruit fly 
represent the low variance block position. Initialize random 
location of low variance blocks position (PX_axis, PY_axis).

Step 2: To change the traditional fruit fly algorithm, 
oppositional method is inaugurated. Allowing to opposition 
based learning (OBL) introduced by Tizhoosh in the current 
agent and its opposite agent are conceived simultaneously 
to get a better approximation for current agent solution. It is 
afforded that an opposite agent solution has a better chance 
to near to the global optimal solution than random agent 
solution. The opposite variance blocks positions are fully 
evaluated by components.

where OPm = Lowm + Upm − Pm with OPm ∈
[
Lowm,Upm

]
 

is the position of m-th low variance blocks OPm in the d-th 
dimension of oppositional blocks.

Step 3: Exploration applying the arbitrary path and low 
variance block selection. Here, Pm is the m-th location of 
low variance blocks.

Step 4: Position Evaluation of suggested technique,

Step 5: Substitute position of low variance blocks into 
fitness function

Step 6: To inquire the most excellent positions of low 
variance blocks.

Step 7: Retains the best position of low variance block 
value and x, y coordinate, the fruit fly swarm will utilize 
visualization to flutter in that direction.

(5)OPm =
[
op1

m
, op2

m
, .....opd

m

]

(6)Pm(x, y) =
(
PXm,PYm

)T

(7)PXm = PX−axis + RandomValue

(8)PYm = PY−axis + RandomValue

(9)BPm = EC

(10)best block = function(MinBPm)

(11)[Excellent block Excellent selection] = min error

(12)selected block = min error
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Step 8: Enter successive optimization to replicate the execu-
tion of stages 3–6, then decide if the position of low variance 
block is better than the past position of low variance blocks, 
if yes, execute task 7. After choosing the features the feature 
values are fed to the clustering process for segmentation.

4.4 � Modified rough K‑means clustering

In this stage, we apply the rough k-means clustering algo-
rithm for executing effective clustering process. It has the 
feature of both rough set and k-means clustering therefore 
this can provide better performance than other technique. 
The rough K-means algorithm is used to process the vague-
ness of information. The notions of lower and upper approxi-
mation of rough sets are the vital ones for rough k-means 
clustering algorithms. Calculations of the centroids of clus-
ters expects to be improved to add the effectiveness of lower 
as well as upper bounds. In this case, rough k-means is vary 
from conventional k-means clustering algorithm. To catch 
this process this process, we have explained all the variables 
and its meanings. V is denoted as a finite ordinary set 
(V = {objn| n = 1,…, N}), Vi denoted as ith cluster and its 
center is denoted as ceni, i = 1, 2,…, k. A

_
 Vi is lower approxi-

mation and A Vi is upper approximation. The number of 
objects in the rough boundary area is denoted as |A Vi − A

_
 

Vi|. objn is denoted as each object. lin be the distance among 
objn and the center ceni of cluster Vi. Here, we explained a 
step by step procedure of rough k-means below.

Step 1: Initialization
All the parameters to be started the number of clusters k, 

the parameters wl.approx and wb.approx (wl.approx and wb.approx 
refer the relative consequences of the lower approximation 
and boundary respectively) and the threshold Δ. assign the 
objects randomly to the lower approximations of the clusters.

Step 2: Computing new centroids
Computing the new center for each cluster Vi using below 

afforded the equation

(13)PX−axis = PX(Excellentindex)

(14)PY−axis = PY(Excellentindex)

(15)
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⎧
⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wl.approx ×

∑

objn�A
_
Vi

objn

����A_Vi

����
+ wb.approx ×

∑
objn

�
AVi−A_

Vi

� objn

����AVi−A
_
Vi

����
if

�
AVi − A

_
Vi

�
≠ ∅

wl.approx ×

∑
obj

n
�A
_
Vi

objn

����A_Vi

����

Step 3: Object assigning
Assigning the objects to the approximations for each 

object objn, calculate its nearest center ceni and computing 
the differences lin-ljn, 1 ≤ i, j ≤ k where applied to evaluate the 
membership of objn.

For the afforded threshold, if lin − ljn ≤ Δ, for any cluster 
pairs (Vi,Vj), then objn∈ A Vi and objn∈ A Vj, and objn cannot 
be a member of any lower approximation. Otherwise, objn∈ 
A
_
 Vi and objn ∈ A Vi such is the minimum for 1 ≤ i ≤ k. 

Finally, assign each object to the representing lower or upper 
approximations.

Step 4: Process repeats till reach the destination
Repeat first and second Steps until convergence, in other 

words, there are no more new assignments of objects. Here 
modified rough k means clustering algorithm is applied 
for segmentation. Here the traditional k means clustering 
algorithm is changed by means of rough set selection, in 
which lower and upper approximation set can be applied 
in k means clustering. After the segmentation, the features 
such as texture and some statistical features are extracted. An 
established on these extensive feature set, the final classifica-
tion will be done. The MKSVM algorithm will be applied 
for effective classification of brain tumor.

4.5 � Multi kernel support vector machine based 
segmentation

Afterward, the finest attributes are delivered to fusion 
MKSVM for the principle of categorization. Now, the 
selected attribute from the previously progression is effi-
ciently engaged for the isolation of the two module. For the 
principle of processing the non-linear procedure, the kernel 
functions are initiated in the SVM categorization. There are 
two very crucial phases in the SVM procedure such as the 
preparation phase and the effortless stage.

Training phase: Currently, the output of attribute 
choice is 0. Rendered as the input of the preparation stage. 
The input utility supplies the group of values which can-
not be alienated. A hectic plane is used to approximate 
each and every area and positions. In the divergent task, 
probably to put the partition of the hectic plane standard 
vector based on the Lagrange pattern. In this association, a 
kernel symbolizes little issues that relates to a dot product 
for definite kind of attribute recording. Yet, recording a 
position into a better-quality dimensional gap is probable 
to direct to unnecessary assessment period and enormous 
storage requirements. By the outcome, in concrete per-
form, an original kernel task is started which is competent 
of openly evaluating the dot product in the better-quality 
dimensional gap. The persistent edition of the kernel task 
is rendered as follows.
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In this view, the major engaged kernel task are simplify 
the linear kernel, polynomial kernel, quadratic kernel, sig-
moid and the radial basis task….. Specified beneath are the 
terms for the various kernel task.

For linear kernel

where u, v refers the inner products in linear kernel and c is 
a constant.

For quadratic kernel:

where, u, v-are the vectors of the polynomial kernel function 
in the input space.

For polynomial kernel:

For sigmoid kernel:

The efficiency of SVM consistently oriented on the 
variety of the kernel. In the occurrence of the attribute 
gap being linearly indivisible, it has to be recorded into 
a better-quality dimensional gap by task kernel through 
radial, in order that the concern appears as linearly detach-
able. Additionally, the amalgamation of any two kernel 
task is proficient to vary the outstanding accuracy than that 
acquired by applying the some single kernel task.

In the original procedure, an original HKSVM is evalu-
ated, dedicated for the noteworthy development in the cat-
egorization system. At this point, two kernel tasks such 
as the linear and the quadratic kernel task are mutual to 
vary outstanding presentation ratios. The uniting Eqs. 21 
and 22 are the original techniques recommended for the 
standard predictable.

The mutual kernel task is successfully engaged in the 
HKSVM and the standard of the kernel task, avgk(U,V) is 
delivered beneath. 

(16)K(U,V) = �(U)
T�(V)

(17)lineark(U,V) = uTv + c

(18)quadk(U,V) = 1 −
‖u − v‖2

‖u − v‖2 + c

(19)polyk(U,V) =
(
𝜆uTv + c

)e
, 𝜆 > 0

(20)sigk(U,V) = tanh
(
𝜆uTv + c

)
, 𝜆 > 0

In the kernel support vector machine, two kernels such 
as the linear and quadratic are applied into description for 
the principle of classify the search links. The merging of 
two outcomes, the efficient outcome is accomplished and 
improved to classification.

Testing phase: In this phase, the productivity is achieved 
from the classification choice is removed to the analysis 
stage and the productivity substances are specified. The 
efficient tumor classification is obtained by using MKSVM 
algorithm. The process of suggested technique is estimated 
by means of segmentation accuracy. There are four MRI 
images are obtained. The experiments are performed for the 
computational analysis. The result is mainly interested and 
has major advantages in practical applications.

5 � Result and discussion

The input brain MRI image segmentation to be performed 
with the aid of modified rough k-means clustering technique 
and MKSVM the efficient of the segmentation is tested by 
the measures as true positive, true negative, false positive, 
false negative, sensitivity, specificity and accuracy (Figs. 2, 
3).

Sensitivity: The measure of the sensitivity is correctly 
recognizing the proportion of actual positives. It is applied 
to recognize the positive results by the ability of test.

(21)avgk(U,V) =
1

2

(
link(U,V) + quadk(U,V)

)

(22)avgk(U,V) =
1

2

��
uTv + c

�
+

�
1 −

‖u − v‖2
‖u − v‖2 + c

��

(23)Sensitivity =
Number of true positives

Number of true positives + Number of false negatives
× 100

Fig. 2   Input brain MRI images

Fig. 3   Brain MRI segmented images
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Specificity: The measure of the specificity is correctly 
evaluated by the proportion of negative. It is applied to rec-
ognize negative results by the ability of test.

Accuracy: We can estimate the measure of accuracy from 
the measure of sensitivity and specificity as afforded below.

In the afforded metrics are as well appropriate for deter-
mining the efficiency of classification of the MRI image 
segmentation.

The Table 1. establishes the values of ground truth val-
ues such as true positive, true negative, false positive and 
negative. That is applied to evaluate the values of sensitiv-
ity, accuracy and specificity of MRI image segmentation 
(Fig. 4).

The above Table 2 demonstrates the sensitivity, specific-
ity and accuracy values for MRI images. From the below fig-
ure maximum sensitivity is 0.997180061, the specificity of 
our suggested method maximum value is 0.997274982 and 

(24)Specificity =
Number of true negatives

Number of true negatives + Number of false positives
× 100

(25)Accuracy =
TP + TN

TP + TN + FP + FN
× 100

the higher accuracy suggested is 0.997200012. An estab-
lished on the sensitivity and specificity only we are finding 
the accuracy. From the above analysis we have found bet-
ter sensitivity, specificity and accuracy values equated with 
existing methods.

5.1 � Comparative analysis

Sensitivity: In this portion, we are introduces the compara-
tive results of sensitivity for suggested MR image segmenta-
tion method with existing method. The sensitivity is deter-
mined from the ground truth values. The sensitivity of our 
suggested method maximum value is 0.997180061 but an 
existing system have maximum at 0.580567773. From that 
analysis, our proposed method has better sensitivity equated 
with existing method (Table 3, Fig. 5).

Specificity: In this portion, we are introduces the com-
parative results of specificity for suggested MR image 

Table 1   Measures for true 
positive, true negative, false 
positive and negative

Input images TP TN FP FN PPV NPV FPR FNR

1 4499 256,911 702 32 0.8650 0.9998 0.0027 0.0070
2 6713 253,646 1723 62 0.7957 0.9997 0.0067 0.0091
3 4911 251,617 5525 91 0.4705 0.9996 0.0214 0.0181
4 6754 251,990 2923 477 0.6979 0.9981 0.0114 0.0659
5 12,023 248,678 1409 34 0.8951 0.9998 0.0056 0.0028
6 12,387 248,021 1455 281 0.8948 0.9988 0.0058 0.0221

Fig. 4   Graphical representation of sensitivity, specificity and accu-
racy for presented method

Table 2   Sensitivity, specificity and accuracy for presented method

Input images Sensitivity Specificity Accuracy

1 0.992937541 0.997274982 0.997200012
2 0.990848708 0.993252901 0.993190765
3 0.981807277 0.978513817 0.97857666
4 0.93403402 0.988533343 0.987030029
5 0.997180061 0.994365961 0.994495392
6 0.977818124 0.994167776 0.993377686

Table 3   Comparative results of sensitivity for suggested method with 
existing system

Input images MRKM RKM KM FCM

1 0.992937541 0.565217391 0.5546875 0.652341
2 0.990848708 0.560738007 0.5423652 0.7569842
3 0.981807277 0.580567773 0.5789642 0.8856974
4 0.93403402 0.528281012 0.5236981 0.6523984
5 0.997180061 0.502197893 0.4896523 0.5623248
6 0.977818124 0.504736344 0.5423698 0.6548971
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segmentation method with existing method. The specificity 
is evaluated from the ground truth values. Our suggested 
methods achieve a better rate for all input MR images and 
also produce better result with respect to specificity giver 
that effectiveness. From the above graph: 5. the specificity 
of our suggested method maximum value is 0.997274982 
but an existing system have maximum at 0.999184824. 
From that analysis, our suggested method has better speci-
ficity equated with existing method. Table 4 establishes the 
comparative measures of proposed and existing specificity 
measures (Fig. 6).

Accuracy: In this portion, we are introduces the com-
parative results of accuracy for proposed MR image segmen-
tation method with existing method. The Table 5 depicts the 
comparison of accuracy for the suggested method and the 
existing method. The accuracy is also evaluated from the 
ground truth values. This renders that our suggested method 
has better accuracy rates equated with existing methods. The 
suggested method accuracy is 0.997200012, 0.993190765, 
0.97857666 and respectively. Table 5 establishes the value 
of proposed and existing accuracy measures (Fig. 7).

6 � Conclusion

This article has provided a comprehensive overview of the 
brain tumor detection and classification method. We are pro-
posed a rough k means clustering algorithm and MKSVM 
algorithm. The purpose of these methods are to provide a 
MR image segmentation, to raise accuracy for the types of 
tumor feature direction and also maximizes and classified 
a MR image. The preprocessing method is applied in our 
work to enhance the accuracy of image segmentation and 
to reduce the noise. There are three steps are followed in 
our work to achieve a effective results such as (1) the input 

Fig. 5   Graphical representation of sensitivity for presented methods

Table 4   Comparative results of specificity for suggested methods

Input images MRKM RKM KM FCM

1 0.997274982 0.999184824 0.999956 0.999857
2 0.993252901 0.99815561 0.999568 0.999685
3 0.978513817 0.992404975 0.996875 0.998966
4 0.988533343 0.995563192 0.998956 0.999652
5 0.994365961 0.999064326 0.999956 0.999586
6 0.994167776 0.999037984 0.999582 0.999855

Fig. 6   Graphical representation of specificity for presented methods

Table 5   Comparative results of accuracy for proposed methods

Input images MRKM RKM KM FCM

1 0.997200012 0.99168396 0.986532 0.974512
2 0.993190765 0.986850739 0.975685 0.963521
3 0.97857666 0.984546661 0.965233 0.956321
4 0.987030029 0.982673645 0.965231 0.956321
5 0.994495392 0.976211548 0.963258 0.956231
6 0.993377686 0.975151062 0.965238 0.956231

Fig. 7   Graphical representation of accuracy for presented methods
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of brain MRI images are preprocessed. (2) The preproc-
essed images are gained to the process of feature extraction 
then the feature extraction process is performed by wavelet 
transform (IGWT), (3) finally, feature values are transferred 
in to the clustering process for segmentation process. Our 
proposed method is used to obtain an efficient, accurate 
and reproducible tumor segmented images. The maximum 
accuracy rate we obtained is 0.997200012. By using these 
methods we are classified and segmented a brain MRI image 
effectively. Hence, the introduced method is considerable 
method for brain tumor recognition from MR images.
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