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Abstract
Electrocardiogram analysis for the classification of several cardiac arrhythmias has gained a significant research importance 
in the medical field. Towards such objective, this paper proposed a novel approach based on the fusion of multiple features 
extracted from a signal through various methods and Convolution Neural Networks. The multiple features are precisely 
consisting of morphological features, temporal features, and statistical features. Every electrocardiogram signal is initially 
pre-processed to remove the base line and then processed for segmentation through a simple strategy. Further, for every 
heart beat segment, three different set of features are extracted. Among them, morphological features are obtained through 
Dual Tree Complex Wavelet Transform and remaining features are extracted through statistical measures. Further, Principal 
Component Analysis is applied over the morphological feature set to reduce the dimensionality. Finally, a composite and final 
feature vector is formulated and then fed to Convolutional Neural Networks classifier to predict the label for a given input 
heartbeat. Simulation experiments conducted through the MIT-BIH benchmark database exhibited that the proposed system 
achieves better classification accuracy and on an average, it of 98%. Compared with state-of-art methods, the improvement 
is approximately 5%.

Keywords Cardiac arrhythmias · Electrocardiogram · Dual tree complex wavelet transform · Temporal features · 
Convolutional neural networks · MIT-BIH database · Accuracy · Sensitivity

1 Introduction

The Electrocardiogram (ECG) is a mostly used signal for 
the analysis of heart related abnormalities. ECG signal 
captures the Electric activities of the heart by connect-
ing some electric nodes at specific points on the chest. A 
medical expert or a cardiologist may get fail in analysing 
the condition of heart due to the non-stationary nature of 
ECG signal which consequences to various ‘Cardiovascular 
Diseases (CVDs)’. According to the World Health Organi-
zation (WHO), CVDs are the major reason for the world-
wide deaths. An approximate value of 17.7 million people 
was died in 2015 with these CVDs and it is approximately 
31% of global deaths. CVDs are increasing the worldwide 

mortality rate, particularly in the low and middle income 
countries (Mendis et al. 2011). Cardiac Arrhythmias are 
one of the CVDs which conquered major in these deaths. 
‘Arrhythmia’ means a disturbance in the heart rate which 
occurs due to the improper impulse formation or electrical 
conduction in the heart. This improper functioning of heart 
can disrupt regular heart beat and also can affect the mor-
phology of normal heartbeat. Bundle Branch Block Beats 
(BBBB) and Ectopic Beats (EB) are the two major conse-
quences of an arrhythmia. BBBBs hinder the normal path-
way of electrical impulses through the conduction system on 
the ventricles which causes the deterioration of heart func-
tion, asynchronous contraction in ventricles, which may con-
sequences to the serious life-threatening issues (Rangayyan 
2015). Further, the EBs are occurred due to the improper 
formation of an electrical impulse. Further classification of 
EBs results in premature atrial and ventricular contractions. 
These beats can disturb the normal functioning of regular 
rhythm of heart and can introduce some serious arrhythmias 
like atrial or ventricular fibrillation. Hence the researchers 
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focused over the investigation and of both classification and 
detection (Ye et al. 2012) methods for cardiac arrhythmias.

An ECG is a most popular tool for the analysis of electri-
cal activity of a heart. The depolarization and repolariza-
tion of heart muscles is measured with the help of ECG. 
Further, since ECG is an inexpensive technique, generally 
the cardiologists employ it in their daily clinical practices. 
ECGs can be used for the analysis of cardiac arrhythmias, 
because it can measure the electrical activity of a heart and 
the abnormalities in the heart rate can be detected through 
it. However, a manual detection of various abnormalities 
in the heart beats is a tedious task. Hence, by recognizing 
several types of heartbeats, the Computer Aided Diagnosis 
(CAD) plays a vital role in the detection and classification of 
cardiac arrhythmias (Meek and Morris 2002). This will help 
the cardiologists to observe the physical activity of heart at 
regular intervals. Several investigations are done earlier for 
the detection and classification of cardiac arrhythmias (Lenis 
et al. 2013; Tian et al. 2016). Since the ECG is a signal, the 
CAD system applies various methods to study and analyse 
the ECG in various domain viz., time-domain, frequency-
domain, time–frequency domain and some non-linear meth-
ods (Martis et al. 2014).

This paper proposes a new cardiac arrhythmia detection 
and classification system based on the fusion of multiple 
features such as morphological, temporal and statistical 
features. Since the single model features are not effectively 
discriminate the sensitive variations in the ECG signals, 
we have focused on the hybrid features. For the extraction 
of morphological feature, this paper accomplished Dual 
Tree Complex Wavelet Transform (DTCWT) followed by 
principal component analysis. A composite feature vector 
is formulated by combining all the three features for every 
ECG signal and it is fed to the Convolution Neural Network 
(CNN) algorithm to find the arrhythmia hindered in that sig-
nal. Simulation experiments are conducted over a standard 
benchmark dataset, MIT-BIH to alleviate the performance 
effectiveness.

Remaining paper is organized as follows; Sect. 2 illus-
trates the details of related work. The details of MIT-BIH 
arrhythmia database, DWT, DTCWT and CNN algorithm 
are described in Sect. 3. Further Sect. 4 illustrates the details 
of proposed detection and classification system. Experimen-
tation details are described in Sect. 5 and finally the conclud-
ing remarks are done in Sect. 6.

2  Related work

In recent years, several methods are developed to perform 
the detection and classification of heartbeats extracted 
from ECG signals. Generally, these methods consist of 
three stages such as, pre-processing, feature extraction and 

classification. In the pre-processing phase, the raw ECG sig-
nal is subjected to the removal of external noises and also to 
the correction of baseline wander. After baseline correction, 
the ECG signal is subjected to segmentation and then the 
obtained every heartbeat is processed for feature extraction. 
In the classification phase, the extracted features are fed to 
classifiers to find the class label of ECG beat under consid-
eration. Here the literature survey is also done in the same 
manner. Initially the method focused over the pre-processing 
are focused, next the feature extraction methods and finally 
the classification methods.

2.1  Pre‑processing and segmentation

In this phase, the main focus is to enhance the quality of 
ECG signals and to achieve this objective; various tech-
niques are proposed in earlier (Sameni et al. 2007; Tracey 
and Miller 2012; Singh and Tiwari 2006; Wang et al. 2015). 
Sameni et al. (2007), proposed a non-linear Bayesian filter-
ing approach to filter the single channel ECG signals. A 
modified version of non-linear dynamic model is proposed 
by integrating several Bayesian filters, Unscented Kalman 
Filter, and Extended Kalman filter. Tracer and Miller (2012) 
proposed to apply nonlocal means (NLM) approach to the 
denoising of biomedical ECG signals. However, the NLM is 
not resilient to the baseline wander due to its non-stationary 
characteristics. Further, Singh and Tiwari (2006), consid-
ered the optimal selection of wavelet basis functions and 
the Wang et al. (2015), Parallel-type fractional zero-phase 
filtering for ECG signal denoising. These methods have pro-
vided an optimal performance between noise removal and 
the information retention. However, in these methods, the 
optimal selection of a wavelet basis function constitutes an 
extra computational burden over the system.

Some authors accomplished the wavelet transform (Wis-
sam et al. 2016; Mounaim et al. 2017) and some used the 
thresholding techniques (Regis et al. 2018) for ECG sig-
nal denoising. These methods had accomplished the DWT 
decomposition of an ECG followed by thresholding. How-
ever, the signal reconstruction after denoising can not obtain 
an informative ECG. The reconstructed ECG has lost the 
information and this is due to the thresholding and quan-
tization at inverse DWT. A low quality or less informative 
ECG can’t explore the type of arrhythmia present in it accu-
rately. Moreover, the baseline wander noise is not effectively 
removed through a uniform thresholding.

Next, focusing over the baseline wander noise, Gustavo 
et al. (2017) conducted comparative analysis between vari-
ous methods proposed for baseline removal and the preserva-
tion of ST information in ECG signal. In this paper, the com-
parison is done between Butterworth filter, Median, Spline, 
Wavelet Cancellation and Wavelet high pass filters and found 
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that none of the methods was capable of reconstructing the 
original ECG without modifying the ST segment.

Next, Bono et al. (2014) proposed a new metric called 
Selvester Score which gives information about the depolari-
zation changes in the ventricular regions, for the detection 
of QRS complex in ECG signals. However, these techniques 
constitutes more complexity and hence some simple QRS 
detection methods like Quadratic filter by Phukpattaranont 
(Phukpattaranont 2015), Improved Adaptive Threshold 
by Lu et al. (2018), and Crests and Troughs based fiducial 
points detection by Chen and Chuang (2017). The main 
motto of these methods is to detect the QRS segment and R 
peak by which the CA characteristics can be analyzed. But 
these are very simple and did not accomplish any preproc-
essing which has significant importance in the removal of 
noise.

2.2  Feature extraction

In the characterization of ECG signals, feature extraction is 
most important and most of the researches focused in this 
direction only. Basically the features are characterized as 
temporal, statistical (Grazia et al. 2015; Rashid Ghorbani 
et al. 2016; Kutlu and Kuntalp 2012) and morphological fea-
tures (Rashid Ghorbani et al. 2016; Siva et al. 2018). Under 
the statistical features, Grazia et al. (2015) considered the 
mean, coefficient of variation, standard deviation, kurtosis, 
skewness and in phase-space diagrams for a sliding window 
of 10 beats. Further, in Rashid Ghorbani et al. (2016), evalu-
ated the Kurtosis, Skewness and 5th moment as statistical 
parameters along with one temporal feature, RR-Interval. 
The Gaussian Mixture Model with Expectation Maximiza-
tion is used for the fitting of probability density function of 
heartbeats. However, these approaches didn’t focused over 
the temporal features which have more importance in the 
detection of arrhythmias that can be analyzed through time 
based features such as QT-Interval, PR-Interval, and QRS 
interval. Moreover, the statistical features are most efficient 
in the discovery of any statistical deviations between nor-
mal ECG and arrhythmia existed ECG. Hence the statistical 
features have not much contribution towards the detection 
of CAs.

Next, in the case of morphological features, most of the 
authors used wavelet transform and based on this strategy, 
Siva et al. (2018) and Roghayyeh et al. (2017), developed 
new methods for the detection and classification of CAs in 
the ECG signal. Though the DWT is more effective in the 
detection of cardiac arrhythmias, the major drawback of 
DWT is lack of shift invariance and has a significant affect 
over the detection performance. To overcome this problem 
Manu et al. (2015) used DTCWT as a feature extraction 
technique. After extracting the sub bands through DTCWT, 
four statistical parameters such as AC power, Kurtosis, 

Skewness, Timing information are measured and then total 
set of features are processed for classifier. Further, Rajesh 
Kumar and Dandapat (2017) applied complex wavelet sub-
band bi-spectrum (CWSB) as a feature extraction technique 
for the detection of heart ailments from a 12-lead ECG. 
This approach mainly focused over the detection of three 
CAs such as myocardial infarction (MI), heart muscle dis-
ease (HMD) and bundle branch block (BBB). Though the 
DTCWT has gained more effective results in the CAs detec-
tion, only morphological features won’t contribute to fruit-
ful results. Moreover, for these studies we observed that to 
achieve an efficient accuracy in the detection of CAs, a deep 
analysis is required in which the characteristics of ECG is 
studied in all orientations.

Hence some authors focused on the fusion of multiple 
features and some approaches developed based on this strat-
egy. Under this strategy, for a given ECG heartbeat, multiple 
features are extracted and they are fused and formulated into 
a single feature vector. In Ai et al. (2015), fused the multiple 
features and they are extracted based on Multi-linear sub-
space learning. They used Wavelet Packet Decomposition 
(WPD) for feature extraction and Independent Component 
Analysis (ICA) for the feature fusion. Next, the method 
proposed by Das and Ari (2014), accomplishes two differ-
ent systems, one system used S-Transform (ST) Features 
and Temporal features and the second system applies the 
mixture of temporal features along with ST features and 
Wavelet transform features. Compared to the single domain 
based features, these methods have gained an improved 
performance.

2.3  Classification

In the classification phase, generally most of the research-
ers used machine learning algorithms like Support Vector 
Machines (SVMs) (Mustaqeem et al. 2018), Convolutional 
Neural Networks (CNNs) (Zhai and Tin 2018; Zubair et al. 
2016; Kiranyaz et al. 2016) etc. Among the basic machine 
learning algorithms SVM has gained more efficiency. 
Considering the variants of SVM, a multiclass classifica-
tion mechanism is proposed by Mustaqeem et al.  (2018) 
for Cardiac Arrhythmia detection though improved feature 
selection. Though the SVM has obtained an optimal per-
formance, the CNNs have gained an improved significance 
due to its deep analyzing capabilities in various applications. 
Considering this fact, An Automated ECG Classification is 
proposed by Zhai and Tin (2018) Using Dual Heartbeat 
Coupling and CNN. In this method, the ECG heartbeats are 
transformed into a dual beat coupling matrix as 2-D inputs 
to the CNN classifier, which are formulated by capturing 
both the morphology and beat-to-beat correlation in ECG. 
Next, Zubair et al. (2016) focused to accomplish the CNN 
for both feature extraction as well as for classification by 
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which it negates the need of hand-crafted features. Further, 
Kiranyaz et al. (2016), proposed a patient-specific ECG clas-
sification system based on 1-D CNNs. Since this approach 
accomplished the CNN for both feature extraction and clas-
sification, it negated the need of feature extraction process.

Wu et al. (2020) developed a system called as Electro-
cardiographic Left Ventricular Hypertrophy Classifier 
(ELVHC) for the classification of Left Ventricular Hyper-
trophy. This system combines the profound neural networks 
with information from ECG signals. Six-layered deep neural 
network is employed for feature extraction after acquiring 
the ECG from IoT equipment followed by preprocessing. 
L2-regulariztion and drop out are used to avoid over fitting 
in each model iteration. Further, Huang et al. (2020) pro-
posed an intelligent classifier using fast compression resid-
ual convolutional neural networks (FCResNet) for the clas-
sification of arrhythmias through ECG signal. As a feature 
extraction, this approach employed maximal overlap wavelet 
packet transform (MOWPT) which provides a comprehen-
sive timescale paying pattern and poses the time-invariance 
property. This approach employed to classify totally five 
classes of arrhythmias; they are LBBB, RBBB, PVC, APC 
and Normal. MIT-BIH arrhythmia database is employed to 
test the performance of the proposed deep learning classifier. 
Kim et al. (2019) employed CNN for personal recognition 
based on 2-D coupling image of a ECG signal. Waveform 
of the 2-D coupling image which is the input data to the 
network cannot be visually confirmed and it has the advan-
tage of being able to augment the QRS-complex which is a 
personal unique information.

2.4  Problem statement

Based on the study and analysis of earlier ECG classifica-
tion methods, we have observed that a set of few features 
like either morphological or temporal or statistical features 

results in a higher false positive rate. The higher FPR is 
due to the more sensitive variations in ECG by which the 
CAs can be discriminated. Finding such sensitive variations 
through single set of features is very tough and hence this 
work focused over the multiple features. In the classifica-
tion phase, the conventional machine learning algorithms 
have a higher computational complexity. In this regard even 
though CNN has more computational burden, it has gained 
an outstanding performance in the provision of sufficient dis-
crimination between CAs. Moreover, due to the convolution 
of extracted multiple features with multiple convolutional 
filters at convolutional layers, even the sensitive differences 
by which the CAs are discriminated are also recognized 
effectively.

3  Materials and methods

3.1  MIT‑BIT arrhythmia dataset

In this work, to evaluate the performance of proposed sys-
tem, a standard and benchmark dataset, Massachusetts Insti-
tute of Technology-Beth Israel Hospital (MIT-BIH) is used. 
This dataset consists of 48 ECG records and each record is 
about 30 min. Each record is sampled at 360 Hz with 11-bit 
resolution from 48 different types of patients. This data-
set consists of both normal beats and some life threatening 
arrhythmias. This dataset is created in 1980 to provide a 
standard reference for the detection of arrhythmias. In this 
dataset, each record is annotated by the cardiologic experts 
and the annotation file consist of much significant informa-
tion like R-peak locations or class labels of the heartbeat 
signals. In the MIT-BIH dataset, totally there are 15 different 
types of heartbeats and they are summarized in the Table 1.

Further, the ECG records in this dataset are numbered 
with non-continuous integers from 100 to 234. All the 15 

Table 1  Various hearts beat 
classes in MIT-BIH dataset

MIT-BIH heart beat MIT-BIH class AAMI class

Normal beat
Left bundle branch Block Beat
Right bundle branch Block beat
Atrial escape beat
Nodal Escape

N
L
R
e
j

Normal (N)

Atrial premature beat
Aberrated atrial premature beat
Nodal (junctional) premature beat
Supraventricular premature beat

A
a
J
S

Supraventricular ectopic beat (SVEB)

Premature ventricular contraction
Ventricular escape beat
Fusion of ventricular and normal beat

V
E
F

Ventricular ectopic beat (VEB)
Fusion beat (F)

Paced beat
Fusion of paced and normal beat
Unclassified beat

P
f
U

Unknown beat (Q)

RETRACTED A
RTIC

LE



6469Composite feature vector based cardiac arrhythmia classification using convolutional neural…

1 3

heart beat types are emerged from the 48 records only. 
According to the Association for the Advancement of Medi-
cal Instrumentation (AAMI) standard, the total 15 heart beat 
types are merged into five sub classes, namely, Non-ectopic 
or Normal (N), Supraventricular Ectopic Beat (SVEB), Ven-
tricular Ectopic Beat (VEB), Fusion beat (F) and Unknown 
Beat (Q). Further, the AAMI recommends the non-utiliza-
tion of paced beats and the respective records are numbered 
as 102, 104, 107, and 217. This dataset is highly imbalanced, 
almost 90% of beats are of normal class and the remaining 
beats are belongs to remaining classes such as SVEB, VEB, 
F and Q.

3.2  Wavelet transform

Wavelet Transform is a powerful transformation technique 
which provides a simultaneous representation of a signal in 
in both time and frequency domains. In Wavelet Transform, 
this simultaneous representation is obtained by decomposing 
the signal over a dilated (scale) and translator (time) version 
of a wavelet. Hence most of the applications such as signal, 
image and video processing prefer the wavelet transform 
for feature analysis. Based on the accomplishment of scal-
ing and shifting through wavelet filters, wavelet family has 
so many varieties like Discrete Wavelet Transform (DWT), 
Dual Tree Complex Wavelet Transform (DTCWT), and 
Wavelet Packet Transform (WPT) etc. Among these varie-
ties, DWT and DTCWT have gained more significance due 
to the effectiveness in analysing the hidden characteristics 
of a signal or image.

3.2.1  DWT

DWT is a most popular wavelet transform which represents 
the signal as a linear combination of its basis functions. In 
DWT, the signal is decomposed into several frequency bands 
called as Approximations (A) and Details (D). The main 
advantage of DWT is its ability of representation in both 
time and frequency domain. To obtain a time–frequency 
components of an ECG signal, a wavelet basis function, 
named as mother wavelet is formulated as

where, m and n are scaling and shifting parameters respec-
tively. Further, the DWT decomposition of a signal Y(t) is 
formulated based on the mother wavelet and is as follows;

(1)Ψm,n(t) =
1

√

m
Ψ

�

t − n

m

�

(2)Cm,n =

∞

∫
−∞

Y(t)Ψm,n(t)dt

where, Cm,n represents the obtained DWT coefficients of a 
signal Y(t). In the case of signal representation from DWT 
coefficients, the inverse DWT is formulated as

Figure 1 shows the schematic of four level decomposition 
of a signal through DWT. Here the level of decomposition 
is completely depends on the applications. In the case of 
ECG signal, generally three or four level of decomposition 
is considered.

3.2.2  DTCWT 

DTCWT is one of the most important and effective trans-
form in the wavelet family. This was developed to overcome 
the major problem of DWT, i.e., lack of shift invariance. 
Though the traditional DWT has gained effective results in 
the signal decomposition, it suffers from several problems 
and the lack of shift invariance is the most distinct problem 
due to which the reconstructed signal will have distortions. 
The main reason behind this problem is the presence of a 
down sampling module at every stage of DWT implemen-
tation. Due to this reason, the shifts in the input signal can 
not be analysed through DWT coefficients. The best solu-
tion to overcome this problem an accomplishment of an un-
decimated DWT. But, this solution consequences to a higher 
computational cost followed by very high redundancy in the 
obtained sub bands.

At this instant, DTCWT has come into picture which can 
overcome the DWT problem without any removal of down-
sampler. By finding complex wavelet coefficients which are 
900 out of phase with each other, this problem can be solved 
and here the DTCWT follows the same procedure which 
is inspired from the Fourier transform. Because, the Fou-
rier coefficients obtained are of complex sinusoid form and 

(3)Y(t) =

∞
∑

m=−∞

∞
∑

n=−∞

Cm,nΨm,n(t)

Fig. 1  Four level DWT decomposition of a signal
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they constitute a Hilbert transform Pair. Further the Fourier 
transform has no problem of shift invariance, the Fourier 
coefficients are perfectly shift variant. Considering these 
facts, the DTCWT employs a complex valued wavelet and 
scaling functions and they are defined as follows (Zubair 
et al. 2016);

where �w(t) is a wavelet coefficient obtained from the real 
wavelet coefficient �rw(t) , and imaginary wavelet coefficient, 
�iw(t) . Similarly, the term �s(t) is a scaled coefficient and it 
is obtained from the real scaled coefficient �rs(t) , and imag-
inary scaled coefficient, �is(t) . The DTCWT applies two 
wavelet filters, one extracts the real part and other extracts 
the imaginary part. These two filters combination is called 
as analytical filter. The structure of DTCWT is shown in 
Fig. 2, where the upper DWT is called as real part of Com-
plex wavelet transform and the lower tree of DWT is called 
as imaginary part of complex wavelet transform. The wave-
let filters applied at each tree are different. Let h0(n) and 
g0(n)  be the low pass filters of Tree A and Tree B respec-
tively, they should be designed in such a way that they are 

(4)�w(t) = �rw(t) + j�iw(t)

(5)�s(t) = �rs(t) + j�is(t)

Hilbert Transform pair and this is obtained with the follow-
ing constraint;

Here the DTCWT applies two different set of wavelet 
filters, one set is for first level and another set is for fur-
ther levels. The set of filters used at higher levels are not 
strictly linear in phase and also having a group delay of 
0.25, approximately. The general approximate group delay 
is 0.5 and this is achieved through the time inverse of fil-
ters accomplished at Tree B. Hence the DTCWT employs 
two DWTs and the overall complex valued coefficients are 
obtained after combining the real and imaginary coefficients.

3.3  Convolutional neural networks

Based on the recent studies, CNNs have gained an outstand-
ing performance compared to the conventional classifiers in 
several applications related to visual and signal processing, 
speech recognition, machine vision, and several image pro-
cessing tasks. Generally, the CNNs comprises of a hierar-
chical structure which is constructed by a stacked combina-
tion of Convolutional Layer, Rectified Linear Unit (ReLU), 
Pooling layer and a fully connected output layer. The output 
obtained at the first layer is given as an input to the next 
layer. The final output layer of CNN is a fully connected 
Multilayer Perceptron (MLP) that has the neurons which are 
same as the number of output class labels. Figure 3 shows 
the schematic of CNN architecture.

The details of individual layers of CNN are described 
below;

1. Convolutional layer This layer of CNN consists of con-
volutional kernels of different sizes and they are used to 
extract the features of given input signal. For this layer, 
the input is in the form of (No. of signals) × (No. of 
samples in the signal) × (Every signal’s feature vector).

2. ReLU layer These units are non-linear functions which 
performs threshold process for all the input values such 
that the any input value which was less than zero is set 

(6)g0(n) = h0

(

n −
(

1

2

))

Fig. 2  Three level schematic of DTCWT 
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to be zero. Let’s consider x is the input to the ReLU, 
mathematically the output is formulated as;

3. Pooling layer This layer is generally used to reduce the 
dimensionality of feature set. The dimensionality reduc-
tion is accomplished by taking the maximum or average 
number that the filter convolves around every kernel. 
Based on this, the pooling layer is of maximum pooling 
and average pooling. The max pooling is based on the 
extraction of maximum value from each cluster of neu-
rons. Further, the average pooling is based on the extrac-
tion of average value of each cluster of neurons. This 
work used average pooling to reduce the noise effects.

4. Fully connected This is the final layer of CNN, which 
produces k output neurons, where k is the total number 
of class labels. This layer is in the principle of the con-
ventional Multi-layer Perceptron (MLP) neural network.

4  Proposed system

The complete details of proposed arrhythmia detection sys-
tem are illustrated in this section. The novelty of this sys-
tem is that it is very simple and also effective. The novelty 
is composed in three phases. Initially at the pre-processing 
phase, a simple filter is accomplished to remove the baseline 
wander noise and the segmentation heart beat segmentation 
is done just based on the R-peak amplitude which is very 
simple. Next, in the feature extraction phase, this approach 
considered totally three different set of features by which the 
all varying characteristics of an ECG (with different CAs) is 
analysed. Moreover, the size of excess features obtained at 
features is reduced through PCA and finally CNN is accom-
plished for classification.

(7)f (x) = max(0, x)

Totally, the proposed system is accomplished in two 
stages, namely, training and testing. In every stage, for a 
given input ECG signal, there are three phases and they are;

1. Pre-processing and segmentation
2. Feature extraction and
3. Classification

In the pre-processing phase, the input ECG signal is 
processed for noise removal. Once the noise removed from 
the raw ECG signal, then it is subjected to segmentation to 
obtain heart beats and every heart beat have one R-peak. 
After segmenting, the obtained heart beats are processed for 
feature extraction and then subjected to classification. The 
overall block diagram of proposed system is shown in Fig. 4. 
The following subsections illustrate the details of all phases.

4.1  Pre‑processing and segmentation

In this phase, the raw ECG signal is fed to the pre-processing 
module that involves the removal of baseline, and removal 
of noise etc. To find the baseline, here two consecutive 
median filters 200–600 ms was applied and then the obtained 
baseline is subtracted from the original signal, obtaining a 
baseline corrected ECG signal. Once the baseline free ECG 
signal is obtained then it is subjected to segmentation. In 
the segmentation process, first, the R-peaks are detected and 
then a segment of 280 samples are extracted, 140 samples 
are from right side of R-peak and the remaining 140 samples 
are extracted from the left-side of R-peak. At the starting of 
ECG signal, if the total number of samples left to the first 
R-peak is less than 140, then that heart beat is neglected. 
Similarly, at the ending of ECG signal, if the total number 
of samples right to the last R-peak is less than 139, then 
that heart beat is also neglected. Further, the obtained every 
heartbeat is normalized through Z-score evaluation such 
that the scale of obtained normalized heart beat segments is 

Fig. 4  Block diagram of pro-
posed system
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within the range of zero mean and unity standard deviation. 
The Z-score normalization is accomplished through the fol-
lowing formulation;

where Y is the heart beat segment, � is the mean of segment 
and � is the standard deviation of that segment.

4.2  Feature extraction

In the detection of cardiac arrhythmias through ECG sig-
nal analysis, feature extraction is very important and it is 
a key step in classification system. Generally, the features 
of an ECG signal were extracted through various methods 
like temporal feature extraction methods, frequency feature 
extraction methods and spectral feature extraction methods 
etc. The features must be extracted in such way that they 
have to represent the entire signal information in a compact 
format. Moreover, the performance of a classification system 
also depends on the set of features considered as whole or 
only a partial subset. Every feature extraction method has 
its own advantages and disadvantages. Hence considering 
the robustness, noise resilience, computational efficiency, 
and discriminative capability, this work employed various 
well-known feature extraction methods. Totally, this work 
employs three techniques such as Morphological features, 
temporal features and statistical features.

4.2.1  Morphological features

Morphological features are also termed as shape based fea-
tures and they are extracted through the accomplishment 
of DTCWT over the ECG heart beat signal. The obtained 
detailed and approximation coefficients of the heartbeat help 
in the computation of morphological features. In this work, 
Dabuchies (db1) wavelet function is used and the beat is 
decomposed up to five levels. The feature extraction process 
through the DTCWT is summarized as follows;

1. Perform 1D-DTCWT over the heart beat segment up to 
five scales.

2. Choose the fourth and fifth scale detailed coefficients 
and approximation coefficients as features. The approxi-
mation and detailed coefficients of upper Tree are real 
part and the same ones of lower Tree are imaginary part. 
The absolute values are computed from these real and 
imaginary coefficients.

3. Append the absolute values of approximation and 
detailed coefficients (both fourth and fifth scales) to 
form a complete morphological feature set.

(8)Z =
(Y − �)

�

4. Apply Principal Component Analysis (PCA) to reduce 
the dimensionality of morphological feature set to 
reduce the computational efficiency.

4.2.2  Temporal and statistical features

Under this phase of feature extraction, the proposed system 
focused to compute the temporal and statistical features for 
every heart beat segment. According to some earlier stud-
ies, the basic characteristics of the ECG signal such as QRS 
complex, duration, ST-Interval, PR-Interval, TT-Interval, 
PP-Interval, QT-Interval, the consecutive RR-Interval and 
the average of last ten betas RR-Intervals are considered as 
the temporal features.

Under the statistical features, the features like Sum, Vari-
ance, Mean, Mean Absolute Deviation, Route Mean Square, 
Skewness and Kurtosis are computed. Along with these 
features, two more features namely, AC power and Timing 
Information are also measured for every heartbeat segment. 
Once the features are extracted, then they are subjected to 
Z-score normalization. Let x[n] be the heart beat segment, 
the statistical features are measured as follows;

1. Skewness: it measures the distribution symmetry of a 
signal

2. Kurtosis: it measures the peakedness of given heartbeat 
segment

3. AC power: it measures the total power of the given input 
signal. This power explores the difference between fea-
tures between two different ECGs with two different 
CAs.

4. Timing information: it is computed based on the ratio 
of RR-Interval and if there is any deviation in the rate of 
heartbeat, this metric can identifies it.

where Ti represents the occurrence of time instance at which 
the R-peak occurs in the given heart beat signal.

At the ending of feature extraction process, the obtained 
morphological features, temporal features and statistical 
features are fused into a single feature vector. The fusion 
process here is accomplished through the concatenation. 

(9)Skew(X) =
E
[

(X − �)3
]

�3

(10)Kurt(X) =
E
[

(X − �)4
]

�4

(11)P = E
[

X(n)2
]

(12)IRi =
Ti − Ti−1

Ti+1 − TiRETRACTED A
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Finally, the feature vector is processed for classification 
through CNN classifier.

4.3  Classification

In the classification phase, CNN is accomplished to classify 
the heartbeat. For a CNN classifier, the input is a final fea-
ture vector which has all the features in a concatenated form. 
For example, Let’s consider an ECG signal X and the total 
number of beats segmented are 100, 280 be the total number 
of samples present in each heartbeat. After subjecting every 
beat to the feature extraction, we will get a final feature vec-
tor. Totally three convolutional layers and two pooling layers 
are considered here. In the proposed model, the first convo-
lutional layer ( Conv1 ) used 8 convolutional filters and the 
size of each filter is 1 × 7 . The next two convolutional layers 
such as ( Conv2 ), and ( Conv3 ), used 16, and 32, convolutional 
filters and the size of each convolutional filter is 1 × 5 . A 
Rectifier Linear Unit (ReLu) follows every convolutional 
layer and it is an activation function to increase the non-
linearity. Next, the proposed model uses two max-pooling 
layers. At every max-pooling layer, the stride is considered 
as 1. Finally, a Fully Connected Layer (FCL) with the size 
equal to the total number of CAs is considered and it is 
the final stage of feature extraction. The following Table 2 
shows the details of parameters and their values considered 
at convolutional layers and pooling layers.

Initially, several ECG signals acquired from MIT-BIH 
dataset are trained through the CNN algorithm and then test-
ing is accomplished to test the remaining signals acquired 
from the same dataset. Here the signal used for training and 
testing won’t be same. The classification procedure follows 
the AAMI standard, i.e., total classes considered here for 
classification are five and they are N, S, V, F and Q. For 
every test heartbeat, the CNN classifier produces an output 
label to which it belongs.

5  Simulation experiments

To alleviate the performance of proposed approach, many 
experiments are conducted by considering different ECG 
signals with different arrhythmias. The complete simulation 
is done using MATLAB software. The complete details of 

dataset considered, performance metrics and the compara-
tive analysis are described in the following sections.

5.1  Dataset

In our simulation experiments, the required EC records are 
acquired from the MIT-BIH dataset. According the AAMI 
standards, totally five classes are considered for evaluation. 
The entire 48 ECG records are considered and they are 
divided into two sets namely, Training Set and Testing Set. 
Training Set considered the ECG records numbered with 
101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 
201, 203, 205, 207, 208, 209, 215, 220, 223, and 230; and 
the test set considered the ECG records numbered with 100, 
103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 
214, 219, 221, 222, 228, 231, 232, 233, and 234. Totally 
50,604 heart beats are extracted from both training and test-
ing records. Among these, 44,982 are Normal, 1473 are 
SVEB, 3729 are VEB, 410 are F and the remaining 10 are 
of Q. For every class, 70% heart betas (35,423) are consid-
ered for training and remaining 30% (15,181) are consid-
ered for testing. The summary of both training and testing 
heartbeats considered for simulation are illustrated in the 
following Table 3.

5.2  Performance metrics

To analyse the proposed approach through subjective 
assessment, some performance metrics are measured for 
the obtained results. Firstly, some secondary metrics such 
as True Positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN) are calculated. The second-
ary metrics are measured through the confusion matrix, as 
shown in Table 4. The model of sample confusion matrix is 
shown in Table 2, for a test case of Normal class only. In the 
case of signals testing are related to normal class, the heart-
beats labelled as Normal are counted as TP and remaining 
are counted as FN. Similarly, this is applied for remaining 
classes also. The confusion matrices obtained after testing 
all the heartbeats are represented in Table 5.

Table 5 shows the confusion matrix constructed after 
the simulation of proposed system only through the 

Table 2  CNN structures Layer Filter size Filters

Conv1 7 × 7 8
Pool1 – –
Conv2 5 × 5 16
Conv3 5 × 5 32
Pool2 – –

Table 3  Training and testing set details

Class Training Testing Total

N 31,488 13,494 44,982
S 1031 442 1473
V 2610 1119 3729
F 287 123 410
Q 7 3 10
Total 35,423 15,181 50,604
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morphological features. Under this simulation, for each heart 
beat signal in the training and testing sets, only the morpho-
logical feature is extracted through DTCWT. According to 
the morphological feature extraction process described in 
the Sect. 4.2.1, the ECG heart beat is decomposed through 
DTWCT into five levels and the obtained details coefficients 
at four and fifth levels and approximation coefficients are 
considered as features. These features are fed to CNN clas-
sifier to predict the class label for an input heartbeat.

Next, Table 6 shows the confusion matrix constructed 
after the simulation of proposed system only through the 
morphological features. Under this simulation, for each heart 
beat signal, only the Temporal and Statistical features are 
extracted according to the process described in Sect. 4.2.2. 
After extraction these feature, they are subjected to z-score 
normalization and then concatenated and then fed to CNN 
classifier to predict the class label of input hear beat signal.

Finally, Table 7 shows the confusion matrix constructed 
after the simulation of proposed system through the fusion 
of features. Under this case, for each heart beat signal totally 
three set of features are extracted and they are fused into a 
single feature vector. This feature vector is fed to CNN clas-
sifier to predict the class label for an input heartbeat. From 
the above tables, it can be observed that the obtained TPs are 
more in Table 6 compared to the values in Tables 4 and 5. 
For example, for a Normal class, the proposed fused vector 
system has detected totally 13,292 heart beats as normal for 
a total 13,494 normal test signals, whereas the morphologi-
cal feature assisted system has obtained only 13,089 TPs and 

Table 4  Model of confusion 
matrix

Predicted

N S V F Q

Actual
 N TP FN FN FN FN
 S FP TN FN FN FN
 V FP FN TN FN FN
 F FP FN FN TN FN
 Q FP FN FN FN TN

Table 5  Confusion matrix 
obtained only with only 
morphological features

Predicted

N S V F Q Total

Actual
 N 13,089 110 207 74 12 13,494
 S 42 353 27 15 5 442
 V 108 33 951 17 10 1119
 F 20 7 10 86 0 123
 Q 3 0 0 0 0 3

Table 6  Confusion matrix 
obtained with only temporal and 
statistical features

Predicted

N S V F Q Total

Actual
 N 13,011 108 250 100 22 13,494
 S 33 362 27 10 10 442
 V 114 65 895 40 5 1119
 F 14 10 10 89 0 123
 Q 3 0 0 0 0 3

Table 7  Confusion matrix 
obtained under proposed fused 
features

Predicted

N S V F Q Total

Actual
 N 13,292 40 102 55 5 13,494
 S 35 375 22 10 0 442
 V 85 7 1007 17 3 1119
 F 10 6 10 95 2 123
 Q 2 0 0 0 1 3
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the temporal and statistical assisted system has obtained only 
13,011 TPs. Similarly, the TPs of SVEB class is 375, 353, 
and 362 for Fused Feature vector, morphological and tem-
poral system respectively. The further TPs, TNs, FPS and 
FNs can also be observed from these tables.

Based on these secondary metrics, the performance met-
rics such as Sensitivity (True Positive Rate), Specificity 
(True Negative Rate), Positive Predictive Value (PPV) or 
Precision, False Negative Rate (FNR) or Miss Rate, False 
Discovery Rate (FDR) and Accuracy metrics are measured 
according to (13), (14), (15), (16) and (17) respectively.

After testing the all heart beats specified under testing 
Column in Table 2, the performance metrics are measured 
according to formula described above and they are repre-
sented in the following tables.

Table 8 shows the details of performance metrics meas-
ured after the accomplishment of proposed detection through 
different feature sets. As it can be observed from the values 
represented in Table 7, almost all the performance metrics 
has obtained an optimal value for the proposed fused feature 
vector assisted detection system. Since this system can get 

(13)Sensitivity =
TP

TP + FN

(14)Precision =
TP

TP + FP

(15)False Negative Rate(FNR) =
FN

TN + FN

(16)FalseDiscovery Rate(FDR) =
FP

TP + FP

(17)Accuracy =
TP + TN

TP + FP + TN + FN

more knowledge about the characteristics of an ECG heart-
beat through the analysis multiple features, it can classify more 
effectively which results in a more sensitivity and Precision 
and less FNR and FDR. In the case of Morphological features 
assisted detection system, the system acquires only the knowl-
edge about the shape of heartbeat signal but not about the basis 
characteristics like time intervals and also the relation with 
other beats. Similarly, if we consider only the temporal and 
statistical features, the basic characteristics can be studied fol-
lowed by the relation with other beats, For example, consider 
a feature called mean of two different heart beats. It reveals a 
cumulated behaviour of heart beat and the mean will be differ-
ent for two different heart beats. To get a perfect discrimination 
between two beats in a simple manner, the statistical features 
are effective paradigm which can be extracted in a very simple 
manner and also effective in the provision of a proper discrimi-
nation knowledge. But, the alone temporal and statistical fea-
tures won’t analyse the morphology of a heartbeat. Hence the 
sensitivity and precision are high and FNR and FPR are low 
for the system accomplished through the fused feature vector.

Next, the simulation is accomplished in the presence of 
noise. Under this simulation, the ECG signal is contami-
nated with noise and then subjected to classification system. 
After the simulation the performance metrics are measured 
and they are represented in the following figures.

Figure 5 shows the details of obtained performance met-
rics under the simulation of ECG signal with noise. In the 
case of noise presence, the signal amplitudes will change 
which results in an improper discrimination between dif-
ferent classes. Compared to the noise free signals, the noisy 
signals are less qualitative and hence the system may mis-
classify the signals which results in more FNR and FDR. But 
it is not much more less because of the proposed fusion of 
features. Due to this fusion strategy, the system can acquire 
the perfect discrimination even in the presence of noise and 
classifies effectively.

Table 8  Performance metrics 
obtained through three different 
feature based systems

Metric Feature/class N SVEB VEB F

Sensitivity (%) Proposed fused 98.5123 84.8452 89.9656 77.2415
Morphological 97.0232 79.8654 84.9963 69.2254
Temporal and statistical 96.4212 81.9023 79.9841 72.3651

Precision (%) Proposed fused 99.0210 81.8852 88.2356 53.6741
Morphological 98.7012 71.2445 79.5842 44.7985
Temporal and statistical 98.7645 66.4212 75.7289 37.2415

Miss rate (%) Proposed fused 1.5002 15.1645 10.1341 22.7352
Morphological 2.9852 20.1441 15.4217 30.8021
Temporal and statistical 3.5821 18.1000 20.0200 27.6451

FDR (%) Proposed fused 0.9800 18.1234 11.7485 46.3330
Morphological 1.3021 29.6200 20.4200 55.2140
Temporal and statistical 1.2400 33.5802 24.2819 62.7630
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5.3  Comparative analysis

To show the effectiveness of proposed approach, a simple 
comparative analysis with state-of-art methods is done 
here. Table 9 shows the comparative analysis between the 
proposed and conventional approaches. Since the wave-
let transform is most prominent transform through which 
the morphological characteristics can be studies, most of 
the researchers accomplished DWT and its derivatives for 
feature extraction. For instance, the methods proposed by 
Siva et al. 2018 and Roghayyeh et al. (2017), applied DWT 
as feature extractors. In these methods, the input ECG 
signal is decomposed through DWT into sub bands and 
then the features are processed for classification through 
ANN and LS-SVM respectively and the average accuracy 
obtained through these methods is observed as 94.1400% 
and 95.7500% respectively. However, the DWT is lack 
of shift invariant and hence all the CAs is not recognized 
accurately. Next R. Rajesh Kumar and Dandapat (2017), 
proposed an ECG classification method in which the fea-
tures are extracted through an extended version of DWT, 
called as CWSB and the classification is done through two 

classification algorithms such as Extreme learning machine 
and SVM. On an average, this method has gained an accu-
racy of 96.4000% and an improvement is of 0.75% form 
DWT assisted methods. Further, to improve the accuracy, 
Zhai and Tin (2018), considered two set of features such as 
Morphological features and correlation features and CNN 
is accomplished for classification. This approach has gained 
a great improvement in accuracy and it is approximately 
97.3000%. From this observation, we noticed that compared 
to the single set of features, multiple features have gained 
more accuracy. Next, some methods like Kiranyaz et al. 
(2016) and Zubair et al. (2016), utilized the advantages of 
CNN and applied directly on ECG to extracts patient specific 
features and gained an accuracy of 96.4000% and 92.7000% 
respectively. There is a need of careful design of CNN, 
i.e., total number of filters, filter size and pooling stride to 
achieve an improved accuracy through CNN. Finally, the 
proposed approach gained an accuracy of 98.2500% and 
this is due to the integration of multiple set of features and 
CNN. Since we have considered totally three different set 
of features through which the complete study of an ECG is 
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Fig. 5  Performance metrics measured in the presence of signal with noise a Sensitivity (%), b precision (%), c false negative rate (%) and false 
discovery rate (%)
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possible, we have gained a more accuracy compared to the 
conventional approaches.

6  Conclusion

Cardiac Arrhythmia detection and classification is one of 
the most significant research fields in medical related com-
puter-aided diagnosis. A study of multiple features set based 
deep learning mechanism is proposed in this paper. Under 
the multiple feature set, this paper extracted morphological 
features, statistical features and temporal features for every 
ECG heart beat signal. Further, for classification purpose, 
this work accomplished CNN algorithm which has gained 
a significant results in various applications, Simulation 
experiments are conducted over a standard MIT-BIH cardiac 
arrhythmia database and the performance is measured under 
both noise free and noisy conditions. Totally four classes 
such as Normal, SVEB, VEB, and F are considered for from 
this database and the performance is measured through met-
rics like sensitivity, Precision, False Negative Rate, False 
Discovery Rate and Accuracy. Based on the obtained results, 
we can conclude that the performance of proposed mecha-
nism is more distinguished than that of single feature based 
detection systems. On an average, the proposed approach 
has gained an accuracy of 98.2500% and the average accu-
racy of conventional approaches is 94.5700%. This shows an 
improvement of 3.6785% from the conventional approaches.

In this work, we have focused on the fusion of multiple 
features by which a super vector is constructed. This super 
vector is much effective and also discriminative which helps 
the classifier in the perfect distinguish of CAs. However, the 
super vector is of larger size by which the classifier suffers 
from additional computational burden during the classifica-
tion. Though this method applied PCA for dimensionality 
reduction, during the simulation we have noticed that the 
classification time is very much high and also have more 

information loss. Hence, as a next contribution of future 
scope, this work is decided to focus on the dimensionality 
reduction with less information loss.
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