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Abstract
Automated detection of different affect states for human beings using facial expressions has attracted an increasing level of 
research attention for high accuracy. In general, existing facial expressions databases have been used in automated affect state 
detection to achieve better efficiency. However, minimal real-time experiments data has been used for detecting affect state. 
To efficiently automate the affect recognition process, in this work, we proposed a new classifier framework and acquired 
experimentally real-time dataset for training and testing phase. The participants’ face images are captured and processed 
on the Region of Interest (ROI) to determine the feature points, and hence feature vectors are obtained. The facial feature 
vectors are given as an input to the proposed multiclass classifier, Multi-dimensional Support Vector Machine (MDSVM), 
which efficiently identifies and classifies the different affect state. The MDSVM is designed multi-dimensional, based on 
the two-dimensional valence-arousal emotional model. Thus, two SVMs are used, one in level-1, which classifies the input 
dataset into two classes based on valence, similarly the second SVM in level-2 classifies the input dataset into two categories 
based on arousal. The efficiency is improved by using the 8-cross-validation method. Thus, the methodology proposed in 
this work combines the advantage of reliable dataset acquired experimentally, significant 12 feature vectors obtained from 
facial expressions, prominently active multidimensional SVM, and 8-cross validation method. Experimental results illustrate 
the efficacy of the proposed system for accurately classifying the affect state into four categories, Relax, Sad, Angry, and 
Happy. The average accuracy obtained is 94.25% without k-fold cross-validation and 95.88% with 8-fold cross-validation.

Keywords  Facial expressions · Affect · Multilayered SVM · Binary Tree SVM

1  Introduction

The information transfer among human beings may be verbal 
or non-verbal. Among the different non-verbal communica-
tion methodologies like body language, eye contact, gesture, 
and facial expressions, the facial expression is used on a 
larger scale. The essential expressions on the face are joy, 
happy, fear, and anger. The happiness is expressed with a 

curved lip, a curved eye, and small smile representing the 
relax state.

The sadness is shown on the face with skewed eyebrows, 
and the angry affect state is conveyed with pressed eyebrows, 
slim, and stretched eyelids. Facial Expression Recognition 
(FER) is an exciting field for the computer vision field, and 
it is widely applicable for security, affect state identification, 
lie detection, operator fatigue detection, etc. (Lee and Lee 
2019). There are two methodologies, to determine the facial 
elements, one is centered on appearance, which can distin-
guish effectively but not appropriate for real-time applica-
tions because calculation complication and storage requisite 
is high. The second approach is geometric based, which is 
ideal for real-time applications because it can be traced eas-
ily (Bavkar et al. 2015). The geometric features of face, eyes, 
mouth, nose, and eyebrows are essential in determining the 
facial expressions (Lozano-Monasor et al. 2017).

In this work, the FER is used to develop an automatic 
affect recognition system. Affect recognition is an approach 
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to determine an individual’s emotional state and also to 
design an effective affect system to classify human emo-
tions automatically (Lupien et al. 2007).

This type of system is developed based on the correlation 
between the amount of emotion induced by audio or images 
or video content and response from human beings (Anderson 
and McOwan 2006; Haag et al. 2004). Human affect can be 
determined automatically concerning the changes in mul-
timedia content centered on the norms that human beings’ 
emotional variants bring deviations in the face, speech, iris, 
and also in physiological signals (Zheng et al. 2006; Paul 
et al. 2016).

The automatic affect identification system is developed 
based on modeling the affect state the researchers from the 
psychological department, have classified the affect based on 
the discrete method. Song and Zheng (2018) categorized the 
affect state one-dimensionally into six types as happiness, 
anger, disgust, surprise, sad, and fear. The critical problem 
with discrete methodology is, the additional situational and 
accurate examination should be performed to describe the 
affect state, which is a challenging task (Zhang et al. 2016; 
Zhao et al. 2018). The Two-dimensional methodology is 
used to overcome this problem.

Among the two types of two-dimensional models, Plut-
chik design was based on the emotional wheel model (Wu 
et al. 2010), and Russell model was based on the valence-
arousal model (Philippot et al. 2002). Russell model was 
most generally used because the different types of affect 
states are well defined in this type of model (Wu et al. 2010). 
In this model, the valence establishes the state of mind as 
positive or negative, and the arousal defines the affect state 
as excited or bored. Figure 1 shows the two-dimensional 
model defined for affect sate.

The affect state information can be obtained from speech 
signals or facial expressions, or fMRI (Zheng et al. 2006), 
or thermal infrared imaging (Parrott 2001) and also can be 
obtained from physiological signals (Katsis et al. 2011). 

Different types of features are derived from the affect state 
information.

The elements may be of the frequency domain or time 
domain, or it may be a combined feature of time domain 
and frequency domain (Barry et al. 2007). The time-domain 
features are used to describe the complexity and also the 
activity of the time sequence by Barry (Barry et al. 2009). 
Power Spectral Density (PSD) evaluated by Morris (1995), 
which is a vital parameter in the frequency domain.

The author in his work (Soleymani and Pantic 2013), 
explained the significance of HOC parameters and also 
described the oscillatory features based on the time domain. 
The additional features which are used to describe the affect 
state are Short-Time Fourier Transform (STTFT) (Davidson 
2003) and also Hilbert–Huang transform (Barry et al. 2007).

In the classification process, different machine learning 
methodologies are utilized for determining the affect state, 
which involves the data acquisition of a participant during 
a particular time, which expresses the specific type of affect 
state (Hossin and Sulaiman 2015).

Though there are many methodologies to categorize the 
facial expressions, high efficiency was obtained with the 
kNN (k nearest neighbor) algorithm (Lang et al. 1993; Lang 
et al. 1999) The classification process is efficient when SVM 
(Support Vector Machine) classifier is used (Rainville et al. 
2006).

SVM performs classification better comparing with other 
classifiers as SVM maps the non-linear features into a higher 
magnitude where elements can be divided linearly. The com-
plexity in computation is reduced by using kernel function 
in SVM (Ghimire and Lee 2013).

2 � Materials and methods

2.1 � Subjects

200 Male and female volunteers in the age group of 17–25 
are considered for the experiment. Each participant under-
goes the experiment for the four affect states with a rest of 
10 min in-between each state. Thus dataset acquired for each 
affect state is 200, and therefore, a total of 800 datasets for 
this experimental analysis is considered.

Relax State Happy State Sad State Anger State Total

200 200 200 200 800

2.2 � Experimental setup

The participants for the experiment were explained in detail 
about the procedure to be followed, and they were also Fig. 1   2-Dimensional valence- arousal model
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explained about the questionnaire, which has to be self-
assessed after the completion of the experiment. The par-
ticipants were requested to sign the consent form in which 
all the information are recorded in detail. The ambient light 
condition is retained in the experimental room throughout 
the experimental procedure. They were also maintained the 
same for all the participants of the experiment.

The Sony camera, DCM DFW-VL500, IEEE1394, is 
fixed in front of the participants in a suitable position to 
obtain their facial pictures clearly. After the participants 
having the confidence of a complete understanding of the 
process, the stimuli images were displayed.

After each set of pictures of affect state, the self-assess-
ment ratings are obtained using non-verbal questionnaire 
self-assessment Manikin (SAM). In SAM, the affect states 
are valuated directly by displaying pictures. Thus affect 
states correspond to a sequence of images that changes in 
both valence and strength (Bradley and Lang 1994). Figure 2 
explains the experimental procedure.

3 � Proposed methodology

The framework of the proposed methodology is described 
in this section and represented in Fig. 3. The figure reveals 
three different modules of the proposed work for the identi-
fication of individual affect state. They are the Acquisition 

of facial images through the camera, Extraction of facial 
features, and Classification using MDSVM.

3.1 � Data Acquisition

For experimental facial image acquisition, emotional elicita-
tion is required, which is commonly obtained by displaying 
emotional pictures from the International Affective Picture 
System (IAPS) database because the procedure used is effi-
cient and straightforward (Uhrig et al. 2016; Koelstra et al. 
2011).

The images from IAPS are used to provoke a particular 
affect state is displayed for 10 min, and during the last 5 min, 
the facial expressions were recorded by the camera, which 
is fixed in front of the participant. The intervention between 
different affect states avoided with 10  min rest period 
between the display of various affect state images. After 
completion of the process, the participants were requested 
to complete the SAM (Bradley and Lang 1994) question-
naire honestly.

3.2 � Feature extraction

The participant’s face was detected and resized as 256 × 256 
pixels using the Haar classifier. The main objective of this 
step was to fix the boundary for the face. The Region of 
Interest (ROI) was obtained, and landmark was detected 

Fig. 2   Experimental procedure
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such that the contours could be determined to identify the 
positions of other face parts, eyes, eyebrows, nose, and lips 
for further processing. The eyes were determined using a 
circular Hough transform, and the landmark points were 
defined, and thus four points for the left eye and four points 
for the right eye were identified. The next stage was to set 
the location of the nose by using the Haar classifier, thus 
considering the nose tip as a reference point.

The next step is to determine the eyebrows both left and 
right, which is at the top position of the respective eyes. 
These are identified with a gradient-based Sobel detector, 
which determines the parts efficiently. The lips used as a 
reference, are located at the bottom of the nose and identified 
using a Sobel detector.

The width of the lips was determined. The parameters 
were defined from the landmark reference points considered. 
Left eye upper corner and left eyebrow center distance, right 
eye upper corner and right eyebrow center distance, nose 
centre and lips center distance, left eye lower corner and 
lips left corner distance, right eye lower corner and lips right 
corner distance, thus totally 18 points and from these points 
12 feature vectors are determined. OpenCV tool, Python, 
and dlib have been used for the implementation of facial 
feature extraction.

Figure 3 shows the detection of Lips, Eyes, Eyebrows, 
and Nose feature points. Facial expressions are due to the 
actions of muscles in the face below the skin. Thus, each 
muscle on the face is denoted by a couple of essential 
points, called dynamic point and fixed point. The points 

which non-static during expression are termed as dynamic 
points while the static points are classified as fixed points. 
Examples of static points are the outer corner of the eye, 
nose root, and face edge (Bavkar et al. 2015). Figure 4 
explains the steps in obtaining the features points from the 
face. Figure 5 shows the detection of facial marks.

The above feature points were used to determine the 
following feature vectors:

1.	 Left eye height-fvt1 = P1–P2
2.	 Left eye width- fvt2 = P4–P3
3.	 Right eye height- fvt3 = P5–P6
4.	 Right eye width- fvt4 = P8–P7
5.	 Left eyebrow width- fvt5 = P11–P10
6.	 Right eyebrow width- fvt6 = P14–P13
7.	 Lip width- fvt7 = P17–P16
8.	 Left eye upper corner and left eyebrow center distance

fvt8 = P12–P1

9.	 Right eye upper corner and right eyebrow center dis-
tance

fvt9 = P15–P5

	10.	 Nose center and lips center distance

fvt10 = P9–P18

Fig. 3   affect recognition using 
facial expressions recognition
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	11.	 Left eye lower corner and lips left corner distance

fvt11 = P2 – P16

	12.	 Right eye lower corner and lips right corner distance

fvt12 = P6 – P17

3.3 � SVM classification

The primary objective of the support vector machine is to 
categorize the input feature set into two classes, and it was 
designed by Vapnik (1999), Burges (1998). The input feature 
vector of SVM is estimated into a feature space of higher 
dimensionality.

Fig. 4   Steps in obtaining features points from the face

Fig. 5   ROI—lips, eyes, eyebrows and nose feature points detectedRETRACTED A
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Thus the SVM with input feature vectors defines the deci-
sion boundary, which determines the optimal hyperplane 
that splits the two categories.

This hyperplane is linear, and the distance between the 
two groups is maximized. With ti . as input feature vector and 
yi . As the respective output class, the input training samples 
are 

(

ti, yi
)

 , where i  = 1, 2,…,N. Thus, the primary purpose 
is to find an estimate of y, which is denoted by z in Eq. (1).

The kernel function is defined by Mercer’s theorem and 
is given by the Eq. (2).

Polynomial function, exponential RBF, and Gaussian 
RBF are the different kernel functions used in SVM, among 
which Gaussian RBF kernel, given in Eq. (3), performs effi-
ciently compared to other kernels.

3.4 � Multi‑class classification methods

Ms are designed to classify the input features into two 
classes, and many advanced methodologies have been 
designed to extend the approach to classify the input into 
N-classes (Weston and Watkins 1999). ‘One-Against-All’ 
method is an approach in which the mth SVM, the mth class, 
is categorized as positive, and the residual classes are cat-
egorized as negative.

The important problem in this method is that it involves 
more number of training samples. The drawback is overcome 
by using the ‘One-Against-One’ methodology in which there 
are m(m−1)/2, two-class classifiers. The primary method 
used in this algorithm is that the positive samples are used 
to train the initial classifier, whereas negative samples train 
the other classifier considered.

The different voting algorithms are used to combine the 
classifier outcomes (Friedman 1997). The major shortcom-
ing of this methodology is that the training phase is faster 
compared to the testing phase when the number of catego-
ries is vast. Directed Acyclic Graph SVM (DAGSVM) is 
the upgraded version of ‘One-Against-One’, in which the 
training stage is similar in which the training classifiers are 
m(m-1)/2.

Still, the decision begins from the root, and the final deci-
sion concludes in leaf during the testing phase. Therefore 
in this methodology, the input feature vector is given m-1 
times. Another approach to classifying the input data into 

(1)zi =

mi
∑

j=0

wj�j(t).

(2)K
(

ti, tj
)

= �
T
(

ti
)

�
(

tj
)

(3)Gaussian RBF K(t, z) = exp

(

−
t − z2

2�2

)

m class using SVM is, training the entire nodes of the tree 
by using only two-classes. The similarity between the sam-
ples is determined based on the probabilistic outputs, and 
thus the samples are assigned to the sub-nodes of the former 
class. This step is continued for the remaining nodes.

The major disadvantage of this methodology is the enor-
mous time required for training. In the proposed method, 
the architecture developed for the classification process is 
based on the valence-arousal model. Thus multi-classifica-
tion is performed in a layered manner utilizing fewer classi-
fiers compared to the previous methods; therefore, the time 
required for training is less compared to the earlier methods.

Algorithm 1 The facial expressions are acquired experi-
mentally from the participants.

The face feature is obtained from facial expressions. The 
database is divided into two portions, one is 75% of the data-
set as the training dataset, and the other 25% of the dataset 
is used as a testing dataset.

Training phase

1.	 Let the training dataset be defined as {(ti, yi)}Ni=1
	   where ti . is the 12 feature vectors, yi . is the corre-

sponding output class, i = 1,2, …, N
2.	 The kernel function is defined in Eq. (4), which transfers 

feature vectors from the lower dimension to a higher 
dimension, and Gaussian RBF is used.

ij th element of matrix in �
(

tj
)

.

3.	 The objective function, which determines the suitable 
weight wave, increases the significant feature’s contribu-
tion more to the classification, is maximized. Thus the 
value o is determined using Eq. (5).

With the following constraints

where i = 1,2,…N

4.	 Thus the weight vector is given by Eq. (7)

Testing Phase The feature vectors obtained from the test-
ing dataset are used with the weight vectors derived from the 
training phase. The output class is determined for the testing 
dataset, and hence the classification accuracy is determined.

(4)K
(

ti, tj
)

= �
T
(

ti
)

�
(

tj
)

(5)Q(�) =

N
∑

i=1

�i −
1

2

N
∑

i=1

N
∑

j=1

�i�jyiyjK(ti, tj)

(6)
N
∑

i=1

(

�iyi
)

= 0 0 ≤ �i ≤ c

(7)w =

N
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3.5 � Multi‑Dimensional SVM (MDSVM)

The affect state is classified appropriately with high effi-
ciency using the proposed MDSVM algorithm. In the 
proposed methodology, the architecture is modified with 
SVM in a two-layered structure combined to make suitable 
decisions.

The modified layered architecture is based on the two-
dimensional emotional model considering the x-axis value 
as valence and y-axis value as arousal.

The architecture is characterized such that the first layer 
is capable of distinguishing the valence as positive and 
negative.

Similarly, the second layer is described, such that it dif-
ferentiates between the arousal values as high and low. The 
MDSVM classifies the input feature vector efficiently into 
four class output. The architecture of MDSVM is shown 
in Fig. 6.

Algorithm 2: MDSVM

Negative ValencePositive Valence

VALENCE

AROUSAL

INPUT: 
FACIAL EXPRESSION IMAGE

FEATURES EXTRACTION FROM
FACIAL EXPRESSION IMAGE 

LEVEL1 – SVM1 CLASSIFIER
(Differentiates between Positive valence 

and Negative valence

CLASS C1

: POSITIVE 

CLASS C2 

: NEGATIVE

LEVEL2 – SVM2 CLASSIFIER
(Differentiate between High Arousal and Low 

Arousal)

Is input to 
classifier from 

C1?

OUTPUT 
CLASS C11

HAPPY

OUTPUT 
CLASS C12

RELAX

OUTPUT 
CLASS C21

ANGRY

OUTPUT 
CLASS C22

SAD

Low 
Arousal

High 
ArousalHigh 

Arousal
Low 

Arousal

YES 
:

NO :

Fig. 6   Multi-dimensional SVM (MDSVM)
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1.	 The face images of 200 participants are captured using 
a camera during display of affect provoking images.

2.	 Feature points are extracted from facial expressions, and 
from these feature points, feature vectors are determined.

3.	 This experimentally acquired data is separated into train-
ing and testing datasets. The training dataset considered 
is 75% of the entire database, and the testing dataset is 
25% of the entire database.

4.	 The SVM classifier is described with the Gaussian ker-
nel. The training dataset defined is {(ti, yi)}Ni=1 . Lagrange 
multiplier � is determined to maximize the objective 
function.

5.	 The input feature vector is given as input to Level 1 
SVM (Algorithm 1), which separates the input data into 
two classes C1 and C2 based on the valence as positive 
and negative.

6.	 The output of Level1 is given as input to Level 2 SVM 
(Algorithm 1) to separate each class C1 and C2 into two 
classes based on the arousal as high and low.

7.	 The output four classes defined are {C11, C12, C21, C22} 
which is based on the input of Level 2 {C1, C2}

8.	 Thus from step 5, the estimated type of training dataset 
is determined. Classification efficiency is determined 
using the confusion matrix for the Training dataset.

9.	 Steps from 5 to 9 are repeated for Test dataset, and clas-
sification efficiency is also determined.

The classification efficiency for a different type of multi-
class algorithms is also determined and compared with the 
proposed MDSVM algorithm.

4 � Results and discussion

The performance of the developed multi-class classifier 
MDSVM is statistically evaluated using the confusion 
matrix, represented using rows and columns. Rows repre-
sent expected class from the input, and columns represent 
the actual classes. The variable Ki is used to describe the 
actual type while the variable K̂j(1 ≤ i ≤ c ) represents the 
expected type. The range of values is 1 ≤ i, j ≤ c.

The confusion matrix for a four-class problem is shown 
in Table 1, in which the values along the diagonals are the 
total number of data that are classified appropriately. In con-
trast, the values other than the diagonals are the data which 
are not categorized appropriately. In Table 1, consider, for 
example, Eaa, in which both actual class and estimated class 
are the same, that is ‘class a’. Consider Eba, in which the data 
belongs to ‘class b’, but it was estimated as if it belongs to 
‘class b’.

The Eq. (8) is the formula to calculate the classifica-
tion accuracy with n representing the entire number of the 
dataset.

The classification accuracy is calculated by dividing the 
number of the correctly classified dataset by the total num-
ber of datasets considered.

Among 200 participants, 75% of experimental data, that 
is, 150 participant’s facial expression, are used for training 
and 25% of the experimental dataset; that is, 50 participant’s 
facial expression features are used during the testing phase.

The dataset is divided randomly. The dataset is given as 
input to the Level 1 SVM classifier, and the output of Level 1 
SVM is given as input to the Level 2 SVM classifier. Table 2 
is the coin matrix for the training dataset, which tabulates 
the classification accuracy for affect state of relax, happy, 
sad, and angry.

Thus, considering the training phase, it can be observed 
that feature vector points can easily distinguish between 
relax and happy. Still, the classifier misinterpretation rate is 
high between sad and angry, since there are almost similar 
changes in the eyebrows for both angry and sad. Table 3 is 
the confusion matrix for the testing dataset, which tabulates 
the classification accuracy for different affects states. A simi-
lar tendency can be observed in the training dataset, that is, 
classification efficiency is high for relax and happy, but the 
error is high for sad and angry.

The performance of the proposed multiclass system 
MDSVM is compared with the other multiclass technique. 
These multiclass algorithms were evaluated with the same 
experimental dataset. Table 4 summarizes the comparison 

(8)
Total Classification Accuracy (CA) =

Eaa + Ebb + Ecc + Edd

n
× 100

Table 1   Formulae to calculate confusion matrix for four classes

Estimated Class Efficiency

Ca Cb Cc Cd

Actual class
 Ca E

aa
E
ab

E
ac

. E
ad

. E
aa

E
aa
+E

ab
+E

ac
+E

ad

∗ 100

 Cb E
ba

. E
bb

. E
bc

E
bd

E
bb

E
ba
+E

bb
+E

bc
+E

bd

∗ 100.
 Cc E

ca
. E

cb
. E

cc
E
cd

E
cc

E
ca
+E

cb
+E

cc
+E

cd

∗ 100.
 Cd E

da
. E

db
E
dc

. E
dd

E
dd

E
da
+E

db
+E

dc
+E

dd

∗ 100

Table 2   Confusion matrix for training dataset

Expected class Classification 
efficiency (%)

Relax Happy Angry Sad

Actual class
 Relax 143 6 1 0 95.33
 Happy 5 141 4 0 94.00
 Angry 0 4 140 6 93.33
 Sad 0 2 4 144 96.00
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between the different types of Multiclass classification algo-
rithms. The average classification accuracy of the proposed 
MDSVM is 94%, which is high compared to other multiclass 
algorithms. Figure 7 shows the graphical representation of 
the comparison between different Multiclass classification 
algorithms. 

Classification algorithm The cross-Validation method is 
used to enhance classification accuracy. In this method, the 
database is divided into k sub-groups. Among these k sub-
groups, for testing one group is used, the remaining other 
groups are used for training (Revina and Emmanuel 2018). 

The validation process is iterated k times. In this work, the 
dataset consists of 200 records, which is partitioned into 
eight folds, and each fold consists of 25 records. Eight-fold 
cross-validation methodology is applied. 50 datasets are 
used for testing, the remaining 150 datasets for training, 
and the results are averaged to determine the performance. 
The results show improvement compared to the dataset 
without 8-fold cross-validation. Table 5 shows the confu-
sion matrix for the dataset without 8-fold cross-validation, 
and Table 6 shows the confusion matrix for the dataset with 
8-fold cross-validation.

Figure 8 shows the graphical representation of a compari-
son between classification accuracy without k-fold and with 
the k-fold cross-validation method.

The results show improvement compared to the dataset 
without 8-fold cross-validation (Morris 1995). Table 7 tabu-
lates the comparison between the proposed work and the 
previous work.

5 � Conclusion

The present work focused on attaining a computationally 
efficient automatic FER system with higher accuracy, which 
has several applications like behavior understanding, men-
tal disorders determination, affect recognition, etc. In this 
work, the FER system identifies the affect state based on 

Table 3   Confusion matrix for testing dataset

Expected class Classification 
efficiency (%)

Relax Happy Angry Sad

Actual class
 Relax 48 2 0 0 96
 Happy 1 45 2 2 90
 Angry 1 2 46 1 92
 Sad 0 1 2 47 94

Table 4   Comparison between different types of multiclass classifica-
tion algorithm

Combination technique Classification efficiency (%)

Relax Happy Angry Sad

One-Against-All 87 87 84 82
One-Against-One 88 87 84 84
DAGSVM 90 88 86 86
BTSVM 93 89 90 90
Proposed MDSVM 96 90 92 94

76

78

80

82

84

86

88

90

92

94

96

Relax Happy Angry Sad

One-Against-All One-Against-One DAGSVM

BTSVM Proposed MDSVM

Fig. 7   Graphical representation of comparison between different 
types of multiclass

Table 5   Confusion matrix for dataset without k-fold cross over vali-
dation method

Expected class Classification 
efficiency (%)

Relax Happy Angry Sad

Actual class
 Relax 191 8 1 0 95.50
 Happy 6 186 6 2 93.00
 Angry 1 6 186 7 93.00
 Sad 0 3 6 191 95.50

Average 95.88

Table 6   Confusion matrix for dataset with k-Fold cross over valida-
tion method

Expected class Classification 
efficiency (%)

Relax Happy Angry Sad

Actual class
 Relax 195 5 0 0 97.50
 Happy 3 189 7 1 94.50
 Angry 1 4 189 6 94.50
 Sad 0 3 3 194 97.00

Average 95.88
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the standard two-dimensional valence-arousal model, which 
determines the four Affect state—happy, sad, relax, and 
angry efficiently. The dataset obtained experimentally in 
real-time set-up from 200 participants. Facial expressions 
captured after displaying affect induced images to the par-
ticipants and extracted 12 significant feature vectors from 

facial features. The classification process with the proposed 
MDSVM classifier is useful in classifying the input dataset 
into four affect states with an average accuracy of 94.25% 
without 8-fold cross-validation and 95.88% with 8-fold 
cross-validation. The results prove that the proposed method 
is efficient compared to the other types of Multiclass classi-
fications methods. The main limitation of this methodology 
is that the possibility of the human being to conceal his/her 
real emotions by different external facial expressions, which 
leads to misclassification of affect state. In the future, to 
overcome this limitation, the multimodal signal can be used, 
which is a combined feature of facial features and physi-
ological signals that may offer a more accurate affect state 
classification.

90.00

91.00

92.00

93.00

94.00

95.00

96.00

97.00

98.00

Relax Happy Angry Sad Average

without k-fold cross validation 8-fold cross validation

Fig. 8   Graphical representation of comparison between classification 
accuracy between without k-Fold and with k-fold cross over valida-
tion method

Table 7   Comparison of the proposed work with the previous work

S. no. Reference Elicitation Subjects Emotion Class Signals Features Classifier Efficiency

1 14 IAPS 16 (7 
females, 
9 males)

Sadness, fear, 
happiness, 
anger, disgust, 
surprise

EEG FD, HOC SVM, KNN, 
QDA, MD

85.17

2 30 videos 32 Valence, arousal EEG power SVM, PNN 81.76% for PNN
82.00% for SVM

3 13 IAPS 35 5 level valence
5 level arousal

RSP, ECG, EDR 89 standard 
features, 36 
nonlinear 
methods

QDA 90%

4 16 videos 32 Arousal, valence EEG, EMG, 
EOG, GSR, 
RSP, BVP

Gaussian 
process latent 
variable 
models

SVM 88.33% for 3 level 
valence, 90.56% 
for 3 level 
arousal

5 10 IAPS 1 Arousal, valence EMG, EDA, 
SKT, BVP, 
ECG, RSP

7 Features ANN 89.73%

7 12 IAPS Startled, 
relaxed, neu-
tral, appre-
hensive, very 
apprehensive

BVP, ECG, 
EDR, RSP

ANN, SVM 84

8 Proposed (with-
out k-fold)

IAPS 200 Relax, Happy, 
Angry, Sad

FER Boundary points MDSVM (With-
out k-fold)

94.25

9 Proposed (with 
k-fold)

IAPS 200 Relax, Happy, 
Angry, Sad

FER Boundary points MDSVM (With 
k-fold)

95.88
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