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Abstract
The goal of securing a network is to protect the information flowing through the network and to ensure the security of intel-
lectual as well as sensitive data for the underlying application. To accomplish this goal, security mechanism such as Intrusion 
Detection System (IDS) is used, that analyzes the network traffic and extract useful information for inspection. It identifies 
various patterns and signatures from the data and use them as features for attack detection and classification. Various Machine 
Learning (ML) techniques are used to design IDS for attack detection and classification. All the features captured from the 
network packets do not contribute in detecting or classifying attack. Therefore, the objective of our research work is to study 
the effect of various feature selection techniques on the performance of IDS. Feature selection techniques select relevant 
features and group them into subsets. This paper implements Chi-Square, Information Gain (IG), and Recursive Feature 
Elimination (RFE) feature selection techniques with ML classifiers namely Support Vector Machine, Naïve Bayes, Decision 
Tree Classifier, Random Forest Classifier, k-nearest neighbours, Logistic Regression, and Artificial Neural Networks. The 
methods are experimented on NSL-KDD dataset and comparative analysis of results is presented.

Keywords Intrusion detection · Feature selection · Machine learning · Feature extraction · Classification · NSL-KDD 
dataset

1 Introduction

Information and Communication Technology (ICT) ena-
bled systems or devices such as Internet, wireless networks, 
smart phones, and other communication channels to manage 
data flowing through the network. The information flowing 
through the communication channel of the network might 
contain sensitive data that are subject to various attacks. 
The attacks can be internal or external to the network. The 
attacks are executed by intruders by exploiting system vul-
nerabilities. Advancement in diversity of attacks has resulted 
in unintelligible and undetected data breaches. For instance, 
Yahoo, internet service company, reported two data breaches 
in 2014 and 2016 affecting 500 million user accounts with a 
loss of 350 millions (Larson 2016). The attacks are targeted 

with an aim to steal data by using sophisticated and intel-
ligent algorithms. The number of local and enterprise net-
work are increasing every year and therefore, attacker are 
using advanced algorithms to obstinate the target hardware, 
software, or network topology. The advancement in net-
work attacks raised the need to develop intelligent Intrusion 
Detection System (IDS) that can proactively detect anoma-
lies, attacks, or vulnerabilities in the network or systems and 
thereby, adhere to the security policies of the infrastructure.

An IDS can be categorized based on architecture as Host-
based IDS and Network-based IDS, whereas based on detec-
tion methods it can be categorized as Anomaly-based IDS, 
Signature-based IDS, and Specification-based IDS (Rajput 
and Thakkar 2019). An IDS inspects the network behaviour 
using networking tools such as WireShark, Nmap, and many 
more (Mandal and Jadhav 2016). The networking tools cap-
tures network packets flowing through the devices config-
ured in the network such as routers, switches, gateways, and 
sensors (Mandal and Jadhav 2016). The captured packets 
are analyzed to detect attacks and possible loopholes within 
and outside the network infrastructure. An IDS also exam-
ines system activities and network communication within 
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the network infrastructure to detect attacks and vulnerabili-
ties within the network. The analysis of system activities is 
performed by inspecting various log files, files systems, and 
disk resources of the system. Based on the type of architec-
ture and analysis strategy used, an IDS performs inspection 
of various network elements. For instance,

– A Network-based IDS inspects network packets, contents 
of the network packet, and network traffic flowing in and 
out of the network to detect anomaly.

– A Host-based IDS examines the system activities by 
inspecting various log files that may include sensor logs, 
system logs, software logs, and user data associated with 
local host system to detect system vulnerabilities and 
anomalies.

– Anomaly-based IDS analyzes network behvaiour by 
applying heuristic techniques to detect anomalies. Anom-
aly-based IDS are capable of detecting novel attacks, 
however, such IDS result in high number of false posi-
tive rate (Sahani et al. 2018).

– Signature-based IDS derives and matches the signatures/
patterns of attack with already available signature/pat-
tern database. Signature-based IDS are also referred as 
misuse-based IDS and not capable enough to detect novel 
attack as well as variants of existing attacks (Sahani et al. 
2018).

– Specification-based IDS performs anomaly detection 
based on defined specification and filtering rules for a 
given network environment.

Apart from these IDS detection mechanisms, stateful pro-
tocol analysis can also be performed to detect anomalies 
at various layers of communication model such as network 
layer, transport layer, and application layer. Predefined pro-
tocol rules and specifications are considered for anomaly 
detection. Though ML techniques have been applied to 
enhance the intelligence of IDS, however, there is still a 
scope of study to explore ML techniques with recent pub-
licly available dataset (Sahani et al. 2018).

The most common challenges with existing solutions 
based on ML techniques are as follows.

– Considering the dataset being used and the attack cat-
egories, ML techniques produce high false alarm rate for 
wide range of attacks (Sharafaldin et al. 2018).

– Generalization of IDS model using ML technique can 
not be derived as research studies have used dataset with 
different dimensions or simulated dataset to measure the 
performance of IDS (Sharafaldin et al. 2018).

– Moreover, the dataset used for experimentation are either 
synthesized dataset or realistic dataset with limited net-
work traffic. Therefore, such datasets are deprived of 
realistic scenario of today’s massive network traffic, 

communication speed, and dynamics (Sharafaldin et al. 
2018).

These challenges form a key motive for our research work, 
that focuses on evaluating the efficacy of ML techniques by 
applying feature selection techniques to detect and classify 
attacks using NSL-KDD dataset.

The contribution of the research work is as follows.

– The study presents a comparative analysis of different 
ML techniques in terms of accuracy, precision, recall, 
and f-score for attack classification. The evaluation of 
adopted ML techniques is performed using NSL-KDD 
dataset.

– Our research work aims to incorporate feature engineer-
ing and analyze the performance of ML techniques in 
classifying the network traffic as normal or anomalous.

– Chi-Square, Information Gain (IG), and Recursive Fea-
ture Elimination (RFE) feature selection techniques are 
used for selecting significant features for classifying net-
work traffic.

– Detailed description of the considered dataset is pre-
sented to exhibit the prominence of the dataset and show 
the details regarding the network traffic and attack cat-
egories.

– Our comparative analysis can provide insights to 
researchers to select appropriate techniques for building 
effective and efficient IDS.

1.1  Intrusion detection system

IDS is one of the important security mechanisms that pro-
tects network against attacks and malicious activities. An 
IDS can be deployed in integration with other security 
mechanism such as firewall, access control, to name a few. 
These security mechanisms along with IDS analyze the 
data and secure the network against the anomalies. An IDS 
deployed in the network examines the network activities and 
subsequently gain knowledge about the potential threats and 
vulnerabilities that might cause harm to the system and the 
network environment.

An IDS can be described as the system that monitors net-
work flow for identifying malicious traffic and anomalies. 
It also ensures that the security principles of the resources 
allocated in network environment and the systems are main-
tained (Sahani et al. 2018). Intrusion detection process con-
sists of following steps: monitoring network traffic, collect-
ing data from network packets, processing data for analysis, 
identifying signatures and derving patterns, comparing pat-
terns with the stored signatures and/or patterns, and generat-
ing alarm if any unusual behaviour or pattern is recognized 
(Sahani et al. 2018). The collected data is compared with 
available detection rules for intrusion detection.
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The detection and response mechanism of an IDS is 
shown in Fig. 1 (Denning 1987). The detection models can-
not be instantly constructed from the data available espe-
cially when the main task is to classify the behaviour of 
network activities (Denning 1987). This is because, massive 
amount of network traffic, unequal distribution of data, lack 
of knowledge to recognize new attacks, and lack of stability 
towards constantly changing network flow. Moreover, IDS is 
not capable enough in managing alarms that are generated in 
large numbers (Sahani et al. 2018). This results in increased 
computational time and low detection rate. Therefore, there 
is a need to study security risks of network pertaining to 
IDS. This requires processing the data before building the 
intrusion detection model. The data is processed and refined 
through feature engineering techniques that filters the data 
and may increase the efficiency of the IDS model.

Feature engineering can be described as the task to select 
or extract features from the feature set (Thakkar and Lohiya 
2020b). Feature Selection (FS) is the process of selecting 
the subset of relevant features from the given dataset while 
feature extraction is the process of generating new features 
from already available features. Feature engineering helps 
to remove features that are irrelevant or redundant. This is 
because irrelevant features do not contribute in classifying 
an attack and redundant features have similar characteris-
tics and thus, can be removed. Hence, building IDS with 
FS might represent collected network data in a better way 
(Olusola et al. 2010).

Many supervised and unsupervised learning methods 
have been implemented for building a sophisticated and 
efficient IDS that detects and classifies attacks. It is impor-
tant to note that the processing time of ML techniques is 
increased with the rise in the dimension of data. The com-
plexity of ML techniques can be described based on the 
parameters, model, and accuracy gained by the classifier 
while measuring the performance (Olusola et al. 2010). 
In fact, there is a noticable change in the performance 

of the algorithm designed for IDS when the size of the 
dataset is reduced using the FS methods (Olusola et al. 
2010). Hence, it is important for the FS methods to extract 
important features for learning process for detecting the 
attacks with high accuracy. FS needs to understand the role 
of each feature for detecting a particular type of attack so 
as to identify the similar kind of unknown attacks.

There are certain merits of applying ML-based tech-
niques for detecting attacks compared to conventional IDS.

– It is easy to compromise a conventional IDS that iden-
tifies anomalies based on signature database. Whereas, 
ML-based IDS is developed using techniques that are 
capable of learning traffic behaviour through which even 
a slight change in the attack pattern can be identified.

– ML-based IDS require low to moderate CPU load, as 
these systems do not examine all the signatures of the 
database unlike signature-based IDS (Almseidin et al. 
2017).

– ML-based IDS can extract the complex attributes of the 
network behaviour using which detection accuracy can 
be enhanced.

– An updation in the signature database of an IDS is 
required due to evolution in the type of attacks. Whereas, 
clustering and outlier techniques of ML do not require 
any such update.

In this paper, we have mainly focused on the use of FS 
methods and their effect on the performance of ML-based 
IDS. For performance evaluation of various classifiers, 
NSL-KDD dataset is used. ML techniques are used to 
detect and classify attacks using features of the dataset. 
The experimental model implements FS on the basis of a 
classification criteria defined for the underlying FS algo-
rithm (Li et al. 2017). For instance, information gain based 
FS method selects features based on gain ratio for each 
feature.

Fig. 1  Intrusion detection and 
response system (Denning 
1987)
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The paper has been divided into following sections: 
Sect. 2 discusses the background and related work; Sect. 3 
describes the FS methods and its classification. Section 4 
lists out various classification techniques that have been 
implemented. Section 5 presents the dataset description. 
Sections 6 and 7 describes experimental methodology and 
result analysis, respectively. We conclude our work with 
potential future work directions in Sect. 8.

2  Background and related work

The model of an IDS is designed and explained in (Den-
ning 1987). An IDS is designed to address the problems of 
intrusion occurring internal and external to the network. The 
various application areas where IDS plays a vital role are 
illustrated in Table 1 (Agarwal and Hussain 2018).

The intrusion detection model is comprised of the compo-
nent named knowledge base that is used as basis to perform 
statistical operations on data gathered from sensors planted 
in the environment. The knowledge base is comprised of 
user profile information, configuration details of host and 
target systems, and attack patterns and signatures. However, 
a rule-based approach is also proposed that detects intrusions 
and abnormal behaviour by flagging patterns recognized by 
studying activities of legitimate users (Ektefa et al. 2010). It 
is based on prior information of network and system that is 
considered for applying rule based approach (Smaha 1988). 
The idea of IDS became conventional with the research 
conducted by the MIT Lincoln laboratory to create a data-
set for evaluating performance of IDS in 1998 and 1999 
(McHugh 2000). The dataset recorded many limitations in 
terms of instances and attributes collected that is described 

in Nehinbe (2011) and Thakkar and Lohiya (2020a). Thus, 
these datasets could not demonstrate instances of real net-
work scenarios and contained attack categories with narrow 
scope, this lead to more research in developing new datasets 
with all requirements of assessing a real time attacks and 
situations. Apart from, classifying instances as benign or 
attack, there has been a lot of effort towards executing multi-
class classification on these dataset by considering feature 
relevance (Olusola et al. 2010).

Features in dataset can be either discreet or categorical as 
they are extracted from packet header and packet payload. 
Selecting features from the set implies addressing features 
having high relevance. For instance, in (Kloft et al. 2008) a 
method is proposed to automatically select the features by 
using optimal mixture coefficients for different group of fea-
tures. Here, the proposed method has grouped the features in 
six subsets out of which three sets consists of sequential data 
streams of the HTTP request packet while the other three 
represent the token attribute sequence of the HTTP request 
packet. The tokens are keywords that are associated with the 
HTTP request packet and attributes are byte sequences of 
these keywords that are extracted. The experimental results 
are presented by comparing the accuracy of each subset of 
features individually and with subset of features obtained by 
the proposed method. The proposed method concluded that 
various features obtained from analyzing network traffic can 
be grouped automatically to form feature subsets for evalua-
tion (Kloft et al. 2008).

Principal Component Analysis (PCA) has been used for 
feature reduction with Support Vector Machine (SVM) in 
Heba et al. (2010). Here, the method opted for reducing 
the dimension of the features used to reduce computational 
complexity of the model. The implementation has resulted 

Table 1  Application areas of intrusion detection system (IDS) (Agarwal and Hussain 2018)

Application area Role of IDS

Securing communication protocol IDS analyzes the network traffic generated by various communication protocols such as HTTP and HTTPS
IDS investigates various parameters of web request following through HTTP and HTTPS such as port num-

ber, source address, destination address, to name a few
Scrutinizing web applications IDS investigates the web applications to provide real-time intrusion detection and prevention and data source 

for post intrusion analysis
IDS checks for various parameters such as allowed byte range, regular expressions, and allowed whitelist of 

variables in web request for underlying web applications
Securing user information IDS tracks and monitors user’s session and keeps the record of session details and authorization policies of 

the users
Heterogeneity Different programming languages are used by various web platforms for establishing network communica-

tion between source and destination. However, IDS can be built for general as well as specific to a particu-
lar programming platform for detecting intrusions

Securing system logs IDS analyzes the system logs for identifying the presence of any vulnerabilities in the system as well as pres-
ence of any malicious activities

Identification of attacks With evolution in network traffic, there has been a dynamic change in the nature and type of network attacks. 
IDS aims at handling the continuous change in the web content and the dynamicity of web request for 
identifying malicious content present in the network
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in improved performance of IDS with decrease in computa-
tional time. Whereas, in Nguyen et al. (2010) the Correlation 
based Feature Selection (CFS) method has been optimized 
by representing the CFS method as polynomial based 0–1 
fractional problem. The optimized CFS method has a limita-
tion that it is linear in nature and consists of set of features 
with many constraints and variables. This linear representa-
tion of features is addressed by branch and bound algorithm 
to derive set of features. The proposed method was com-
pared with different variants of CFS namely best first CFS 
and genetic algorithm based CFS method. Decision Tree 
(DT) and BayesNet classification method were used with 
KDD CUP 99 dataset. The result analysis of proposed algo-
rithm outreached both the algorithms in terms of accuracy.

The enhanced SVM decision function is used for FS in 
Zaman and Karray (2009). Here, the features are selected 
based on two criteria: feature weight which is obtained 
through SVM decision function and establishing correla-
tion between features either by forward selection ranking 
or backward elimination ranking. The algorithm was tested 
in terms of classification accuracy, computational time, 
and detection time (Zaman and Karray 2009). In (Zainal 
et al. 2009), filter-based selection methods namely, Chi-
Square, Information Gain (IG), and Relief-F are compared 
for DT classifier with KDD CUP 99 dataset. The experi-
mental results were presented using top 5, 10, 15, and 20 
features from total 41 features of the dataset. The results 
clearly showed the effectiveness of IDS using FS against all 
features. Out of the three FS methods, IG outperformed in 
terms of classification accuracy.

Intrusion detection dataset consists of high dimension 
data that may pose problems of ambiguity, uncertainty, and 
redundancy in collected data instances. These problems are 
addressed in Chou et al. (2008) using symmetric uncertainty 
based FS methods named CFS and fast CFS. These methods 
are combined with Naïve Bayes (NB) and C4.5 for selecting 
features. For detecting attack type three variants of k-NN 
classifier are used: k-NN, fuzzy k-NN and evidence-theoretic 
k-NN. The proposed method called as fuzzy belief k-NN and 
is implemented with FS methods to compare its performance 
with other classifiers. The experimental results showed a 
considerable increase in detection rate in comparison with 
the other classifiers.

Gradual feature removal method is implemented in 
Mousavi et al. (2019). Here, in the proposed approach 16 
features are selected and ensemble of decision trees is used 
to build an efficient IDS to classify the network traffic as 
normal or attack. The experiments are performed using 
KDD CUP 99 dataset. The ensemble of decision trees with 
feature selection achieved improved accuracy and value of 
Matthews Correlation Coefficient (MCC) 0.91 is obtained. 
An empirical study of ML techniques is presented in Meira 
et al. (2019), where IDS is built and evaluated using two 

public datasets namely, NSL-KDD and ISCX. The study 
presented in Meira et al. (2019), aimed at understanding the 
working of ML techniques and how these techniques can 
used to build an efficient IDS model. The results showed 
acceptable performance of ML techniques for intrusion 
detection and classification. Best features for intrusion detec-
tion are selected using random harmony search in Mayurana-
than et al. (2019). The proposed model is built for cloud 
environment to detect DoS attack. Here, in the proposed 
model Restricted Boltzmann Machine (RBM) is used for 
classification and experiments are performed using KDD 
CUP 99 dataset. The results show that the proposed model 
achieves improved performance by incorporating feature 
selection for attack detection. A host-based IDS is proposed 
in Besharati et al. (2019), where Logistic Regression (LR) is 
used as feature selection with combination of ML techniques 
namely, Artificial Neural Network (ANN), DT, and Linear 
Discriminant Analysis (LDA) with bagging technique. The 
experiments are performed using NSL-KDD dataset and 
executed on CloudSim software. The results showed accu-
racy of 97.51% for classifying the network traffic as attack 
or normal.

A new FS method is proposed in Mukherjee and Sharma 
(2012) based on vitality of features by considering the per-
formance metrics such as accuracy, true positive rate, and 
false positive rate. Features are removed one at a time by 
“leave-one-out” strategy using sequential search. The Fea-
ture Vitality based Reduction Method (FVBRM) (Mukher-
jee and Sharma 2012) is used with NB classifier and experi-
mental results are compared with FS methods namely CFS, 
IG, and gain ratio. The result analysis showed increase in 
accuracy but recorded high computational time. The feature 
goodness factor can also be utilized to select features. This 
can be demonstrated using mutual information based FS 
method or linear CFS (Amiri et al. 2011). The experimental 
results showed that the linear CFS selection works better 
when there is a linear relationship between attributes of the 
dataset where as mutual information based method is capa-
ble of building arbitrary relationship between the attributes 
by having maximum relevance and minimum redundancy 
(Amiri et al. 2011). Thus, FS has also been implemented 
using various other methods such as IG, attribute ratio, Chi-
square, and RFE method using various ML classifiers such 
as NB, DT, k-NN, and SVM.

To address the issues of high dimensionality of data and 
feature relevance in IDS we have implemented different FS 
methods such as Chi-square, IG, and RFE for NSL-KDD 
dataset. These FS techniques are implemented with ML clas-
sifiers namely, NB, DT, Random Forest (RF), k-NN, LR, 
SVM, and ANN. The dataset consist of 41 features which 
were reduced using feature relevance capability of the FS 
algorithms and further given to the classifier for attack 
detection and classification.
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3  Feature selection

For detecting intrusions, data is collected from the network 
packets. Therefore, it is a burdensome task, to manually clas-
sify massive amount of network data captured by the sys-
tem. Apart from collecting the network data, analyzing data 
is also a challenging task as data consists of large amount 
of behavioural patterns and features. To secure the network 
against intrusions, real-time intrusion detection is required 
that can be achieved by finding significant features from 
available dataset. The reduced set of features can efficiently 
increase the detection rate of intrusions (Li et al. 2017).

Feature selection can be performed in many ways. For 
instance, filtering data that does not contribute in the detec-
tion process for classifying the attacks, grouping data into 
clusters on the basis of their similarity to identify the hid-
den patterns from the data for classification, and removing 
the irrelevant features from the feature set by applying FS 
algorithms.

Selecting the features is the process of identifying subset 
of features from the available dataset. This is achieved by 
evaluating the features on the basis of some criteria such as 
distance measures, dependency measures, information meas-
ures, and consistency measures (Dash and Liu 1997). Fea-
ture selection minimizes the size of the dataset that is further 
given as an input to the classification algorithm. Selecting 
features enhances the understand-ability and visualization 
of learning algorithm for intrusion detection. In general, FS 
is a process that removes unwanted noise, redundancy, and 
irrelevant features from dataset. This section describes basic 
overview of FS, types of FS methods, and FS process.

3.1  Overview of feature selection

The basic task of FS algorithm is to identify the features 
or group of features on the basis of their relevance from 
the underlying dataset. Pre-processing the data using FS 
algorihm enhances the efficiency of the classifier as well as 
refines the data for better analysis. In fact, the computational 
time for training the model can also be reduced. In study, 
(Olusola et al. 2010; Jović et al. 2015) it has been shown 

that training the classifier with entire feature set demeans 
the performance of the model. Any dataset, consists of three 
types of features, namely, relevant features that reveals the 
maximum information about the data, irrelevant features 
that holds no information that can be used for training the 
model, and redundant features that gives information which 
is already given by the other features in the dataset and 
hence, do not contribute in predicting data patterns. The 
feature set consists of features that can be correlated with 
others features of the target class. These features are called 
as class-correlated features. Hence, eliminating such irrel-
evant, redundant, and class-correlated features enhances the 
accuracy of the IDS model.

3.2  Feature selection techniques

The FS techniques are categorized into three categories 
namely wrapper, filter, and embedded. The wrapper based 
FS method is dependent on the classification algorithm used 
for the classification as shown in Fig. 2. The classification 
algorithm is used as the black box for selecting features from 
the feature set (Kumari and Swarnkar 2011). The subset of 
features are generated using FS techniques and thereafter, 
evaluated based on some criteria or evaluation function 
(Kumari and Swarnkar 2011).

The wrapper based FS can therefore be considered to 
have two parts named as search and evaluation (Balasaras-
wathi et al. 2017). The search process deals with parameter 
initialization that are used for evaluation of features using 
evaluation function. As the wrapper based FS algorithm is 
dependent on the classification algorithm, it interacts with 
the classifier to derive the importance of features for fea-
ture selection. The wrapper based FS method is slower in 
comparison to filter and embedded based FS techniques. It 
consists of forward selection and backward elimination for 
searching the features.

The forward selection strategy initializes an empty set 
of features and iteratively evaluates features one by one. 
For every step, the feature that gets the maximum value 
of the evaluation function compared to the available set 
is included (Balasaraswathi et al. 2017). The search pro-
cess for selecting the features stops once no improvement 

Fig. 2  Wrapper-based feature 
selection
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in the evaluation function is found. While the backward 
elimination method initiate the feature selection pro-
cess with the entire features available in the dataset and 
removes the features one by one in each iteration, if the 
elimination of that particular feature improves the per-
formance. The search process terminates if elimination 
of the feature decreases the evaluation function value. 
(Balasaraswathi et al. 2017).

The filter based FS method eliminates features that 
does not contribute significantly in analysis of the data. 
The schematic of filter-based method is shown in Fig. 3. 
It is not dependant on the classifier for evaluating the 
features (Thakkar and Lohiya 2020b). The features are 
selected based on evaluation criteria described in Dash 
and Liu (1997). This method forms feature sets with a 
higher number of features and even entire feature set is 
selected sometimes Thakkar and Lohiya 2020b). Hence, 
a selection criteria need to be set for choosing subset of 
features.

The embedded feature selection method is hybridiza-
tion of wrapper and filter based selection approaches as 
shown in Fig. 4. It implicitly or explicitly uses FS tech-
nique to improve the performance of the classifier. Some 
of the examples of this method are DT and NB classifier. 
Table 2 lists the advantages and disadvantages of the fil-
ter, wrapper, and embedded FS methods.

3.3  Feature selection process

To select features in FS process, initially entire feature set is 
considered for classification. The features are then selected 
by applying the FS methods. The selected features are used 
along with classification algorithm for evaluation of the 
model. The basic steps in the FS process are given as:

– Generating the subset of features
– Evaluation of the generated feature set
– Termination criterion
– Validating the results obtained for the given subset of 

features

Figure 5 (Kumari and Swarnkar 2011) shows the basic steps 
of FS technique.

3.4  Feature selection techniques used 
for experimentation

The main aim of our study is to demonstrate that select-
ing the right set of features for classification can help in 
enhancing the performance of ML techniques. The advan-
tage of incorporating feature selection is twofold: the feature 
selection techniques can help to mitigate the curse of dimen-
sionality with large datasets and computing importance of 
features can help in data interpretation. The feature selection 
techniques used in our study are Chi-Square, IG, and RFE 

Fig. 3  Filter-based feature 
selection Attribute

Selection and
Evaluation

Feature
Learning 

Classifier Model
Evaluation

Fig. 4  Embedded feature selec-
tion
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Table 2  Feature selection 
methods

Feature selection method Advantages Disadvantages

Filter based Interaction with the classifier It is not dependent on the classifier
Computationally cost effective
Good generalization ability

Wrapper based Interaction with the classifier It is dependent on the classifier used.
Computationally cost effective
It derives the feature dependencies

Embedded Interacts with the classifier algorithm It is costly in terms of computation
It derives the feature dependencies It is dependent on the classifier used
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and are explained in brief in the following sections. We have 
implemented the feature selection techniques by considering 
the functions and parameters defined in scikit-learn library 
(Hackeling 2017).

3.4.1  Chi‑Square feature selection

The Chi-Square feature selection evaluate the independ-
ence of events for a given set of data. In Chi-Square feature 
selection technique, the independence of two events namely 
occurrence of feature and occurrence of class is evaluated. 
The chi-square score for each feature is calculated using 
Eq. 1 (Li et al. 2017).

For feature selection, �2 score of each feature and target is 
calculated and features with optimal �2 scores are selected. 
The intuition behind calculating �2 score is that, if a feature 
has low �2 score, then it is independent of target class which 
implies that it is uninformative for classifying data samples.

3.4.2  Information gain (IG)

Information gain selects features based on the entropy value 
of each feature of the dataset. In IG based feature selec-
tion technique, each feature is considered individually and 
its gain value is measured that reveals the importance of 

(1)�
2 =

(Observed Frequency − Expected Frequency)2

Expected Frequency

feature with respect to the target variable. Features of the 
dataset are ranked based on their information gain value. A 
feature with low information gain value implies that it does 
not have much effect on classification of data. Therefore, 
features with low information gain value can be ignored 
without much affecting the performance of the classifica-
tion model. The information gain value for class C and input 
feature X can be calculated using equation 2 (Li et al. 2017.

Here, H(C) is the entropy of class label C and H(C|X) is the 
probability of class C for a given feature X.

3.4.3  Recursive feature elimination (RFE)

RFE technique is a cross validated feature selection tech-
nique that recursively selects subset of features based on the 
feature ranking. RFE aims at removing the dependency and 
collinearity among features. A recursive feature elimination 
process recursively builds the model by removing the fea-
tures and building model with the remaining features until 
all the features in the dataset are exhausted. The iterative 
process considered by RFE can be given as follows.

– Building the classification model by considering sub 
optimal feature set.

– Computing the feature importance for ranking features 
of the dataset.

– Removing the features with lowest rank based on feature 
importance.

4  Classification techniques

For a given classification problem, the main task is to iden-
tify a class label for each instance of the test dataset to mini-
mize classification error. Classification techniques are used 
to build models that can easily recognize classes precisely 
for a given dataset (Allahyari et al. 2017). Generally, clas-
sification is carried out in two phases namely training phase 
and testing phase. In training phase a classification model 
is built by learning from the training dataset. Thereafter, a 
test dataset is used in the testing phase to measure the per-
formance of the underlying classifier. Thus, a classification 
model is used to assign class labels to the unknown data 
which is given input to the model (Allahyari et al. 2017). 
The ML techniques used for experimentation are DT, RF, 
NB, LR, k-NN, SVM, and ANN. These techniques are 
adopted as they are widely used for developing efficient and 
effective IDS (Biswas 2018; Aljawarneh et al. 2018). Each 
ML technique used for attack classification is described in 
this section along with their advantages and disadvantages.

(2)IG(C,X) = H(C) − H(C|X)

Original feature set

Feature subset generation

Evaluating generated subset
of features

Termination
condition

Validation 

Yes

No

Fig. 5  Steps of feature selection process (Kumari and Swarnkar 2011)
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4.1  Decision tree (DT) classifier

A DT classifier exhibits a structure which resembles to a 
tree with nodes and edges. Each node in the tree represents 
a category of the problem to be classified and each edge 
denotes the decision taken on the basis of data evaluated. 
DT classifier can be regarded as the predictive model of 
machine learning which shows mapping between the fea-
tures of the dataset and its values (Song and Ying 2015). 
Every split in DT denotes possible value to be considered for 
a given category. The nodes of the tree are identified based 
on the entropy calculations of attributes of the dataset. The 
attribute with highest entropy value is regarded as the root 
node. Commonly used DT models are ID3, C4.5, and CART 
(Breiman 2017).

4.1.1  Advantages

Interpretation of DT classifier is simple and can be eas-
ily understood with a brief explanation. Inferences can be 
derived based on the different probability estimation and 
costs (Breiman 2017). Based on these inferences precise out-
puts can be obtained. It can be easily collaborated with other 
classification model for obtaining accurate results. It exhibits 
better performance for the methods already known to the 
model (Song and Ying 2015). For instance, if the model is 
aware about the available intrusion methods and scenarios it 
gives more accurate results in classifying the attacks.

4.1.2  Disadvantages

DT classifier is not adaptive to small changes in the data. A 
small change in data fed to the classifier can result in highly 
unstable decision tree structure (Phutane and Pathan 2015). 
While dealing with similar kind of data they have relatively 
lower accuracy. It is very complex in deriving the nodes if 
data is linked or uncertain. It is not suitable for the problems 
having very less information about the data (Phutane and 
Pathan 2015). Like in IDS, DT cannot be implemented for 
the attacks which are not known apriori.

4.2  Random forest (RF) classifier

RF classifier is mainly regression trees with unpurned classi-
fication (Breiman 2017). They construct a group of decision 
trees by applying bagging technique to select appropriate 
parameter for constructing each of the decision trees. The 
features are selected randomly from the training dataset. For 
detecting different attack types from the intrusion detection 
dataset, the features are randomly selected based on the 
importance of each feature. RF constructs many decision 
trees based on the instances of class and root of random 
forest tree is selected by suitable voting from each class of 

the tree constructed. The error rate of the RF classifier is 
minimized by using bootstrapping. The result optimization 
in RF is directly dependent on the correlation and similar-
ity between the two trees (Breiman 2017). If the correla-
tion is high then the error rate also increases whereas, if 
the strength of the forest is increased then the error rate is 
decreased.

4.2.1  Advantages

RF can be used even with the large datasets having numer-
ous features. It calculates the importance of each feature. It 
does not overfit the data and can even handle unbalanced 
datasets (Breiman 2017).

4.2.2  Disadvanatges

It cannot be interpreted easily. As it generates many trees, 
real-time classification prediction becomes difficult. It is a 
slower model if large number of trees are generated (Brei-
man 2017.

4.3  k‑Nearest neighbour (k‑NN) classifier

k-nearest neighbour is a supervised classification technique 
that classifies the data based on the class of its nearest neigh-
bour. The algorithm computes the classes of data based on 
the value of k (Maillo et al. 2017). It predicts the class of 
data sample based on consistency and distance with the clos-
est neighbour. Distance metrics such as Euclidean distance 
and Manhatten distance are considered for evaluating the 
data points distance with the nearest neighbours (Chomboon 
et al. 2015). All the data points are stored in the memory 
and therefore, this method is often referred to as a memory 
based technique. To enhance the performance of the algo-
rithm weights can be assigned to the training points based on 
their distances from the data points (Chomboon et al. 2015). 
Computational complexity and memory requirements are the 
two major concerns for the classification technique that can 
be handled by reducing the size of the dataset or eliminat-
ing the data points that do not add to the repeated patterns.

4.3.1  Advantages

It is a cost effective algorithm as no cost is required to learn 
the data (Chomboon et al. 2015). It does not assume any-
thing about the properties of the data provided for train-
ing (Chomboon et al. 2015). It can work well even with 
the large datasets by assuming local approximation using 
simple methods.
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4.3.2  Disadvantages

Interpretation of the model is very complex as there is no 
description of the data provided for training. It is an expen-
sive learning method as it is a tedious task to find the k-near-
est neighbour if very large amount of data is available and 
also the data points are stored in the memory for computa-
tion (Chomboon et al. 2015). It might require a very large 
dataset. The performance of the algorithm is completely 
dependent upon the attributes selected for computation and 
hence, it results in curse of dimensionality for the dataset 
considered (Witten et al. 2016).

4.4  Logistic regression (LR) classifier

LR classifies data based on an algebraic approach (Harrell Jr 
2015). The LR model is built based on the probabilities of 
instances of a class. These probabilities are derived using a 
logistic function applied to each class of the dataset. Logistic 
function is derived from linear regression where the prob-
ability of a particular data point in the class is represented 
by a linear function. Logistic regression however uses the 
logistic probability function and therefore, a logistic regres-
sion model can also be represented by a logit function (Har-
rell Jr 2015). It is often referred to as the logit function, 
and classification is called as the log-linear classification 
(Harrell Jr 2015).

4.4.1  Advantages

LR Models are efficient as they do not need any additional 
resources for computation. These models can use features 
without applying scaling or parameter tuning, and therefore, 
they are highly interpretable (Mansournia et al. 2017). It 
is easy to train and works as a good baseline that can be 
utilized to evaluate the performance of complex problem.

4.4.2  Disadvantages

LR does not work well with non-linear problem. It highly 
depends upon how the data is presented. It can work well 
with dataset having categorical features. It is prone to overfit 
the data. Moreover, identifying the important variables is a 
major task (Mansournia et al. 2017).

4.5  Naïve Bayes (NB) classifier

NB classifier is the probabilistic classifiers based on Bayes 
theorem (Puga et al. 2015) wherein the probability of occur-
rence of one event is independent from the other (Fadlil et al. 
2017). The algorithm is based on the fact that the presence 
of any attribute is not dependent on any other attribute of 
the class. The probabilities of all the features of the class 

independently contribute to classify the unknown data into 
defined classes. The algorithm works by applying the Bayes 
theorem to find the posterior probability of the class given 
the probability of predictor variable P(c|x). The posterior 
probability can be calculated from the prior probability of 
the class P(c), prior probability of the predictor variable 
of the class P(x), and the maximum likelihood of predic-
tor given class P(x|c). The class c is independent of all the 
probabilities of other variables present in the class (Witten 
et al. 2016).

4.5.1  Advantages

NB algorithm is highly scalable and quick in classification. 
It can be applied to both binary and multi-class classification 
problems. It also has many variants like GaussianNB, Mul-
tinomialNB, and BernoulliNB (Fadlil et al. 2017). It is very 
simple to implement as it depends on simple counts of class 
conditional independence. It works well with small dataset.

4.5.2  Disadvantages

As NB algorithm depends on assumption that the features 
are independent of each other so it cannot derive any rela-
tionship between the features of the class. With large data-
sets the algorithm implementation becomes more complex 
(Witten et al. 2016).

4.6  Support Vector machine (SVM) classifier

SVM has been applied to variety of applications such as 
text categorization, image processing, attack classification 
to name a few (Suthaharan 2016). It is used for both clas-
sification as well as regression problems. It is a statistical 
learning method that minimizes the risk by defining the sup-
port vectors which best segregates the classes by passing a 
hyperplane through these points. SVM algorithm decreases 
the generalization error by maximizing the margin between 
the hyperplane and the support vectors (Meyer and Wien 
2015). SVM performs better with linearly separable data 
and also handles non-linear data by transforming the data 
using kernel function to high dimensional feature space. 
Such functions are often referred to as kernel tricks. Based 
on this learning, the dataset can be separated into two parts 
as working set and set of free variables. Initially SVM was 
designed to address binary classification problems but it 
can also be used for multi-class classification problem by 
decomposing the multi-class problems into several two class 
problems that can be addressed further by several SVMs 
(Suthaharan 2016).
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4.6.1  Advantages

SVMs does not depend upon the probability of the attributes 
or classes. It directly gives the appropriate classes present 
in the dataset. It can deal with structured as well as unstruc-
tured dataset. The most important part of SVM is the kernel 
function that allows the SVM to deal with the non-separable 
data easily. It exhibits low risk of overfitting of data and can 
handle high dimensional data easily (Dogan et al. 2016).

4.6.2  Disadvantages

The computation time for training the data is very high. 
Understanding the model is difficult if small calibrations 
are made to the model. Applying the right “kernel function” 
is a tedious job. Data analysis of SVM is based on the con-
vex quadratic programming which makes it computationally 
expensive (Dogan et al. 2016).

4.7  Artificial neural network (ANN) classifier

Neural Networks are classification algorithms inspired from 
the understanding and emulating human brain and have been 
applied to diversified applications (van Gerven and Bohte 
2018). They are structured in the form of interconnected 
nodes with an input layer, an output layer and one or more 
hidden layers. The model has various layers where input to 
each node is produced by applying some non-linear function 
on the data. On the basis of this structure neural networks 
have been applied to application for deriving decisions 
from the patterns formed (van Gerven and Bohte 2018). For 
instance, neural networks have been used in an IDS to clas-
sify different attack categories based on the features pro-
vided to the model for training (Da Silva et al. 2017).

The working of ANNs resembles to that of the neurons 
in human brain. Analogous to neurons, ANN establishes the 
connections between its components (Da Silva et al. 2017). 
Every component is built and examined by the system and 
input signals having arbitary weights is assigned to each 
node in the network. Every input signal in one layer pro-
duces an output signal that acts as an input for other nodes 
in the next layer. The architecture of ANN is in the form of 
strongly connected layers where the input layer recieves the 
input and the output layer gives the final output. An ANN 
architecture consists of one or more hidden layers.

ANNs are typically intialized with random weights for 
all the nodes present in the layers. This implies that each 
of the neuron is initialized to address a specific problem for 
which they are configured (van Gerven and Bohte 2018). 
For instance, a back propogation algorithm is trained for 
performing a specific task. While training the neurons in the 
back propogation ANN, the final output obtained is com-
pared with the actual output by analysing the pattern. If the 

final output obtained matches the expected output then the 
weights on the neurons are reinforced whereas, if the output 
do not match with expected output then the error is calcu-
lated between the layers and weights are adjusted to obtain 
the actual output (Da Silva et al. 2017).

4.7.1  Advantages

ANN have the capability of learning and analyzing the 
non-linear and complex connection between the input and 
output nodes. After having studied the connections of the 
input nodes, ANN can generalize and derive the unknown 
connections or patterns between the nodes thus making the 
model more flexible towards the unknown data (van Gerven 
and Bohte 2018). In contradiction with the other state of 
art approaches, ANN does not define any constraints on the 
input variables. ANN also has the capability of dealing with 
heteroskedasticity which means data with high volatility and 
high variance (Russell and Norvig 2016). The ability to learn 
hidden patterns proves to be useful in applications such time 
series forecasting that has high volatility in the data.

4.7.2  Disadvantages

The ANNs requires very long training time to learn the data 
and derive patterns. This is mainly a problem when the train-
ing is being carried out on a CPU in place of a specialized 
GPU machine (van Gerven and Bohte 2018). ANN requires 
a large amount of data to learn if the architecture consists 
of many hidden layers. This is because, every layer in ANN 
consists of nodes with randomized weights and connections. 
To achieve better performance with ANN, the architecture 
of ANN should be fine-tuned. The performance of ANN 
depends on attributes such as number of layers considered, 
number of nodes in each layer, and activation functions 
(Russell and Norvig 2016).

5  Dataset Description

The NSL-KDD dataset (Tavallaee et al. 2009) is developed 
to address the shortcomings of KDD CUP 99 dataset. It is 
the refined version of KDD CUP 99 dataset and is still being 
used as the benchmark dataset by the researchers for com-
parative analysis of intrusion detection techniques. The data 
samples in the training set and test set of NSL-KDD dataset 
are reduced compared to KDD CUP 99 dataset. The reduced 
size of the data set enhances the execution of experiments 
considering the entire set of data samples.

The KDD CUP 99 dataset is developed by considering 
the data captured in DARPA dataset, and therefore, both 
the datasets were condemned because of the presence of 
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synthetic traffic scenarios. The problems scrutinized in KDD 
CUP 99 dataset are listed as follows.

– While developing the dataset the experiments were con-
ducted to synthesize background as well as the attacks 
data. The data collected did not undergo analytical and 
experimental validation to measure the false alarm char-
acteristics of the data (Thakkar and Lohiya 2020a). The 
dataset was also not analogous to the real network sce-
narios (McHugh 2000).

– Tcpdump network tool was used to collect the network 
traffic. This tool under-performs in heavy traffic scenarios 
and is easily overloaded and starts dropping packets in 
heavy traffic load. However, there was no scrutiny con-
sidered for performing the analysis and checking the 
possibility of dropped and lost packets (Tavallaee et al. 
2009).

– The attack categories are not properly defined. For 
instance, Probe is not particularly an attack type unless 
the number of iterations surpass a specific threshold 
value (McHugh 2000).

The NSL-KDD dataset consists of 41 features that are used 
for empirical and statistical analysis of the techniques used 
for intrusion detection. The NSL-KDD dataset has been 
developed by removing the duplicate and redundant records 
from the KDD CUP 99 dataset. We have used 126620 
instances of data samples as training set and 22850 instances 
of data samples as test set. NSL-KDD dataset consists of 41 
feaures. These features are classified into four categories 
such as basic, content, traffic, and host (Thakkar and Lohiya 
2020a). The details regarding NSL-KDD dataset used for 
experimentation is presented in Table 3.

The dataset has five classes that are named as DoS, Probe, 
R2L, U2R, and Normal.

– Denial of Service Attack (DoS): It is an attack performed 
by the intruder by using the memory and keeping the sys-

tem resources busy so that these cannot handle requests 
of the autheticated users.

– Probing Attack: It is a response attack that is purposely 
executed for gathering information about the network 
systems to dodge its security controls.

– Remote to Local Attack (R2L): It is a type of attack by 
which the intruder gains local access of a machine in 
the network and has the capability of sending network 
packets to the other users in the network. It is performed 
by exploiting the vulnerability of the system and gaining 
local access.

– User to Root Attack (U2R): It is a type of exploit that is 
executed by gaining access to a user account. The access 
is gained by performing dictionary attack, social engi-
neering, or sniffing the password (Richhariya et al. 2017). 
The execution of these exploits gives root access to the 
intruder.

The NSL-KDD data set has the following advantages over 
the KDD CUP 99 data set:

– NSL-KDD dataset does not consists of any redundant 
instances in the training set. This ensures non-biased 
classification of the records (Tavallaee et al. 2009).

– The dataset does not contain any duplicate records in the 
test sets. This ensures non-biased detection rates of the 
frequent records by the classifiers (Tavallaee et al. 2009).

– The data samples present at each level group is inversely 
proportional to the percentage of samples present in the 
KDD CUP 99 dataset. This results in variation in the 
classification rates of different algorithms, which implies 
that the evaluation of the different algorithms can be per-
formed efficiently and accurately (Almseidin et al. 2017).

– The number of instances in the training set and the test 
set makes it easy to perform the experiments by con-
sidering the entire dataset without selecting the random 
number of instances (Tavallaee et al. 2009). This can per-
mit to perform comparative analysis of different research 
works.

6  Experimental methodology

The experimental methodology is divided into four steps as 
shown in the Fig. 6.

– Pre-processing Data pre-processing techniques are 
applied for better understanding and visualization of 
attributes of dataset used for experiment. In our study, 
we have used NSL-KDD dataset for performance evalu-
ation of ML techniques. The NSL-KDD dataset con-

Table 3  Dataset Description

Criteria Description

Dataset NSL-KDD
Number of records 1,49,470
Number of records in training set 1,26,620
Number of records in test set 22, 850
Number of attack categories 4 (DoS, Probe, R2L, U2R)
Number of network features 41
Type of network features Basic features, traffic feature, 

host features, and content 
features
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sists of binary, numeric, and categorical features. The 
dataset consists of three categorical features namely 
protocol type, type of service, and flag. These features 
are encoded using one-hot encoding. All the features 
are standardized to have a unit variance using the 
standard scalar technique.

– Feature Engineering After applying pre-processing 
techniques on features of the dataset, feature engineer-
ing is performed. In feature engineering, various fea-
ture selection technique such as IG, Chi-Square, and 
RFE methods are used to select features from the data-
set for classification. Relevant features are selected by 
removing the redundant and irrelevant features from 
the dataset. To execute FS process, ANOVA F-test is 

performed in which every feature is examined sepa-
rately to defined the connection between the feature 
and labels. After analyzing each feature, features with 
highest percentile value are selected.

– Build the model After selecting the features from the 
dataset, seven classifier models are built. The classifier 
considered for experimentation of IDS dataset are DT, 
RF, NB, SVM, LR, k-NN, and ANN.

– Prediction and Evaluation Test dataset is used for 
making predictions for the model built and 10-fold 
cross validation is applied. Performance metrics such 
as accuracy, precision, recall, and f-score are consid-
ered to demonstrate the results, and for comparative 
analysis of the classifiers.

Fig. 6  Flow of experimentation
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6.1  Experimental details and results

In this paper, the training set KDDTain+.TXT and the 
test set KDDTest+.TXT is used that contains 126,620 and 
22,850 instances, respectively. The ML techniques adopted 
for the experimentation along with their parameter settings 
are listed in Table 4. The FS methods applied on the dataset 
are IG, Chi-Square, and RFE. The results of the experiments 
are represented using accuracy, precision, recall, and f-score 
that are evaluated using Eqs. 3–6, respectively.

where, Tp , Tn , Fp , and Fn represents true positive, true nega-
tive, false positive, and false negative, respectively.

The results for all the seven classifiers without using 
FS technique and by applying FS technique is presented in 
Table 5. The accuracy, precision, recall, and f-score value 
is calculated for each of the attack class of the dataset. As 
depicted from the results SVM and ANN perform the best 
among the other classifiers in terms of accuracy, precision, 

(3)Accuracy =
Tp + Tn

Tp + Fp + Fn + Tn

(4)Precision =
Tp

Tp + Fp

(5)Recall =
Tp

Tp + Fn

(6)f − score =
Precision × Recall

Precision + Recall
.

recall, and f-score. To increase the efficiency and effective-
ness for intrusion detection, we have applied FS methods 
to select relevant features from the 41 features available in 
the dataset. Results demonstrate that RFE feature selection 
method performs better compared to other feature selec-
tion techniques and gives high accuracy rate for each of the 
attack classes.

7  Result analysis and discussion

The aim of our study is to incorporate feature engineering to 
enhance the performance of ML techniques for attack clas-
sification. We have used NSL-KDD dataset for evaluating 
the performance of ML techniques. We have implemented 
feature selection using three different feature selection tech-
niques namely Chi-Square, IG, and RFE. These techniques 
use different metrics for the selection of optimal feature sub-
set. For instance, Chi-Square calculates the chi-scores for 
ranking the features, IG ranks the features based on their 
gain value, whereas RFE determines the feature subset by 
performing greedy search and recursively derives the opti-
mal set of features. These feature selection techniques can 
obtain optimal features for each of the target variables (DoS, 
Probe, R2L, U2R) present in the dataset.

After obtaining optimal features sets, ML techniques such 
as DT, RF, NB, k-NN, LR, SVM, and ANN are used to 
built intrusion detection models for attack classification. The 
intrusion detection models are built on the training samples 
using all features of NSL-KDD dataset as well as selected 
features obtained from Chi-Square, IG, and RFE. Further, 
the performance of ML techniques is compared in terms of 

Table 4  Parameter settings for ML Techniques

ML-technique Parameter settings

Decision tree classifier DecisionTreeClassifier(class_weight= None, criterion=‘gini’, min_impurity_decrease=0.0, min_impurit_split=None, 
min_samples_leaf=1, min_samples_split=2, min_weight_fraction_leaf=0.0, presort=False, random_state=0, 
splitter=‘best’)

Random forest classifier RandomForestClassifier(bootstrap= True, class_weight=None, criterion=‘gini’, max_features=‘auto’, min_impu-
rity_split=None, min_samples_leaf=1, min_samples_split=2, n_estimators=10, n_jobs=2, random_state=None, 
verbose=0, warm_start=False)

k-nearest neighbours NearestNeighbors(n_neighbors=5, radius=1.0, algorithm=‘auto’, leaf_size=30, metric=‘minkowski’, p=2, metric_
params=None, n_jobs=None)

Logistic regression LogisticRegression(C=1.0, class_weight=None, dual=False, fit_intercept=True, intercept_scaling=1, max_iter=100, 
multi_class=‘ovr’, n_jobs=1, penalty=‘l2’, random_state=42, solver=‘liblinear’, tol=0.0001,verbose=0, warm_
start=False)

Naïve Bayes GaussianNB(priors=None, var_smoothing=1e-09)
Support vector machine SVC(C=100, cache_size=200, class_weight=None, coef0=0.0, decision_function_shape=‘ovr’, degree=3, 

gamma=0.001,kernel=‘rbf’, max_iter=-1, probability=False, random_state=None, shrinking=True, tol=0.001, 
verbose=False)

Artificial neural network Input layer neurons = 122, Number of hidden layer = 2, dropout probability = 0.2, regularization = l2, activation = 
sigmoid, optimizer = adam, loss = binary_crossentropy, number of neurons in first hidden layer = 366, number of 
neurons in second hidden layer = 60
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accuracy, precision, recall, and f-score. The results obtained 
provide a perception of using the classification algorithms 
along with FS methods to enhance the efficiency and effec-
tiveness of the system. The FS methods implemented selects 
relevant and important features from the feature set in order 
to increase the classification accuracy of the system.

The major goal of the work was to analyze the effect of 
feature selection techniques on detection rate and accuracy 
of the system. The accuracy, precision, recall, and f-score are 
measured for attack classes by considering the entire feature 
set (41 features) and using the feature set obtained by apply-
ing the FS algorithms (Chi-Square, IG, and RFE). Here, in 
our experiments, each of the attack class were evaluated 
individually as they exhibit different characteristics. Rel-
evant features of each of the attack class were obtained and 
accuracy, precision, recall, and f-score for each of the attack 

classes is evaluated. A comparative analysis of various clas-
sifiers is presented which shows that the performance of the 
model is improved if FS methods are incorporated in the 
model.

The idea behind incorporating feature engineering is that 
not all network attributes extracted from the network packet 
are useful in identifying malicious network traffic. This 
implies that dataset might contain redundant and irrelevant 
features that might lead to overfitting of the intrusion detec-
tion model built using ML technique. Therefore, applying 
feature selection helps to reduce the over-fitting as well as 
defines the best search space for classification.

The experimental results show that the combination of 
SVM classifier with RFE yields comparatively better result 
with accuracies for DoS, Probe, R2L, and U2R as 99.6%, 
98.9%, 98.2%, and 99.1%, respectively. This is because 

Table 5  Experimental results

Bold values in the table represent best results for the experiments performed

K=10 Experimental Results

DoS Probe R2L U2R

Acc Pre Recall f-score Acc Pre Recall f-score Acc Pre Recall f-score Acc Pre Recall f-score

DT-all 92.8 96.6 91.2 95.3 95.7 93.1 92.2 93.1 94.2 91.7 91.2 93 92.2 86.4 91.6 88.6
DT-Chi 94.3 95 91.7 93.3 97.9 96.9 96.8 96.8 97.3 96.1 96.3 96.2 99.6 90.8 84.2 86.1
DT-RFE 98.6 99.7 99.5 99.6 99.3 99.1 98.8 99 97.7 97.3 96.4 96.8 99.7 96.6 84.1 86.8
DT-IG 99.6 99.5 99.6 99.5 99.5 99.3 99.2 99.3 97.9 97.2 96.9 97 99.6 86.4 91.6 88.6
RF-all 92.7 96.6 91 95.2 92.1 93.2 90.1 94.2 91.2 93.6 91.5 92.3 92.5 90.7 86.1 88.7
RF-Chi 94.5 94.8 92.4 93.6 98.1 97.3 97.2 97.2 97.6 96.5 96.1 96.5 99.6 91.5 82.6 85.8
RF-RFE 98.7 99.6 99.7 99.6 99 98.6 98.4 98.5 97.4 96.6 96 96.3 99.6 87.7 89.1 88.4
RF-IG 99.1 98.9 99 98.8 99.3 98.9 99 99 97.6 96.9 96 96.4 99.6 96.3 80.4 85.6
KNN-all 84.7 90.1 83.3 89.6 87.1 92.2 89.3 86.03 90.5 92.5 87.1 89.3 84.5 92.1 94.2 88.7
KNN-Chi 96.1 96.6 96.9 96.8 91.6 89.6 90.7 94.8 96.9 92.2 94.6 94.8 97.4 94.8 97.4 98.6
KNN-RFE 95.3 95 97.3 96.1 94.4 94.6 99 96.8 96.6 99 97.5 98.2 99.4 94.6 96.8 96.1
KNN-IG 99.9 99.4 99.2 99.3 99.2 99.5 99.3 98.2 98.6 99.6 99.1 99.9 97.4 94.8 97.4 98.6
LR-all 84.8 98.7 82.1 89.7 85.1 95.1 83.3 90.2 88.3 92.5 86.3 87.4 89.3 91 86.1 88.6
LR-Chi 97.6 96.9 95.2 97.1 94.7 93.6 93.6 94.1 91.7 84.8 94.9 96.2 98.2 92.8 97.2 95.6
LR-RFE 96.8 95.7 99 97.3 89.1 88.8 99.7 94 98.2 99 99.2 99.1 99.1 95.7 96.7 97.1
LR-IG 96.1 94.3 99.3 96.8 94.7 93.6 93.6 94.1 99.9 84.8 94.9 96.2 99.9 97.8 99.2 98.3
NB-all 92.9 97.8 92.3 95.5 93.1 96.3 93.2 92.2 93.4 92.3 91.7 93.4 89.7 88.6 90.1 87.3
NB-Chi 96.1 96.6 96.9 96.8 91.6 90.1 90.6 94.8 96.9 91.9 97.6 94.8 97.4 99.8 97.4 98.6
NB-RFE 95.3 95 97.3 96.1 94.4 94.6 99 96.8 96.6 99 97.5 98.2 84 94.1 84 91.3
NB-IG 96.4 94.6 97.8 95.7 91.6 95.1 95.6 94.8 92.9 98.9 98.6 99.6 99.1 97.9 96.1 98.4
SVM-all 93.5 94.5 89.3 92.2 92.2 93.2 91.2 95.1 94.3 92.2 92.7 93.4 92.2 91.7 93.6 91
SVM-Chi 97.4 96.7 95.3 96.8 97.8 97.1 94.2 95.6 93.8 96.8 93.7 98.6 91.9 97.5 92.9 93.9
SVM-RFE 99.6 95.6 99.7 97.6 98.9 99.1 99.6 99.3 98.2 99 99.2 99.1 99.1 97.2 98.5 97.6
SVM-IG 99.6 99.4 99.2 99.3 99.2 99.5 96.3 98.2 98.6 98.6 99.1 99.9 97.4 94.8 97.4 93.6
ANN-all 91.2 86.97 87.5 86.03 91.1 88.7 90.2 88.2 89.5 92.2 93.7 92.1 86.5 90.7 91.2 90.94
ANN-Chi 97.1 89.8 90.2 92.2 83.5 90.2 93.3 92.2 96.5 87.8 90.2 93.3 99.9 97.5 98.9 97.2
ANN-RFE 98.32 97.7 99.7 97.2 94.4 99.2 99.7 97.5 96.8 99.2 97.2 98.2 99.9 97.2 98.5 91.3
ANN-IG 90.11 93.9 95.5 94.3 93.9 92.9 94.7 93.8 96.8 96.6 96.8 96.3 99.9 98.6 97.8 96.2
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RFE feature selection technique measures the usefulness of 
every attribute of the dataset. It considers accuracy metric to 
derive optimal attributes or set of attributes that contribute 
better in predicting the target variable. Whereas, Chi-Square 
and IG feature selection techniques measure the relevance 
of the attributes by considering collinearity and correlation 
between them. RFE uses cross validation for evaluating the 
feature subsets whereas, Chi-Sqaure and IG use statistical 
techniques for evaluating the feature subsets.

The experimental results of IDS by incorporating FS 
methods on NSL-KDD dataset is presented in Table 5. 
Based on the experiments conducted the results analysis can 
be concluded in the following points:

– FS process enhances the efficiency and effectiveness of 
the system as compared to using the entire feature set for 
attack classification.

– Out of the three FS methods implemented, RFE performs 
comparatively well.

– Out of the seven classifier implemented, SVM performs 
well for all the attack classes in terms of accuracy, preci-
sion, recall, and f-score.

A comparison of various studies on IDS using ML tech-
niques by applying different FS techniques is summarized in 
Table 6. Different performance measure are considered for 
demonstrating the performance of ML techniques. Compar-
ing the FS techniques used, it can be stated that RFE contrib-
utes comparatively better in attack classification.

8  Conclusion

The study in the field of IDS has shown that there two major 
processes that are important in building an effective IDS 
model namely, an efficient classification algorithm and a 
good FS algorithm for attack classification. In this paper, 
three FS algorithms are used namely, Chi-square, IG, and 
RFE methods. Chi-Square and IG are filter based FS meth-
ods while RFE is wrapper based FS method. These meth-
ods are chosen to study which of the three FS algorithms 
performs well with the ML classifiers such as DT, RF, LR, 
k-NN, NB, SVM, and ANN. The experiments are conducted 
on NSL-KDD dataset. The performance of RFE is compara-
tively well for all the attack classes. The performance has 

Table 6  Study on IDS with feature selection using NSL-KDD dataset

Year References Feature selection Classifier Result analysis

2015 Wahba et al. (2015) Correlation-based, IG Adaboost F-measure: 98%, FPR: 0.041
2015 Deshmukh et al. (2015) Fast correlation-based NB, Hidden NB, NBTree - For NB ⋅ Accuracy: 88.20%

⋅ Error rate: 11.80%
- For Hidden NB ⋅ Accuracy: 

93.40%
⋅ Error rate: 6.60%
- For NBTree ⋅ Accuracy: 94.6%
⋅ Error rate: 5.40%

2015 Ingre and Yadav (2015) Correlation-based ANN Accuracy: 81.2%
2016 Kumar and Batth (2016) Correlation-based, IG, Gain 

ratio
NB ⋅ Accuracy with Correlation 

Based: 97.5%
⋅ Accuracy with IG: 97.1%
⋅ Accuracy with Gain ratio: 98.6%

2016 Subba et al. (2016) PCA SVM, DT, NB ⋅ Accuracy of SVM: 99.13%
⋅ Accuracy of DT: 96.85%
⋅ Accuracy of NB: 94.56%

2017 Thaseen and Kumar (2017) Chi-square SVM Accuracy: 98%, FAR: 0.13%
2017 Mkuzangwe and Nelwamondo 

(2017)
IG DT, Adaboost Accuracy: 90%

2017 Bitaab and Hashemi (2017) IG DT, Gaussian mixture model Accuracy: 94.28%
2018 Benaddi et al. (2018) PCA k-NN Accuracy: 94%
2020 Our study IG, Chi-square, RFE DT, RF, NB, LR, k-NN, SVM, 

and ANN
Out of the three feature selection 

technique RFE outperformed 
and in ML techniques SVM 
gave better results for all attack 
categories.

⋅ For DoS: Accuracy 99.6%
⋅ For Probe: Accuracy 98.9%
⋅ For R2L: Accuracy 98.2%
⋅ For U2R: Accuracy 99.1%
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been measured in terms of accuracy, precision, recall, and 
f-score and results are validated using 10-fold cross valida-
tion. Finally, based on the experimental results obtained, it 
can be stated that performance of the IDS model is enhanced 
by applying the FS algorithms. Although the selected FS 
algorithms have given promising results for the attack clas-
sification, the FS model could further be improved by opti-
mizing the search process. In fact, the influence of the unbal-
anced distribution of the data samples on the performance of 
the IDS has to be taken into consideration in future.
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