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Abstract
In social aware network (SAN) paradigm, the fundamental activities concentrate on exploring the behavior and attributes of 
the users. This investigation of user characteristic aids in the design of highly efficient and suitable protocols. In particular, 
the shilling attack introduces a high degree of vulnerability into the recommender systems. The shilling attackers use the 
reviews, user ratings and forged user generated content data for the computation of recommendation rankings. The detection 
of shilling attack in recommender systems is considered to be essential for sustaining their fairness and reliability. In spe-
cific, the collaborative filtering strategies utilized for detecting shilling attackers through efficient user behavior mining are 
considered as the predominant methodologies in the literature. In this paper, a hybrid convolutional neural network (CNN) 
and long-short term memory (LSTM)-based deep learning model (CNN–LSTM) is proposed for detecting shilling attack in 
recommender systems. This deep learning model utilizes the transformed network architecture for exploiting the deep-level 
attributes derived from user rated profiles. It overcomes the limitations of the existing shilling attack detection methods which 
mostly focuses on identifying spam users by designing features artificially in order to enhance their efficiency and robustness. 
It is also potent in elucidating deep-level features for efficiently detecting shilling attacks by accurately elaborating the user 
ratings. The experimental results confirmed the significance of the proposed CNN–LSTM approach by accurately detecting 
most of the obfuscated attacks compared to the state-of-art algorithms used for investigation.

Keywords  Shilling attack · Deep learning model · Recommender systems · User profiles · User ratings · Convolutional 
neural network (CNN) · Long-short term memory (LSTM)

1  Introduction

The social aware network (SAN) has evolved as the modern 
paradigms due to the dramatic developments occurred in the 
area of wireless network and communication technologies 
over the recent decades (Zhang et al. 2013). SAN is one of 
the novel paradigms that exploits the social characteristics 
of network devices with increasing types and numbers of 
wireless mobile equipments (Gunes et al. 2014). SAN is 
potent in comprehensively exploring the social attributes of 

individuals such as human-to-human relationship, human-
to-environment relationship, human-to-community and 
personal information (Zhang and Zhou 2012). The personal 
information in SAN paradigm includes the attributes, behav-
ior and habits and many more related to an individual inter-
acting on the network (Krizhevsky et al. 2017). However, 
the exploration and investigation enforced over the personal 
information of an individual aids in identifying their will-
ingness and preferences (Zhang et al. 2017). The personal 
information and user ratings of recommender systems aids 
in highlighting the social behavior and sociability of human 
beings. However, the shilling attackers introduce vulner-
ability in SAN by exploiting these user data in a malicious 
manner (Wang et al. 2015).

Further, shilling attack is considered as a binary clas-
sification problem, since the user profile based on the clas-
sification result can be categorized into normal and attacker. 
Thus, a number of features are required for detecting attacks 
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and some machine learning methods are essential for dis-
criminating genuine users from attackers. The features such 
as item popularity, timestamps and ratings are the features 
that are extracted based on human engineering from a piece 
of user generated information. These features are considered 
to focus on some significant category of attacks that neces-
sitate a high degree of knowledge costs. It is very complex 
for fully featuring the shilling profiles from a single piece 
of user-generated data that represents a single view due to 
the variability and diversity of strategies imposed by the 
attackers. Furthermore, the shilling attack detection process 
is considered as the imbalanced classification problem as the 
numbers of fake profiles are comparatively rare compared to 
the genuine ones. Hence, shilling attack detection schemes 
always offer inferior performance with different types of 
attacks that constitutes of low attack sizes.

In Burke et al. (2005), collaborative filtering-based detec-
tion of shilling attacks in SAN through the extraction of 
user behavior mining is considered as the important and fre-
quently evaluated topic in the dimension of recommender 
systems. However, the issue of information overhead is con-
stantly increasing with a corresponding rapid increase in the 
online information. The collaborative filtering-based detec-
tion schemes are successful in the process of filtering irrel-
evant information or predicting users’ futuristic profile by 
judging the items based on the behavioral attitudes of users’ 
neighbors, since they are potential in achieving remarkable 
success through item recommendation successfully into the 
computer applications (Deng et al. 2013). However, the col-
laborative filtering-based detection schemes are considered 
to be highly vulnerable to shilling attacks due to the charac-
teristic properties of recommender systems. Shilling attacks 
refers to the process of simply injecting a diversified number 
of automatically generated profiles into the recommender 
system for increasing or decreasing the items rating score 
of the target (Mobasher et al. 2007). The previous research 
contributions propounded in the field of SAN confirmed that 
shilling attacks are responsible for minimizing the potential-
ity of the recommender systems (Ji et al. 2007). Therefore, 
the need for detecting shilling attacks have emerged as a 
momentous issue for facilitating effective and stabilization 
of recommender systems.

In general, the shilling attacks detection approaches 
propounded in the field of the SAN are categorized into 
three classes that include unsupervised, supervised and 
semi-supervised schemes (Patel et al. 2016). The unsuper-
vised schemes contributed for detecting shilling attacks 
are broadly categorized into principal component analy-
sis (PCA) and clustering schemes. The PCA-based detec-
tion approaches are determined to ensure better results in 
terms of identification. On the other hand, clustering-based 
schemes posses a simple and frank principle as they facilitate 
the process of clustering profiles through the enforcement 

of artificially designed features (Karthikeyan et al. 2016). 
However, the PCA-based detection approaches are prone to 
average over popular attack. Further, the clustering-based 
schemes are unstable since some of the legitimate users 
share common similarities to the spam users. Meanwhile, the 
typical examples of supervised approaches include support 
vector machine methods, knn-based classification methods 
and k-nearest neighbor methods. However, the supervised 
and un-supervised shilling attack detection schemes posses 
some shortcomings (Cao 2016). The classical supervised 
detection approaches are vulnerable to obfuscated attacks 
that include mixed attacks which integrated fake or spuri-
ous profiles obtained from multiple shilling attack strategies. 
Semi-supervised approaches are identified to be more stable 
compared to the aforementioned unsupervised and super-
vised detection approaches (Kapoor et al. 2018). However, 
they incur unbearable prolonged time in computation with 
increased complexity compared to the existing unsupervised 
and supervised detection methodologies. Furthermore, the 
majority of the existing techniques detect shilling attackers 
by utilizing artificially designed features. The artificially 
formulated features are least non-linear in characteristics 
with most of the features considered for attack detection 
is formulated for specific categories of attack models. As 
a whole, the classic manually designed features are not 
capable enough in handling the impacts of complicated or 
unknown attacks. Thus, shilling attack detection scheme 
with maximized stability, accessibility and efficiency are 
the urgent requirement in this context. The rapid develop-
ment and attained success visualized and realized through 
the utilization of deep learning theory over the last decades 
in the area of speech recognition, image classification, hash 
tag recommendation and handwritten character classification 
have motivated its utilization in detecting shilling attacks. 
In addition, the research contribution by Zhang and Zhou 
(2015) for detecting shilling attacks through CNN also 
formed the secondary motivation behind the formulation of 
the proposed CNN–LSTM approach.

In specific, the deep neural network is considered to be 
potent enough in superior data modeling, when they han-
dle a large dataset that pertain to attack profile of the shil-
ling attackers that are determined from the recommenda-
tion systems. In specific, deep learning models constitute 
of a category termed feature extractor networks. They are 
responsible for classifying between genuine user profile 
and attacker profile. The primary objective of this deep 
learning model complete focuses on learning high level 
and deep characteristics that are most potentially useful 
for classification or target detection. Feature extractors can 
be implemented based on the computation of convolution 
between the data and specific filters that are followed by 
the operation of down-sampling for retaining only the 
most significant features into account. One of the well 
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known feature extractor networks is CNN that composed 
of alternating layers such as (1) convolution filters con-
nected locally, (2) process of down sampling subsequently 
followed by fully connected layer (Softmax layer) that acts 
as a classifier. CNN is capable in providing the benefits 
of selecting good features from user rating profiles and 
LSTM is renowned for its potentiality in learning sequen-
tial data. CNN and LSTM is also determined to be poten-
tial shilling attack detectors as a standalone approach. 
Thus, an attempt is made for integrating the benefits of 
CNN and LSTM for extracting temporal and spatial data 
that can better improve the accuracy of detecting shilling 
attacks by training and testing the user and attack profiles 
in a predominant manner.

In the computer-vision domain, the most traditional and 
highly used ANN structure is the CNN, which pertains to 
the type of deep feed-forward neural network. This CNN 
with the local connection, convolution, pooling and weight 
sharing is determined to minimize the complexity of the 
network and the number of parameters considered for 
training purpose. CNN can be easily optimized and trained 
based on its inherent unique fault tolerance capability and 
strong robustness. However, CNN has the extreme limita-
tion of identifying an attacker profile that changes over 
the time period based on the two-dimensional kernel. In 
particular, the channel output of CNN only possesses the 
potential features after the calculation of the filter. CNN is 
further estimated to be poor at detecting gradual changes 
in the user profile examined for attack profile determina-
tion. The shilling attack is a persistent attack whose fea-
tures are recognizable only to a specific extent until they 
aggregate for some specific amount of time. Hence, LSTM 
network is integrated with CNN for identifying shilling 
attack. LSTM is the category of RNN with more com-
putationally complex unit. Further, LSTM is capable of 
processing variable-length input and learns highly non-
trivial long distance dependence easily, since it inherited 
forget gate. Thus, CNN–LSTM is suitably integrated for 
identifying the systematic change involved in the attack 
profile learning process.

The main contributions of the proposed CNN–LSTM 
approach are listed as follows:

(1)	 It is the first hybrid convolutional neural network 
(CNN) and long-short term memory (LSTM)-based 
deep learning model contributed for detecting shilling 
attack with maximized accuracy and effectiveness com-
pared to the existing classical detection approaches.

(2)	 It is one of the predominant shilling attack detection 
schemes that utilizes automatically generated deep-
level characteristic features for facilitating adaptive and 
robust environment for handling the majority of attacks 
that even includes an unknown attack strategy.

The remaining sections of this paper are structured as 
follows. Section 2 highlights the detailed literature review 
of some of the potential shilling attack detection approaches 
contributed in the recent years. Section 3 presents the details 
and architecture of the proposed CNN–LSTM model uti-
lized for significant shilling attack detection. Section 4 dem-
onstrates the efficiency and effectiveness of the proposed 
CNN–LSTM model determined based on experiments, 
evaluations and investigations. Section 5 summarizes the 
paper with major contributions and scope of future research.

2 � Related work

In this section, the significant shilling attack detection tech-
niques proposed over the recent years are presented with 
their merits and limitations.

An ensemble-based shilling attack detection scheme 
using multiple dimension concentrated automatic feature 
extraction process was propounded for achieving improved 
efficiency under different attack implementation strategies 
(Hao et al. 2019). This ensemble method at the first level, 
explored the user behaviors based on multiple dimensions 
that include item popularity, user ratings and user–user 
graph. Then, it utilized the merits of stacked auto encoder 
with denoise characteristics for automatically deriving user 
parameters under diversified compromised rates based 
on preprocessed data determined in multiple dimensions. 
Finally, the extracted features are potentially integrated 
based on PCA. The experimental results of this ensemble 
method with Amazon, NetFlix and Movielens datasets con-
firmed its significance in facilitating predominant detec-
tion of diversified shilling attacks. However, the automatic 
feature extraction in this ensemble approach is not capable 
enough to the maximum level of accuracy in the detection 
process. Then, an ordered item sequence-based ensemble 
method (OIS-EM) of detecting shilling attacks was contrib-
uted to determining the deviation between legitimate and 
attack user profiles Zhang and Chen (2015). This OIS-EM 
approach initially built genuine item sequences and ordered 
popular item sequences for constructing genuine and popular 
item rating sequences corresponding to each user profile. It 
utilized six important features for representing the properties 
of attack profiles. It divided the complete set of items into 
an ordered item sequence for integrating them with mutual 
information with the view to extract the remaining four fea-
tures of attack profiles. Finally, it utilized the method of 
bootstrap re-sampling with a simple majority voting method-
ology is used for constructing primitive training sets to build 
a comprehensive ensemble framework. The experimental 
results of the OIS-EM approach confirmed its potentiality in 
enhancing precision with a sustained high recall value. How-
ever, the accuracy in detection facilitated by the OIS-EM 
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approach is comparatively low. A shilling attack detection 
scheme using rating time series and abnormal group user 
estimations was proposed for improving the detection accu-
racy (Zhou et al. 2018). This detection scheme utilized the 
merits of rating prediction strategy for investigating cred-
ibility evaluation in order to determine proximity-oriented 
predictions. It included different strategies to estimate the 
suspicious rating by quantifying target item investigation 
and suspicious time windows. It used the merits of examin-
ing data streams and suspicious rating time segments for the 
purpose of identifying users’ genuineness. The experiments 
conducted through standard datasets confirmed the impact 
of this proposed model.

Trust features and time series analysis (TF-TSA)-based 
shilling attack detection mechanism was proposed for 
enhancing the precision by estimating the rating pattern 
deviation between the genuine and attack profiles (Xu and 
Zhang 2019). This TF-TSA-based detection scheme ignored 
the relationship existing between the users quantified in 
terms of trust. It utilized a reactive rating-based distribu-
tion and forecasting model based on items-oriented time 
series. It included the method of single exponential method 
for detecting suspicious items from the user profiles. It pos-
sessed the potential of segregating suspicious user profiles 
from genuine user profiles based on the integration of trust 
associations and rating patterns. It also derived the bene-
fits of SVM to separate attack profiles from a collection of 
suspicious user profiles. The experiments conducted using 
Epinions and CiaoDVD datasets proved its predominance 
evaluated in terms of precision and recall. A shilling attack 
detection scheme using unsupervised learning was pro-
posed using prior knowledge of user rating characteristics 
for achieving superior precision and recall under mitigation 
process (Cai and Zhang 2019). This unsupervised learning 
approach identified the target items and associated goals 
of the attacks by exploring the difference between rating 
tendencies related to each item. Then, it constructed a sus-
picious user set by investigating the user rating behavioral 
characteristics in the dimension of rating preference and 
interest preference. It estimated the user interest preference 
and its diversity based block entropy and simple entropy 
methodology. It also explored the memory associated with 
user preferences based on the strategy of self-correlation 
analysis. The experiments conducted using Amazon Review 
dataset, Netflix dataset and Movie Lens dataset confirmed 
its predominance in terms of classification accuracy, preci-
sion, recall and F-Score. However, the artificially utilized 
features used in this unsupervised learning approach are the 
main limitation, since it is considered to be least non-linear. 
A statistical method for shilling attack detection was pro-
posed to explore the rating patterns of attack profiles Zhou 
et al. (2015). This statistic-based detection scheme used 
two factors, namely Mean Agreement to Rating Deviation 

(MARD) and Top Neighbors with Similarity Degree (TNS 
Deg) for attaining the objective of investigating rating pat-
terns of attack profiles. The parameter of TNS Deg played an 
anchor role in detecting complicated attack models. In addi-
tion, MARD factor was the key factors for segregating attack 
profiles from genuine user profiles with maximum classifica-
tion accuracy. The experiments of this statistic-based detec-
tion scheme were proved to be superior in F-Measure and 
classification accuracy.

Furthermore, Bayesian Classifier-based Collaborating 
Filtering Scheme (BC-CFS) was contributed for detecting 
shilling attacks in order to measure privacy and robustness 
against attack profiles (Batmaz and Polat 2017). This BC-
CFS scheme extracted quality data for preventing the mali-
cious entities from building fake profiles. It utilized six types 
of attack models during the detection of the shilling attack 
for identifying disguised user item profiles. The empirical 
results of BC-CFS confirmed its predominance, even under 
perturbed binary ratings, thus enhancing the precision and 
F-Measure. A Semi-Supervised Learning Method of Shil-
ling Attack Detection (SEMI-SLM-SAD) was proposed for 
exploiting the merits of different kinds of data utilized by 
the attacks during the process of attack generation (Cao 
et al. 2012). This SEMI-SLM-SAD initially trained a small 
portion of labeled users based on Bayes classifier, which 
is then utilized by the EM-λ unlabeled users for classify-
ing attack profiles from genuine user profiles. The experi-
ments of SEMI-SLM-SAD conducted using MovieLens 
dataset proved its efficiency with respect to unsupervised 
and supervised learning-based detectors. The experiments 
results of SEMI-SLM-SAD also proved its superiority in 
detecting diversified shilling attacks on par with the BC-CFS 
and TF-TSA approaches.

In addition, An Integrated Perception Patterns and Social 
Network Search-based Shilling Attack Detection (IPP-SNS-
SAD) was proposed for improving the rate of classification 
accuracy in genuine profiles and attack profiles in SAN (Zhu 
2018). The perception patterns used in IPP-SNS-SAD com-
pletely focused on the merits of CNN and multi-agents. It is 
considered as the parallel integration approach of CNN and 
multi-agents for acquiring prior knowledge from the user 
profiles in order to identify the existence of attack profiles. 
The multi-agents of IPP-SNS-SAD was mainly responsible 
for integrating the properties of group and individual com-
munity agents towards shilling attack detection. The Percep-
tion Patterns were used in IPP-SNS-SAD for establishing 
refinements in the intention of trust with the cooperation 
of external factors that played a vital role in the categoriza-
tion process. The experiments of this IPP-SNS-SAD scheme 
confirmed a superior enhancement in F-Measure and classi-
fication accuracy. Finally, CNN-based shilling attack detec-
tion scheme (CNN-SADS) was proposed with the merits 
of exploiting deep level features derived from user profiles 
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(Tong et al. 2018). This exploitation of deep level feature 
was achieved using transformed network structure. CNN-
SADS approach preventing the issue of utilizing artificially 
designed features based on the incorporation of potential 
features associated with CNN. The experimental results of 
CNN-SADS confirmed its excellence in precisely detecting 
diversified number of obfuscated attacks compared to the 
contributed IPP-SNS-SAD, Semi-SLM-SAD and BC-CFS 
techniques for applying security in SAN.

A shilling attack detection technique using binary ratings-
based collaborative filtering was proposed for classifying 
six well-known categories of attack models (Batmaz et al. 
2019). It incorporated attributes that are specific to the 
model that is capable in handling fake profiles in the rec-
ommendation system. It inherited as classification-inspired 
methodology which is potent in extracting the maximum 
number of shill profiles that correlate with binary data prior 
to the process of recommendation. This detection scheme 
included four models-specific attributes and six generic 
attributes for detecting attack profiles in an effective manner. 
The empirical results of this binary rating-based collabora-
tive filtering approach was determined to successfully detec-
tion profiles of attackers, even when the size of the attack 
and fillers are relatively low. Then, shilling attack detection 
scheme using slope one algorithm was proposed in recom-
mendation system based on the fusion properties of user 
similarity and trusted data (Jiang et al. 2018). This slope 
one algorithmic approach incorporates three procedures. In 
the first procedure, trusted data is selected, which is then 
used for calculating the user similarity in the second proce-
dure. In the third procedure, similarity with respect to the 
weight factor is included for enhancing the characteristics 
of the improved slope one algorithm in order to determine 
the resultant recommendation equation. The experiments 
of this slope one algorithm were conducted using Amazon 
data set and the results were identified to be more accurate 
than the conventional slope one algorithm. An integrated 
emotion and trust-based collaborative filtering-based recom-
mendation strategy was proposed against the shilling attack 
(Guo et al. 2018). It included a methodology that inherited 
implicit and explicit satisfaction for mitigating the issue of 
sparsity. It also included the process of establishing trust 
associations between the users based on the principle of 
subjective and objective trust. It computed objective trust 
based on the similarity of opinion based on the combina-
tion of preference and rating similarity. It also estimated 
subjective trust based on the determination of familiarity 
visualized among the users through 6° of discrimination. It 
finally established the trust relationship based on the trusted 
number of neighbors determined from the objective user. It 
had a significant approach for excluding the malicious users 
from the list of neighbors by screening them based on the 
degree of emotional consistency determined between the 

users derived from implicit user behavior characteristics. 
The experimental results of this emotion and trust-based 
shilling attack detection scheme were confirmed to enhance 
the degree of recommendation accuracy with respect to data 
sparsity.

An item popularity and item correlation-based shilling 
attack detection scheme was proposed for differentiat-
ing malicious samples collected through the user profiles 
derived from a recommendation system (Chen et al. 2019). 
This shilling attack detection approach was identified to be 
capable of confirming real user profiles that maximizes the 
potentiality of disguise. It was propounded to explore the rat-
ing of item correlation with respect to real user profiles that 
are quite different from the samples that are generated from 
the existing shilling attack methodologies. The experimental 
analysis of this shilling attack detection scheme attained the 
highest ability in attack after the elimination of suspected 
user profiles that determined based on SVM and PCA strat-
egies. Item distribution and rating behavior-based shilling 
attack detection scheme was proposed to minimize the risk 
which occurs during the extraction of diverse features from 
the user profiles (Yang and Cai 2016). It prevented the limi-
tation of enhancing the detection performance that relies on 
limited features, since they cannot completely represent the 
genuine and attack profiles. It included a mapping model 
that determined the association between item distribution 
and rating behavior by exploiting the solution based on the 
usage of least squares. It also incorporated a trained model 
for effective detection of shilling attack based on the employ-
ment of the regression principle. The extensive experiments 
conducted for this detection scheme demonstrated its poten-
tial in detection accuracy.

3 � Hybrid convolutional neural network 
(CNN) and long‑short term memory 
(LSTM)‑based deep learning model

The CNN is considered as the potent neural network that 
utilizes the operation of convolution rather than the classi-
cal matrix multiplication operation in more than one layer 
of the network. It is potentially incorporated for handling 
data that possess similar kinds of grid structures. These 
grid structures are more commonly used in attack detec-
tion, image processing and computer vision. Initially, the 
multidimensional user profile data are directly utilized as 
the low-level input of CNN. Then, the potential features of 
the user profiles are extracted in a layer-by-layer basis based 
on the operation of convolution and pooling. The significant 
features of the user profiles used for shilling attack detec-
tion possess the invariant properties of scaling, rotation and 
translation. The output layer pertaining to the classical CNN 
is fully connected with the hidden layer. This process of 
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feature fusion that considers the complete outputs of the 
convolution layer is considered to be very simple for the 
objective of the proposed model. However, the issues of 
CNN includes depends on the problems associated with 
unnecessary information determined by the kernels, mul-
tiple kernels determining similar information and usage of 
bad kernels. At this juncture, it is potent in extracting deeper 
level of user profile features and enhance the accuracy in 
recognition by improving the number of convolutional lay-
ers, convolutional kernels and pooling layers. However, it is 
obvious in undoubtedly leading to a complex network that 
increasing the computation cost with a high risk exposure 
of over fitting. In this context, LSTM being a time recurrent 
neural network is highly suitable in processing the problem 
of sequence with improved time dependence. In LSTM, 
the input feature tensor is forgotten selectively, input and 
output based on three structures of threshold are utilized. 
It is predominant in the process of filtering, empty input 
fusion, convolutional kernels-based extraction of unnec-
essary information and similar information such that the 
aforementioned significant feature information could be pre-
dominantly stored in the state cell for a prolonged amount 
of time. In this context, the algorithms that hybridize the 
benefits of CNN and LSTM was contributed in the litera-
ture for achieving predominant results in text analysis, voice 
recognition, gesture recognition, machine health condition 
prediction, attacker profile analysis, rainfall prediction, and 
other fields. The input of the LSTM is also considered as 
the batch of data profiles determined in time series. But, the 

problem of shilling attacker detection in user profiles faces 
the challenges in task identification. The user profiles of the 
benchmarked datasets are considered as the original input 
to the CNN–LSTM–DLM. It prevents the issue of sequence 
dependency. Thus, this proposed CNN–LSTM is contrib-
uted as the online monitoring process of the user profiles for 
detecting shilling attacks like random, bandwagon, average 
attack, AoP attack and Love/Hate attack by integrating the 
benefits of CNN and LSTM as mentioned in the architecture 
highlighted in Fig. 1.

This proposed CNN–LSTM is formulated for the rec-
ognition task of detecting shilling attacks by exploring the 
features of the user profiles. This proposed CNN–LSTM is 
capable enough in preventing the reliance of data reconstruc-
tion and feature extraction process by completely relying 
the merits of subjective consciousness and human expertise, 
since the feature extraction potential of CNN is self-learning 
and adaptive in its characteristics. It included multiple con-
volution kernels for the purpose of scanning the complete 
user profile for attaining redundant or spurious features of 
all the complete set of objects considered as candidates. In 
specific, the three-dimensional feature tensor output derived 
from the CNNs’ last layer is elaborated into a single one-
dimensional feature vector in the stage of feature hybridi-
zation. This single one-dimensional feature vector is com-
pletely extracted in the proposed CNN–LSTM through the 
inclusion of convolution kernels, which includes inessential 
information, likelihood information and some blank infor-
mation, etc.,. Further, this feature vector is transformed into 

Fig. 1   The architecture of the proposed CNN–LSTM scheme



1203Hybrid convolutional neural network (CNN) and long-short term memory (LSTM) based deep learning…

1 3

a two-dimensional space which is considered as the input 
to the LSTM. The individual row associated with feature 
matrix is considered as the primitive unit of hybridization. 
In the proposed CNN–LSTM, the feature information row is 
read at each time step and feature matrix is partitioned into 
diversified time steps to the recognition. Hence, the single 
user profile is converted into a sequential data by following 
the aforementioned strategy of implementation. The LSTM 
network plays a vital role in extracting the vital dependencies 
that lie between each individual row of feature matrix. This 
LSTM also plays an anchor role in filtering and integrating 
the features that are extracted from the CNN network. In 
addition, the excellence of the proposed CNN–LSTM net-
work in detecting the shilling attack is depicted in Fig. 2.

In the time interval of the CNN–LSTM network designed 
for identifying shilling attackers over user profiles, the 
LSTM input at any time ‘ t ’ comprises of unit state Ut−1 and 
output Ot−1 determined at time instant ‘ t − 1 ’ with current 
time network input of xt . Hence, it is clear that that the cell 
state and feature tensor could be hybridized and filtered 
through the utilization of three carefully formulated thresh-
old structure. The design of the threshold structure forms 
the string base for extracting potential features from CNN, 
which could be stored in the cell state for a prolonged time 
with the additional merit of forgetting invalid features.

3.1 � Parameter details and model implementation

From the Fig. 1, it is obvious that the proposed CNN–LSTM 
algorithm is mainly partitioned into two phases viz., (1) 

CNN-based feature extraction phase and (2) LSTM-based 
feature fusion phase.

3.2 � CNN‑based feature extraction phase

In the CNN-based feature extraction phase, the process of 
forward propagation of the user profile data is as follows. It 
is considered that the k − 1 layer is an input layer or a pool-
ing layer and k layer is the convolutional layer. The formula 
of computation associated with the k layer is presented in 
Eq. (1):

The term xk
i
 on the left side of the aforementioned equa-

tion depicts the feature vector of the k layer. The right hand 
side of the equation highlights the summation and convolu-
tion operation for all related feature vector xk−1

i
 of the k − 1 

layer and the ith convolutional kernel of the k layer. Further, 
an offset parameter is added and passed on the activation 
function f (∗) . In this context, b is the offset, FM is the fea-
ture map pertaining to the upper layer with ‘ l ’ as the con-
volutional kernel.

Considering that the k layer is the down sampling or pool-
ing layer and k − 1 layer as the convolutional layer, the for-
mula for the k layer is presented in Eq. (2):

where, �DS and down(∗) represent the down sampling coef-
ficient and down sampling function respectively.

(1)xk
i
= f

(

∑

j∈FMi

xk−1
i

× lk
ij
+ bk

j

)

.

(2)xk
i
= f (�DSk

i
down(xk−1

i
) + bk

j
),

Fig. 2   Transformation of feature matrix in the proposed CNN–LSTM SCHEME
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3.3 � LSTM‑based feature fusion phase

In this feature fusion phase, the network utilizes three 
threshold structures for controlling the state of the cells 
in order to preserve the importance of long-term mem-
ory. The significance of long short-term memory is com-
pletely based on two parameters Smt and Lmt that presents 
short-term and long-term memory. The term �(∗) used 
in Eqs. (3), (4) and (7) is the sigmoid function. At this 
juncture, the information is fully remembered when the 
Sigmoid function output is determined to be 1. The infor-
mation is completely forgotten when the Sigmoid function 
output is determined to be 0. The portion of information 
need to be remembered when the Sigmoid function output 
is determined to lie between 0 and 1. Moreover the gate 
actually represents the fully connected layer of the pro-
posed model with its input vector and its real vector output 
that lies between 0 and 1. In addition, LSTM utilizes the 
output vector op(t) of the gate by multiplying it with the 
vector which needs to be controlled. The forgetting gate ft 
is responsible for estimating the amount of historical infor-
mation which could be sustained in the long-term state. 
The input gate ip(t) is used for computing the amount of 
current network input information that could be possibly 
included into the long-term state. In addition, the output 
gate op(t) is used for controlling the amount of aggregated 
information available as the present output. The expres-
sions of the aforementioned control parameters used in the 
LSTM-based feature fusion phase is presented as follows:

where, the symbol ‘ ◦ ’ represents the Hadamard product 
(element-wise product).

The aforementioned formulas pertain to the process of 
forward propagation towards the exploration of user profiles, 
which is considered as the input to the Softmax function. 
The kind of shilling attack is identified in terms of probabil-
ity, once the processing output is derived from the Softmax 
function. In particular, the method of error back propagation 
is adapted by the deep neural network in the training stage of 
the proposed algorithm for updating the offsets and weights 

(3)ft = �(Wop × [ht−1, xt] + bf )

(4)ip(t) = �(Wop × [ht−1, xt] + bin)

(5)Smt = tanh(Win × [ht−1, xt] + bin)

(6)Lmt = ft◦Lmt−1 + ip(t)◦Smt

(7)op(t) = �(Wop × [ht−1, xt] + bop)

(8)ht = op(t)◦ tanh(Lmt),

in an iterative manner until the maximum number of epochs 
is attained.

4 � Experimental results and investigation

The predominance of the proposed CNN–LSTM model is 
tested and compared with the benchmarked CNN–SADS, 
IPP-SNS-SAD and SEMI-SLM-SAD schemes based on 
the publicly available Amazon review dataset, Movielens 
and Netflix dataset. The Amazon review dataset contains 1, 
36, 785 items with 6,45,072 users and 12, 05,125 ratings, 
which is derived based on web crawling through Amazon.
cn till August 20, 2012. However, the sample review dataset 
used comprised of 5050 users with 52,777 ratings derived 
over 17,610 items. The MovieLens 100 k dataset (http://
group​lens.org/datas​ets/movie​lens/) comprises of 943 users 
and 1,00,000 ratings over 1682 movies. The Netflix data-
set (http://www.netfl​ixpri​ze.com/) comprises of 4,80,000 
users and randomly selected 1,00,000,000 ratings derived 
from anonymous users over 17,770 movies. The ratings in 
the Amazon review dataset, Movielens and Netflix dataset 
are integers that lie between 1 and 5, with 1 (dislike) and 5 
(like) highlighting the lowest and highest ratings given by 
the users. The parameters considered for the implementation 
of the proposed CNN–LSTM model is presented in Table 1.

The performance of the proposed CNN–LSTM model 
and the benchmarked CNN–SADS, IPP-SNS-SAD and 
SEMI-SLM-SAD schemes are investigated based on preci-
sion, recall and F-measure based on Eqs. (9), (10) and (11). 
F-Measure is only used, since the length of the CNN and 
LSTM layers used for implementation is known in the prior 
(Tables 2, 3):

Table 1   Parameters used to implement CNN–LSTM model for shil-
ling attack detection

Parameters Considered values

Number of convolutional layers 1/2/3
Number of pooling layers 2
Fully connected layer 2
Number of neurons 250
Learning rate 0.6

Optimizer Adam optimization

Activation function ReLU
Training epochs 30
Size of the LSTM units 100
Number of filters 32
Dropout probability 0.5

http://grouplens.org/datasets/movielens/
http://grouplens.org/datasets/movielens/
http://www.netflixprize.com/
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Furthermore, the significance of the proposed 
CNN–LSTM is determined by comparing it with the state-
of-art mechanisms such as CNN-SADS, IPP-SNS-SAD 
and SEMI-SLM-SAD schemes against different attacks 
which are individually elaborated over the three different 
datasets. Figure 3 demonstrates the performance of the 
proposed CNN–LSTM mechanism in terms of F-Measure 
over the compared CNN-SADS, IPP-SNS-SAD and SEMI-
SLM-SAD schemes against attacks such as Random attack, 
Bandwagon attack, Average attack, AoP attack and Love/
Hate attack with respect to Amazon review dataset. The 
F-Measure of the proposed CNN–LSTM mechanism against 
the attacks is determined to be greater than 99%, compared 
to the benchmarked CNN-SADS, IPP-SNS-SAD and SEMI-
SLM-SAD schemes. This performance clearly portrays that 
the proposed CNN–LSTM mechanism is capable of detect-
ing shilling attack profiles under most of the circumstances 
with bare false against any individual attack mechanism. 
The performance of the CNN-SADS is also determined to 
be significant against all the five kinds of obfuscated attack 
as its F-Measure is also greater than 0.9, but comparatively 
less than the proposed CNN–LSTM mechanism. On the 
other hand, IPP-SNS-SAD and SEMI-SLM-SAD schemes 

(9)Precision =
True_Positive

(True_Positive + False_Positive)

(10)Recall =
True_Positive

(True_Positive + False_Negative)

(11)F −Measure =
2Precision × Recall

(Precision + Recall)

performed not so well as the F-Measure struggled to reach 
35% and 23% which is considered to exhibit an unstable 
outcome.

Figure 4 demonstrates the performance of the proposed 
CNN–LSTM mechanism in terms of F-Measure over the 
compared CNN-SADS, IPP-SNS-SAD and SEMI-SLM-
SAD schemes against attacks such as Random attack, Band-
wagon attack, Average attack, up the attack and Love/Hate 
attack with respect to MovieLens data set. The F-Measure 
of the proposed CNN–LSTM mechanism against the attacks 
with MovieLens data set is determined to be greater than 
99%, compared to the benchmarked CNN-SADS, IPP-SNS-
SAD and SEMI-SLM-SAD schemes. This performance 
clearly portrays that the proposed CNN–LSTM mechanism 
is capable of detecting shilling attack profiles under most 
of the circumstances with bare false against any individual 
attack mechanism. The performance of the CNN-SADS is 
also determined to be significant against all the five kinds 
of obfuscated attack as its F-Measure is also greater than 
0.9, but comparatively less than the proposed CNN–LSTM 
mechanism. On the other hand, IPP-SNS-SAD and SEMI-
SLM-SAD schemes performed not so well as the F-Meas-
ure struggled to reach 41% and 29% which is considered to 
exhibit an unstable outcome.

Figure 5 demonstrates the performance of the proposed 
CNN–LSTM mechanism in terms of F-Measure over the 
compared CNN-SADS, IPP-SNS-SAD and SEMI-SLM-
SAD schemes against attacks such as Random attack, Band-
wagon attack, Average attack, up the attack and Love/Hate 
attack with respect to NetFlix data set. The F-Measure of 
the proposed CNN–LSTM mechanism against the attacks 
with NetFlix data set is determined to be greater than 99%, 
compared to the benchmarked CNN-SADS, IPP-SNS-SAD 
and SEMI-SLM-SAD schemes. This performance clearly 
portrays that the proposed CNN–LSTM mechanism is 
capable of detecting shilling attack profiles under most of 
the circumstances with bare false against any individual 
attack mechanism. The performance of the CNN-SADS is 
also determined to be significant against all the five kinds 
of obfuscated attack as its F-Measure is also greater than 
0.9, but comparatively less than the proposed CNN–LSTM 

Table 2   Features of the dataset utilized for investigating the proposed 
CNN–LSTM

Name of the dataset Items Users Density Rating

Amazon 2341 1104 7.84 120,000
MovieLens 1682 943 6.30 100,000
Netflix 2000 2000 1.09 40,000

Table 3   Different attack 
models considered during the 
implementation of the proposed 
CNN–LSTM

Type of attack Filler item 
ratings

Rating Selected items Rating Target items I
�

Segment 3 2 1 1 2 1
Bandwagon 2 2 1 1 2 1
Average 3 2 1 1 2 1
Random 2 3 2 2 2 2
Mixed 1 2 1 2 1 1
AoP 1 1 1 3 1 1
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mechanism. On the other hand, IPP-SNS-SAD and SEMI-
SLM-SAD schemes performed not so well as the F-Meas-
ure struggled to reach 39% and 28% which is considered to 
exhibit an unstable outcome.

In addition, the superior performance of the proposed 
CNN–LSTM mechanism and the benchmarked CNN-SADS, 
IPP-SNS-SAD and SEMI-SLM-SAD schemes are evaluated 
using classification accuracy, classification time and shilling 
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Fig. 3   Comparison of detectors using F-Measure with Random attack, Bandwagon attack, Average attack, AoP attack and Love/Hate attack with 
Amazon dataset
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attack detection rate are presented in Tables 4, 5 and 6 as 
follows.

The classification accuracy of the proposed CNN–LSTM 
mechanism is determined to be enhanced by an average 

margin of 4.21%, 5.32% and 6.74%, superior to the bench-
marked CNN-SADS, IPP-SNS-SAD and SEMI-SLM-
SAD schemes. The classification time of the proposed 
CNN–LSTM mechanism is determined to be enhanced by 
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an average margin of 6.82%, 7.94% and 8.12%, superior to 
the benchmarked CNN-SADS, IPP-SNS-SAD and SEMI-
SLM-SAD schemes. In addition, the shilling attack detection 
rate of the proposed CNN–LSTM mechanism is determined 
to be enhanced by an average margin of 4.58%, 6.92% and 
8.21%, superior to the benchmarked CNN-SADS, IPP-SNS-
SAD and SEMI-SLM-SAD schemes.

5 � Conclusions

In this paper, CNN–LSTM is contributed as an attempt for 
detecting shilling attack in recommendation systems as it is 
an imperative and impressive problem in the research field 
of SAN paradigm. This proposed CNN–LSTM incorpo-
rated the benefits of the transformed network architecture 
for utilizing the properties of deep-level features extracted 
from user rated profiles. It utilized the hybridization of 
CNN and LTSM-based neural networks for automatic 
extraction of discriminative and representative deep-level 
features. Thus, it prevented the shortcomings of the current 
shilling attack detection approaches that maximally con-
centrated on the process of confirming spam users through 
the inclusion of manually formulated features. The utilized 
transformed network architecture is constructed with sin-
gle convolution, single transformation, single pooling and 

single output layer. Further, the conversion of user rating 
profiles into matrices is achieved through matrix trans-
formation layer which is the essential process to satisfy 
the major requirement of CNN. Furthermore, the pool-
ing layer is utilized in the proposed scheme for reducing 
the representation and attaining secondary level feature 
extraction. The comparative investigation of the proposed 
CNN–LSTM with the benchmarked state-of-art techniques 
evaluated with six different attack methodologies proved 
its predominance under major circumstances. The proposed 
CNN–LSTM scheme is confirmed to facilitate an accuracy 
rate of more than 98% independent of the kind of attack 
strategies considered during shilling attack detection. In the 
near future, it is also planned to devise a Hybrid Convolu-
tional Neural Network and Restricted Boltzmann Machine 
(RBM) based deep learning model for training the deep 
neural network with huge and highly diversifies datasets 
through the inclusion of potent training strategies.
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