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Abstract
Security in embedded systems is considered to be more important and needs to be a diagnosis for every minute. Also with 
the advent of the Internet of Things (IoT), security in the embedded system has reached its new peak of dimension. A Math-
ematically secure algorithm was formulated and runs on the cryptographic chips which are embedded in the systems, but 
secret keys can be at risk and even information can be retrieved by the prominent side-channel attacks. Fixed encryption keys, 
non-intelligent detection of side-channel attacks are some of the real-time challenges in an existing system of encryption. 
Following the limitations of existing systems, this research article focuses on the integration of powerful machine learning 
algorithms by retrieving the secret key information with countermeasures methodology using the chaotic logistic maps 
and includes the following contributions: (a) Preparation of Data Sets from the Power consumption traces captured from 
ARTIX-7 FPGA boards while running the Elliptical Curve Cryptography(ECC) on it (b) Implementation of High Speed 
and High Accurate Single feed-forward learning machines for the detection and classification of side-channel attacks (c) 
Design of Chaotic Countermeasures using 3-Dlogistic maps for attacked bits. The test_bed has been developed using the 
integration of FPGA along with Cortex-A57 architectures for experimentation of the proposed work and various evaluation 
parameters such as Accuracy, F-calls, Precision rates, sensitivity, and correlation co-efficient, entropy were calculated and 
analyzed. Moreover, the parameters of the proposed system which has been analyzed prove to outperform the other existing 
algorithms in terms of performance and detection.

Keywords IoT · Fixed encryption keys · Elliptical curve cryptography (ECC) · Logistic maps · Chaotic countermeasures

1 Introduction

Embedded systems have been characterized by low power 
consumption, increased lifetime, compactness and high 
security. With all these characteristics, security is gaining 
hawk eye importance in embedded systems and has become 
a core requirement in embedded system designs. This leads 
to the design of more complicated cryptographic algorithms 
that runs on the embedded processors to protect the data and 
keys against the attacks. Even though it has been ensured 
that there are no mathematical relations between plaintext, 
ciphertext, and data, side-channel attacks are considered to 

be a major threat to the embedded systems. In the side-chan-
nel attacks, physical characteristics leakages were exploited 
to retrieve the keys and information. Paul Kocher was first to 
introduce the Side-channel attacks in the early 90′s (Kocher 
et al. 1996, 1999; Rivest 1991) which was followed by the 
exploration of many side-channel attacks on the hardware 
implementation of various encryption algorithms such as 
AES, RSA, DES, and even ECC (Genkin et al. 2014; Kadir 
et al. 2011; Standaert et al. 2003) All these algorithms are 
prone to various types of side-channel attacks such as simple 
power analysis (SPA), differential power analysis (DPA), 
electromagnetic analysis attacks (EAA) and timing analysis 
(TA). Several algorithms were proposed by one more than 
researchers, such as Mulder et al. have proposed the statisti-
cal models for retrieving the keys by analyzing the various 
Electromagnetic power attacks. Based on the results, many 
authors have proposed the side-channel attacks methodology 
and many statistical tools have been proposed for the analy-
sis of different side-channel attacks. (Hospodar et al. 2011; 
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Souissiet al. 2010; Gilmore et al. 2015). Recently machine 
learning and neural networks are gaining more and more 
insight among the researchers to perform the efficient side-
channel attacks analysis. This requires huge datasets and 
an efficient classifier to perform the recovery of key from 
the hardware implementation of various encryption algo-
rithms such as AES, RSA, DES and even ECC (Ors et al. 
2003; Longo et al. 2015; Bhasin et al. 2015; Lerman et al. 
2013). The implementation of machine learning algorithms 
for side-channel attacks faces major challenges such as over 
fitting and high dimensional data, which may lead to the 
inaccurate detection of attacks.

Implementation of machine learning algorithms for 
side-channel attacks was detailed in the limited literature 
but incorporating the countermeasures along with the 
Machine learning detection systems seems to be presented 
by only a few researchers (Javed et al. 2020) has presented 
the machine learning algorithm and integrated the counter-
measures with the hamming distance redistribution princi-
ple. The author has used the Sukura FPGA boards and tested 
for AES encryption schemes. Moreover, the strong integra-
tion of machine learning with countermeasures still needs 
its brighter light of research for an efficient implementation.

2  Contribution of the research work

Our contribution is tri-fold. First, the design of new captur-
ing and recording software for storing the raw power traces 
from the ECC integrated FPGA. The whole methodology 
has been formulated for the dataset formations which has 
been used as the input for the proposed machine learning 
algorithms. Also, it is to replace the traditional methods for 
recording the raw traces from the CPU with the automatic 
recording and storing of features with the inclusion of differ-
ent attack methodologies. Secondly, we propose to use the 
single feed forward Extreme Learning machines to replace 
the other traditional machine learning algorithms. Extreme 
Learning machines are considered to be the most powerful 
and can have the highest accuracy of classification. This sec-
tion deals with the preliminary usage of the Extreme learn-
ing machines and mode of using ELM for the classification 
of attacks. Finally, we have integrated the chaotic counter-
measure methodology along with the detection/prediction 
of the attacks. We have introduced lightweight 3D Lorentz 
Logistics maps with the different initial conditions to more 
system more resistant against the side-channel attacks.

The remaining of the paper is arranged as follows, Sect. 2 
explain the related works by more than one author. Sect. 3 
discusses the proposed methodology, ECC on ARTIX-7 
FPGA, Extreme Learning Machines (ELM) for classifica-
tion of attacks and 3D logistic maps for countermeasures. 
Experimental setup, results, performance evaluations were 

presented in Sect. 4 while Sect. 5 concludes the paper along 
with the future improvisation.

3  Related works

Zhao and Edward Suh (2018) developed a software-based 
power monitor to analyze the power consumption on side 
channels. The proposed model includes three stages initially 
on-chip power monitor using ring oscillators (ROs) have 
been developed. In the second stage, the power side-channel 
introduced in FPGA and experimentally observed the effects 
on FPGA-FPGA and FPGA-CPU. Using the proposed 
model, diverse power analyses are recorded. The power 
monitor can observe the power consumption of programs 
on a CPU and be used for attacks against a timing-channel 
mitigation countermeasure.

The authors in Srivastava and Ghosh (2019), proposed an 
efficient memory deletion technique called MBIST (Zeroiza-
tion technique) to protect the memory data before the hack-
ing process. In recent days, many attacks such as cold, boot, 
side-channel attacks, and physical attacks are high effects the 
memory data. Traditionally memory data are protected using 
deletion method in minimum time by initializing the mem-
ory to all zeros. The drawback of the traditional deletion 
method requires specialized hardware in SoCs to delete the 
memory data before the attacks and also it is based on IPs 
which can be hacked easily. To overcome these challenges, 
the authors developed an individual memory zeroization 
technique integrated with MBIST (Memory built-in self-
test) to avoid the specialized hardware and also improved 
the performance.

In Singh et al. (2019) proposed a design space of the 
SIMON128 encryption engine and a lightweight block 
cipher for power image sensor node to enhance the side-
channel security and optimize the power, area and PSCA 
resistance. Initially, serial and parallel data path architec-
tures are implemented and observed diverse metrics. In the 
second phase, round unrolling can significantly enhance the 
side-channel security through deep diffusion of the input 
key when sufficient rounds are unrolled. Finally, energy-
efficiency and performance of the proposed SIMON128 are 
compared with AES128.

Ehsan saeedi, developed the learning vector quantization 
(LVQ) neural network for detection of side-channel attacks 
in the FPGA architectures. Power consumption and electro-
magnetic emission of instruction are recognized automati-
cally using LVQ. This machine learning classifier experi-
mentally tested in the ECC cryptosystem for the detection 
of side-channel leakage. The limitation of the proposed LVQ 
model is higher in complexity and trained with lower data-
sets (Ehsan et al. 2017).
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Liu et al. proposed a resource-efficient ring-LWE cryp-
tographic processor to secure the system from side-channel 
attacks. The processor design includes the discrete Gauss-
ian sampler and a modular processing element. Discrete 
Gaussian sampler mainly focused on the minimization of 
side-channel attacks in-ring-LWE cryptography and highly 
secured the systems compared to the traditional model. The 
modular processing element is designed to improve the 
speed of the basic modular operations in the proposed pro-
cessor. The ring-LWE processor performed both encryption 
and decryption in the range of 256-bit message in 4.5/0.9 ms 
whilst it consumes only 1307 LUTs, 889 FFs, and 4 BRAMs. 
Ring-LWE cryptographic processor is tested in the Xilinx 
Spartan -6 FPGA platform (Liu et al. 2019).

In Mukhtar et al. (2018), the authors adopted the machine 
learning algorithms to secure the embedded systems from 
side-channel attacks. The main objective of the proposed 
framework is to retrieve the secret-key information bits on 
the leaked power signals. For this, the authors adopted the 
ECC double-and-add-always algorithm to encrypt the data 
with a secret key. Initially, power signals are generated with 
side-channel attacks to observe the data and collected dif-
ferent features such as amplitude and attacked bits, etc. In 
the second stage, Support Vector Machines (SVM), Naive 
Bayes (NB), Random Forest (RF) and Multilayer Perceptron 
(MLP) classification algorithms are analyzed with the col-
lected datasets. Debayan Das et.al developed Cross-device 
Deep Learning side-Channel Attack(X-DeepSCA) with 
different traces are analyzed in this work. The proposed 

256-classifier DNN algorithm is used to differentiate the 
correlational power attacks and side-channel attacks with 
different traces in the AES encryption system. X-DeepSCA 
is a single trace attack which works under low-SNRs and 
achieves the ~ 10X lower minimum traces (Das et al. 2019).
The authors in (Shan et al. 2017), developed analyzed the 
machine learning model in a side-channel attack with a ham-
ming distance in AES encryption standard. In this work, the 
author utilized the machine learning classifier to classify 
the correct and incorrect sub-keys which resists the SCA. 
The side-channel attack resistance method identified the 
best hamming distance for redistribution mapping in AES. 
Frequency overhead is the only metric optimized by the pro-
posed algorithm.

3.1  Proposed architecture

In this section, proposed architecture which includes FPGA 
implementation, proposed machine learning algorithms and 
chaotic countermeasure methodology are discussed in the 
preceding section. The overall architecture for the proposed 
architecture is shown Fig. 1.

3.2  Elliptical curve cryptography on artix‑7 FPGA

In this section, brief mechanism about the working of ellipti-
cal curve cryptography (ECC) and its efficient implementa-
tion on FPGA has also been discussed.

Fig.1  Overall architecture for the proposed methodology
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3.2.1  Elliptic curve cryptography‑a brief overview

In the early 1980s, Koblitz and Millers have introduced the 
ECC (elliptical curve cryptography), which is now consid-
ered as the most powerful public-key cryptosystem which 
finds its place in various applications such as smart cards, 
RFID and IoT based networking applications. The ECC is 
proved to be more vital which includes several mathemati-
cal operations such as addition, multiplication, doubling, 
and division. The point multiplication is considered to be a 
more unique feature of ECC, requires the successive addi-
tions of ECC points by itself and also considered to be 
hardware-expensive operations. Let ’P’ be the points and 
’k’ be the number of times ’P’ is required to be added, 
then ‘Q’ be the multiplication of P and K which is given 
in the equation.

ECC multiplication otherwise referred to as Ellipti-
cal curve scalar multiplication (ECSM) whose security 
depends on the elliptical discrete problems. For the imple-
mentation of ECSM, we have adopted a simple double and 
add algorithm in which the operations depends on the ’k’ 
bits. The point-double operations and point addition opera-
tions are considered to be the most important operations 
in ECC and it is performed on the ’k’ bits. Depends on the 
key k-bit, either point-double or point addition operations 
are chosen for operations. The pseudo-code for the double 
and add method is presented below.

---------------------------------------------------------------------------
Pseudo Code for Double and Add Algorithms

1. Input P, k[n]
2. Output  : Q=k*P
3. R0 =P, R1 =0
4. for i=1 to n where n- n-256
5. R0 =2R0

6. R1= R0 + P
7. If k=1 then
8. R0=R1

9. else
10. R0>R1

11. end
12. end
13. return R0

--------------------------------------------------------------------------------------------------------------------

Further, we have adopted  y3 = x3 + ax + b mod P where 
a = 0 and b = 2256–232–25–24–23–22–1. Moreover, the selec-
tion of co-ordinates for point-double and point addition 
and elaborate design of the ECC can be found in Blake 
et al. (1999).

(1)Q = k ∗ P

3.2.2  Implementation on artix‑7 FPGA

Elliptical curve scalar multiplication has been considered 
as the most important operation of ECC. The designed 
ECC core gets its points on elliptical curves which are 
discussed. The overall ECC core design is shown in the 
figure. Since these multiplication techniques are an area-
consuming mechanism, high speed pipelining architec-
tures are adopted for effective implementation of Artix-7 
FPGA architecture. Figure 2 illustrates the overall imple-
mentation of the ECC point doubling and point addition 
mechanism. The number of multipliers, no of pipelining 
stages and clock cycles which are used for effective imple-
mentation in FPGA are depicted in Table 1.

3.3  Power traces capture mechanism

The next phase of the proposed methodology is to cap-
ture the power traces from the ECC implemented FPGA. 
Normally, the resistor is connected in series of FPGA to 
record the current traces in digital oscilloscopes. But the 
paper presents the novel software design to collect differ-
ent power traces from the FPGA to analysis the SPA and 
DPA. The four major units of proposed software designs 
are discussed as follows.

3.3.1  Reconfigurable collection unit (RCU):

The software has a special unit for collecting the encrypted 
data from the hardware. The proposed has been designed 
with the inbuilt feature of getting the data from the UART 
(Universal Synchronous Receiver Transmitter) of any 
boards. Moreover software stores the encrypted data in 
the memory where it calculates the physical behaviors 
and records the data in terms of the power traces with 
different sampling rates. The whole software was devel-
oped in Python 3.6.3 with the integrated tools of numpy, 
matplotlib, and gtinker. Figure 3 illustrates the RCU of the 
proposed software.

3.3.2  Attack inducing unit (AIU)

The software has another important feature of inducing 
the attacks on data bit-streams. This unit will induce a bit 
change in the original bit location, which is then called as 
attacks. Each attack will have different samples such as  X0, 
 X1,  X2, and  X3 samples. The attack inducing 4-Unit in the 
software is shown in Fig. 4.

Attack levels are designed on the bit locations of the 
data which are then named as LBD where LB is called 
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location bits and D is called attack induced data. The 
working of attack methodology is defined as follows 
(Fig. 5).

LB3: In this mode, LSB ‘3’ is targeted in which the third 
location bits are replaced with the ‘0’ and ‘1’ respectively.

LB2: In this mode, LSB ‘2’ is targeted in which the 
second location bits are replaced with the ‘0’ and ‘1’ 
respectively.

Fig. 2  a Circuits integrated for ECC point additions, b circuits for ECC doubling

Table 1  Illustration of different parameters of ECC ported in 
ARTIX-7 FPGA

S. no. ECC arithmetic operations No of clock 
cycles used

Pipelining stages

1 ECC point doubling mecha-
nism

5 5 stages

2 ECC point addition mecha-
nism

6 5 stages

Fig. 3  Overall reconfigurable capture unit for the proposed software
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LB1: In this mode, LSB ‘2’ is targeted in which the first 
location bits are replaced with the ‘0’ and ‘1’ respectively.

LB0: In this mode, LSB ‘2’ is targeted in which the zeroth 
location bits are replaced with the ‘0’ and ‘1’ respectively.

3.3.3  Intelligent recording and capturing unit (IRCU)

This recording unit in the software is to record and capture 
the raw traces of data which is then used to analyze the SPA 
(Simple power analysis) and Differential Power Analysis 
(DPA) attacks. Figures 6 and 7 represents the data collection 
unit and the integration of attack methodology mechanisms.

3.4  Feature extraction and data set preparation

The figure shows the different power traces of encrypted 
ECC data. After capturing and recording the labeled raw 
traces of different categories of data, the next step is to cal-
culate the features. The time-domain characteristics of raw 

traces were calculated and then used for the classification. 
The following features were extracted from the raw traces 
of the signals, which are discussed as follows.

3.4.1  Mean

In this case, the mean of the signal is calculated.

3.4.2  Peak detection

The sharpness and peak of raw traces are calculated before 
and after attacks.

3.4.3  Median

The median of the signal is calculated in the frequency 
domain.

Fig. 4  Attack inducing unit in 
the proposed software

Fig. 5  Selection of bits for 
inducing the attacks
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3.4.4  Correlation coefficients

The similarity between the attacked traces and reference 
data was calculated (Correlation Coefficient) in the fre-
quency domain again.

After calculating the features, we have normalized the 
data as a preprocessing technique, which is adopted for 
classification.

Fig. 6  Data collection unit for capturing the raw traces of data for different ECC points

Fig. 7  Data collection unit for capturing the raw traces of data (Attacks) for different ECC pointsRETRACTED A
RTIC
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3.5  Extreme learning machine

In this section, the adoption of extreme learning machines 
which is used for classification of attacks based on the fea-
tures obtained above (Huang et al. 2006; Lu et al. 2016) pro-
posed the Extreme Learning Machines which are considered 
as the category of neural networks, in which the network 
utilizes a single feed-forward hidden layers, high speed and 
accuracy with the great speculation/exactness (Wang et al. 
2015).

In this category of neural machines, the ’N’ neurons in the 
hidden layers are required to work with differential activa-
tion functions such as sigmoidal and radial basis functions. 
These kinds of feed-forward networks don’t require t any 
tuning methodology for the hidden neurons which makes 
it more suitable for high-speed detection and classification.

For a single hidden layer feed-forward Extreme Learning 
Machines, the characteristics equation is given

where x is the input feature

To determine output vector O which is called as the target 
vector, the hidden layers are entitled by Eq. (4)

The basic implementation of the ELM uses the minimal 
non -linear least square methods which are represented in 
Eq. (5)

where Ω *  → inverse of Ω known as Moore−Penrose gener-
alized inverse. Above equation can be represent as follows

The above equation is used to determine the output values 
from the classifier. A further detailed description of ELM ‘s 
equations can be found in Dongsheng Liu et al. (2019). The 
pseudo-code for Extreme Learning machines used for the 
classification of attacks are given as follows.

(2)FL(x) =

L∑
i=1

nihi(x) = h(x)�

(3)n − the output weight vector and it is follows n

(4)
Ω(x) →output hidden layer which is given

by the following equation h(x)

(5)Ω =

⎡⎢⎢⎢⎣

h
�
x1
�

h
�
x2
�

⋮

h
�
xN

�

⎤⎥⎥⎥⎦

(6)�� = Ω O = ΩT

(7)�� = ΩT

--------------------------------------------------------------------------
Pseudo Code for the Extreme Learning Machines for 
Detection of Attacks 
Inputs 
1.  Y= {y1, y2, y3…yn} y-label space with possible n classes
2. X =(x1,x2,x3,x4,x5,x6,x7………………x m) x- input feature space.
Output
3. C = ELM(Y, X)
4.  Assign the th1 = max(X), th2 = min(X) and whole threshold 
prediction/classification of attack is given by threshold tht = 
(th1 + th2)/2
5. Randomly assign the input weight wi and bias b1, b2, b3…bn
6. Calculate the H matrix using the input weights, bias factors,     

label space, and input feature space 
7. Calculate  ( ) = ∑ ( ) = ( )=1

8.  Calculate  using the above equation
9. For predicting and detection of attacks,  ( ) > threshold 
tht

3.6  Chaotic countermeasures

After classification of attacks in the particular bit location, 
attacked bits are then recycled to the chaotic counterpart 
in the hardware, which is then used for transmission in the 
networks. The lightweight 3D logistic maps with variable 
initial conditions were designed and implemented for the 
further prevention of the attacks (Fig. 8).

Among the three dimensional chaotic maps, the paper 
uses the 3D Lorentz logistic maps for the countermeasure 
methods. The differential equations for the 3D logistic which 
are given as follow as

where numerical solutions for s = 10, g = 20 d = 35 gives the 
chaotic characteristics of the above equations. The chaotic 
characteristics obtained for different values of s, g and d are 
shown in Figs. 9 and 10.

a. For Initial condition s = 10, g = 20 d = 35
b. For other initial condition s = 15, g = 23 d = 37

The above chaotic equation with the initial conditions 
is used to generate the key with high randomness. Every 

(9)
dx

dt
= (s(y − x))

(10)
dy

dt
= −x ∗ z + g ∗ y

(11)
dz

dx
= −g ∗ x + y ∗ d
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Fig. 8  Different power traces obtained for various ECC points integrated with side-channel attacks

Fig. 9  Chaotic characteristics for the above equations
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ECC points which are given as the Inputs are diffused 
with the newly generated keys. For the diffusion process, 
newly generated keys are formulated for ‘N’ times and the 
’D’ vector is formulated based on the XORED Operation 
of ECC points and proposed chaotic systems. After the 
formation of the new key, the ’D’ vector is arranged into 
the matrix E and the length of the E matrix is scaled to 
the input data streams to prevent the data aliasing prob-
lems. The overall diffusion process which is used in the 
proposed methodology is given as follows:

where α is the diffusion constant and β is the diffusion 
process.

4  Experimental setup

This section details the experimental methodology for the 
hardware and software setup for implementing the pro-
posed algorithm.

4.1  Data traces capture mechanism

To conduct our experiments, we must capture power traces 
from the ECC that remain be the greatest challenge. To 
overcome this challenge, we have adopted the hardware 
setup to capture the power trace signals for ECC FPGA 
ARTIX-7 EDGE, operating at 450 MHz. To implement 
our research, we have designed the python-based software 
to capture the power traces of the FPGA which has been 
implemented. The switches on the board have been used 
to create the different M set points in ECC and UART has 
been used for interfacing with software designed. The fea-
tures of the board which is used for the proposed research 
has been listed in the Table 2.

(12)� =
∑

D(i)mod256 where i = 0, 1, 2, 3...256

(13)
� = Ei + � + D (i) mod256 where 0, 1, 2, 3,………… M

Moreover, the features of the software which have been 
designed were also listed in the table. The overall setup 
used for the experimentation is shown in Fig. 11.

4.2  Results and discussion

Results are discussed as bi-folded analysis such as perfor-
mance evaluation of the proposed classifiers and strength 
of chaotic countermeasure methodology.

4.3  Performance evaluation

The features which are obtained from 24,000 raw power 
traces of FPGA are used for evaluation, in which we used 
training purposed is 70% and remaining testing 30% is used. 
The determination is carried out for the 2 different data-sets 
with the based on the following parameters.

where TP and TN represent true positive and true nega-
tive values and DR and TNI represents number of detected 
results and total number of Iterations.

(14)Accuracy =
DR

TNI
× 100

(15)Sensitivity =
TP

TP + TN
× 100

(16)Specificity =
TN

TP + TN
× 100

Fig. 10  Non_linear character-
istics of the Proposed System 
designs

Table 2  Illustration of FPGA EDGE board used for Experimentation

Sl. no Specifications Features

01 Frequency 450 MHz
02 No. of ports/pin configuration 5 extended PMOD connectors
03 No. of UARTS 01
04 No. of IoT transceiver support 02(WIFI)/BLE
05 DDRAM supported 256 MB supported
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4.4  Accuracy evaluation

For accuracy evaluation, the above mathematical expres-
sion is used for the proposed extreme learning machines and 
other machine learning algorithms. Figure 12 shows an accu-
rate evaluation of the proposed extreme learning machines 
with different hidden neurons.

From the above Fig.  13, proposed extreme learning 
machines have reached its convergence point at 120 neu-
rons for obtaining the maximum accuracy of 98%. Moreover, 
after its RoC point, the proposed algorithm has been tested 
with the different activation function whose results are tabu-
lated in Table 3

Table 3 clearly shows the accuracy is found to be high 
as 98.5% for the usage of the sigmoidal activation function 
in the proposed extreme learning machines. Also, the pro-
posed extreme learning machines are compared with other 
machine learning algorithms which are shown in Fig. 13.

From the above Fig. 13, it is clear that the proposed 
Extreme Learning machines have the highest accuracy of 
detecting the attacks with 98.5% accuracy and also outper-
forms the other machine learning algorithms.

4.4.1  Sensitivity and selectivity analysis

The sensitivity and selectivity have been calculated by using 
the above mathematical expressions (15), (16) and compared 
with the other machine learning algorithms.

Figure 14 shows the comparative analysis for sensitiv-
ity for the proposed extreme learning machine along with 
the other machine learning algorithms. The sensitivity is 
found to be high as 95% for the proposed extreme learning 
machines. Also, Fig. 14 shows that selectivity is also high 
as 94% for the ELM when compared with other machine 
learning algorithms in the detection of side-channel 
attacks.

Fig. 11  Experimental setup 
for the implementation of the 
proposed methodology
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Fig. 12  Accuracy detection of proposed extreme learning machines 
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4.4.2  Time computation analysis

The training and testing time has been calculated for the 
proposed ELM and compared with the other existing algo-
rithms. The mathematical expression for calculating the 
training and testing time of the proposed network is given 

by expression. The Table 4 shows the comparative analysis 
of training time and testing time for different networks.

4.5  Sensitivity analysis

To ensure the security of the overall proposed process, 
different medical image data sets have been used for the 
transmission and different parameters such as sensitivity 
and entropy were measured. This section details the perfor-
mance of overall proposed systems when the medical image 
datasets were used for transmission in an IoT network. The 
medical Image datasets such as Mammogram Images, MRI 
Images, and Diabetic Retinopathy images were used for 
evaluation. These image data sets were downloaded from 
UCI respiratory and randomly chosen for evaluation. The 
proposed algorithm has been tested with number of nega-
tive permutation of image data bits such as the changing 
the input data bits with the gradual change of 1%, 5%,10%, 
15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 75% and 100% 
changes and the following parameters such as Number of 
Pixel Change Rate(NPCR) and Entropy conditions were cal-
culated by the following Eq. (13) which is used in [28]. We 
have used different medical images for testing the strength of 
the proposed chaotic countermeasure methodology.

The NPCR and entropy conditions were calculated for 
the different image data sets which are mentioned above and 
tabulated in following Tables 5 and 6.

Tables 6, 7 depicts the complete analysis for the strength 
of the proposed methodology with the iterations of differ-
ent medical image data sets. Tables clearly state the NPCR 
is maintained as the constant of 99.75% for every medi-
cal data sets and entropy is also maintained at 1.30. This 
clearly shows that the proposed methodology is considered 
to be more resistant to SPA even when the different medical 
images are permutated at different bit levels (Table 8). 

(17)NPCR =

{[∑
i

d(i)

]
∕m

}
x100%

Table 3  Comparative analysis of different activation functions suitable for proposed ELM with 120 neurons

Sl. no Datasets No. of Hidden Neurons Activation kernel Training accu-
racy (%)

Testing 
accu-
racy

01 Features extracted from the Power Traces 120 Sigmoid 98.5 98.5
02 Sine 95.5 94.4
03 Tanh 90.0 89.0
04 RBF 92 91
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Fig. 14  Shows the comparative analysis for sensitivity and selectivity 
for the different machine learning algorithms

Table 4  Comparing training time of proposed ELM model with the 
other existing algorithms

Sl. no Algorithm details Training time (ms) Testing time (ms)

01 ANN 450.44 359.78
02 RF 77.45 64.56
03 NB 77.44 67.45
04 SVM 56.89 54.89
05 ELM 12.45 11.89
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5  Conclusion and future scope

The paper analyses the results from the raw power traces 
from ARTIX-7 boards in which we can conclude the power 
leakage properties can be used as the feature for detection 
the various side-channel attacks. Also, the paper details 
the scalable new python-based software for recording and 
capturing the above-mentioned features. From the different 
classification algorithms, the paper focusses on the Extreme 
Learning machines which have produced more than 95% 
accuracy in detecting the side-channel attacks. Subsequently, 
the chaotic methodology was introduced and analyzed with 
the different parameters out of which sensitivity was found 
to be 99.7% for the different permutations of medical image 
data sets. Even though the integration of chaotic systems 
along with the machine learning algorithms provides more 
advantages such as high accuracy and high sensitivity, the 

Table 5  Sensitivity analysis for 
proposed methodology with 
mammogram image data sets

Sl. no Image data sets Data position 
bits (%)

NPCR (%) Entropy

01 Mammogram Images (MIAS datasets) 5 99.8 1.2
02 10 99.75 1.4
03 15 99.8 1.45
04 20 99.8 1.34
05 25 99.8% 1.39
06 30 99.8% 1.40
07 35 99.65% 1.40
08 40 99.75% 1.25
09 50 99.65% 1.35
10 75 99.75% 1.35
11 100 99.75% 1.34

Table 6  Sensitivity analysis for proposed methodology with mammo-
gram image data sets

Sl. No Image data sets Data posi-
tion bits (%)

NPCR (%) Entropy

01 MRI Image datasets 5 99.7 1.14
02 10 99.75 1.28
03 15 99.75 1.35
04 20 99.8 1.34
05 25 99.7 1.35
06 30 99.6 1.39
07 35 99.75 1.39
08 40 99.75 1.38
09 50 99.75 1.38
10 75 99.75 1.37
11 100 99.75 1.37

Table 7  Sensitivity analysis for 
proposed methodology with 
mammogram image data sets

Sl. No. Image data sets Data position 
bits (%)

NPCR (%) Entropy

01 Diabetic retinopathy image datasets 5 99.8 1.18
02 10 99.65 1.29
03 15 99.7 1.34
04 20 99.75 1.33
05 25 99.75 1.35
06 30 99.7 1.38
07 35 99.75 1.38
08 40 99.75 1.37
09 50 99.75 1.36
10 75 99.75 1.38
11 100 99.75 1.39
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replacement of machine learning algorithms along with the 
deep learning algorithms will make the proposed system 
versatile, scalable and more robust.
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