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Abstract
In many information system applications, the environment is dynamic and tremendous amount of streaming data is generated. 
This scenario enforces additional computational demand on the algorithm to process incoming instances incrementally using 
restricted memory and time compared to static data mining. Moreover, when the streams of data are collected from different 
sources, it may exhibit concept drift, which means the variation in the distribution of data and it can have a high degree of 
class imbalance. The problem of class imbalance occurs when there is a much lower number of an example representing 
one class than those of the other class. Concept drift and imbalanced streaming data are commonly found in real-world 
applications such as fraud detection, intrusion detection, decision support system and disease prediction. In this paper, the 
different concept drift detectors and handling approaches are analysed when dealing with imbalance data. A comparative 
analysis of concept drift is performed on various data sets like SEA synthetic data stream and real world datasets. Massive 
Online Analysis (MOA) tool is used to make the comparative study about different learners in a concept drifting environment. 
The performance measure such as Accuracy, Precision, Recall, F1-score and Kappa statistic has been used to evaluate the 
performance of the various learners on SEA synthetic data stream and real world dataset. Ensemble classifiers and single 
learners are employed and tested on the data samples of SEA synthetic data stream, electrical and KDD intrusion data set. 
The ensemble classifiers provide better accuracy when compared to the single classifier and ensemble based methods has 
shown good performance compared to strong single learners when dealing with concept drift and class imbalance data.
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1  Introduction

With the advance in information technology, large volumes 
of data are generated by social networks, mobile phones, 
and sensor devices. The digital universe today has 2.7 zeta 
bytes of data and it is increasing day by day. The volumes 
of data generated by the applications like email, network 
monitoring (Pradeep et al. 2019), financial data prediction 
(Bay et al. 2006), oil spillage detection (Kubat et al. 1998a), 
traffic control, sensor measurement processing, credit card 
transaction, web click stream (Han and Kamber 2006) are 
so large, that it cannot be stored on disk. Hence performing 

a real-time analytics on the non-stationary data or stream-
ing data has attracted the interest of researchers in recent 
years. Data stream are a sequence of data that arrive at the 
system in a continuous and changing manner. Data streams 
have some characteristics such as huge, timely ordered, 
rapidly changing and potentially infinite in length (Gama 
2010). Therefore the conventional mining algorithm has to 
be improved to run on the streaming platform, where the 
data changes periodically. Furthermore, the shift in the data 
distribution is called class change or concept drift becomes 
more challenging in data streams. Some of the challenges 
associated with key data stream mining include data stream 
classification, clustering, frequent pattern mining, load shed-
ding and sliding window computation (Aggarwal 2007). The 
data stream has to be processed sequentially on record-by-
record basis or over the sliding window and can be used for 
various kinds of application.

In streaming environment, the data arrive at a higher rate 
and the traditional data mining algorithm cannot handle 
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those streaming data. Therefore the classification algorithm 
has to be modified in order to handle the change in evolving 
data. Data stream classifiers may either be single incremen-
tal model or ensemble model (Wang et al. 2003a, b). The 
single classifier updates incrementally the training data to 
tackle the newly evolving stream class labels, which require 
complex modifications in the classifier. In ensemble-based 
classification, the output is a function of the predictions of 
different classifiers. Ensemble classifiers consist of a set of 
classifiers whose individual decisions are combined to pre-
dict new examples. Some of the other classification methods 
of data stream mining are Very Fast Decision Tree (Domin-
gos and Hulten 2000; Jin and Agrawal 2003), On Demand 
classification (Aggarwal et al. 2004), Online Information 
Network (Last 2002).The ensemble-based classification 
improves the prediction accuracy and it can handle concept 
drift (Zliobaite 2010). The combination of prediction of dif-
ferent machine learning algorithm is referred to as ensemble 
based learning, which has been successfully used to improve 
the accuracy of the single classifier (Löfström 2015).

In streaming data, the data that belong to one set of class 
come on the fly at one instant of time and another set of data 
from another set of classes in another instant of time and this 
concept is represented as class drift or concept drift. Class 
drift can be divided into three categories namely, sudden, 
gradual, and recurring drifts (Brzezinski and Stefanowski 
2014). Since the class keeps on changing with time, it is pos-
sible to create a serious problem of class imbalance (Chawla 
et al. 2004).

Class imbalance issues have recently attracted grow-
ing interest due to their classification difficulties caused by 
imbalanced class distributions and may lead to higher per-
formance reductions in online learning, including concept 
drift detection. It is commonly seen in dataset such as cancer 
diagnosis where the malignant classes are under-represented, 
spam filtering (Nishida et al. 2008), fraud detection (Wei 
et al. 2013; Herland et al.2018), computer security (Cie-
slak et al. 2006), image recognition (Kubat et al. 1998b), 
risk management (Vijayakumar and Arun 2017) and fault 
diagnosis (Meseguer et al. 2010; Rigatos et al. 2013). The 

minority class examples which may carry useful information 
cannot be predicted correctly by the conventional machine 
learning algorithm due to the skewed distribution of data. 
Therefore an intelligent system has to be developed to solve 
the combined problem of concept drift and class imbalance. 
Figure 1, shows the steps involved in the classification of 
data streams.

The rest of this paper is organised as follows. Section 2 
presents the introduction about concept drift. The concept 
drift detectors and handling approaches are discussed in 
Sects. 3 and 4. Ensemble based classification methods for 
data streams are presented in Sect. 5 and approaches for 
handling concept drift in the presence of imbalance data 
is discussed in Sect. 6. Performance metrics and tools for 
stream mining are given in Sects. 7 and 8. The experimen-
tation results and discussion were discussed in Sect. 9 and 
conclusion in Sect. 10.

2 � Concept drift in data streams

In the dynamic environments, the distribution of data var-
ies over time and it leads to the condition of concept drift. 
The drift or the change may be caused because of various 
phenomenon governing the learning problem; however 
the classification models that address this change must be 
adaptive to continue as the appropriate predictor. Concept 
drift refers to the change in the underlying distribution of 
data. As the time passes the concept drift will lead to the 
prediction of trained classifier to be less accurate. Let x 
be the feature vector, y be the class label and the infinite 
sequence of data stream is denoted as (x, y) . The distribu-
tion of data chunk at time is represented as Pt(x, y) . The 
term concept means that Pt(x, y) ≠ Pt+1(x, y). Concept drift 
occurs when the joint probability distribution of x and y 
namely, P(x, y) = p(x)P(y|x) changes where x is the feature 
vector and yi is the class label and the concept drift can 
be caused by drifting p(x) over time (Kelly et al. 1999). 
Concept drift makes three fundamental changes to the key 
variable in Baye’s theorem (Krawczyk and Wozniak 2015). 

Fig. 1   Classification steps of 
processing data stream
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First is the drift by prior probability Pt(y) , which makes a 
change in learned decision boundaries. Identification of drift 
using prior probability can be done by finding the distance 
between two concepts that are estimated using total vari-
ation distance and Hellinger distance assessment method. 
Second is the drift by a condition where the decision bound-
ary change is influenced by the condition. Third, is the drift 
caused by posterior probability Pt(y|x) , where the change is 
influenced by the conflict of old and new decision boundary. 
Change in the previous probability of the class outcomes a 
shift in class imbalance status. An example of such case is 
that the class representing to be minority class may turn into 
majority class at any time.

Concept drift is of two types, real and virtual drift. In the 
real drift, the posterior probability varies over time indepen-
dently which is given by p(y|x) . In virtual drift, the change 
in distribution of one or more several class is given by p(x|y) 
and the marginal distribution of incoming data changes with-
out affecting the posterior probability of classes. Virtual drift 
has no effect on the concept of the target. The shift in the 
underlying distribution of data can occur by moving from 
one concept to another suddenly or abruptly. The notion of 
drift can be said to be incremental with many intermediate 
concepts in between. Even at times, where the change is not 
abrupt, the drift may be gradual. A recurring drift can also 
occur when new concepts reoccur after a while that are not 
seen before or previously seen. Figure 2 shows the types of 
concept drift which can occur in the streaming data.

Adaptive learning can be used to handle concept drift. 
There are two types of adaptive learning, one being incre-
mental and the other being the ensemble learning. Incre-
mental learning is more helpful when it is applied to data 
streams that exhibit incremental or gradual drift with drift 
detectors. Bayesian classifiers such as Naïve Bayes, Hoef-
fding Trees, and Stochastic Gradient Descent Variations are 
some examples of incremental learners. Incremental learn-
ing happens whenever a new instance appears and adjusts 
to what new instances have learned, whereas in ensemble 

learning it uses multiple base learners and combines their 
predictions. Ensemble based method is the most common 
method for handling concept drift. The output of several 
classifiers is combined in ensemble learning to determine 
the final output of classification.

3 � Concept drift detectors

The concept drift detector signals the change in data stream 
distribution. The main task of drift detector is to alarm the 
base learner about the updation or retraining of the model. 
To detect the change in concept, the current model’s accu-
racy should be monitored and the window size should be 
updated accordingly. The drift detector is used primarily 
to decrease the deterioration of peak performance and to 
minimize restore time. The drift detection model utilizes the 
distinction between the two models in terms of accuracy to 
determine when to substitute the present model as it does not 
recognize the change in the target concept. The concept drift 
is signalled when the accuracy of the previously measured 
value is significantly reduced. When there is no classifier to 
detect the changes, we can use statistical tests like Welch’s 
test, Kolmogorov–Smirnov’s test formonitoring distribution 
changes and drift detector methods are shown in Fig. 3. The 
two sample Kolmogorov–Smirnov test is non-parametric, 
as it makes no assumption about the distribution of data. It 
compares the distribution of two samples by measuring a 
distance between the empirical distribution functions, tak-
ing into account both their location and shape. Two-sample 
t test is also the most popular tests used in quality measures. 
It calculates the t-statistic on the basis of mean, standard 
deviations and the number of observations in each sample. 
Some of the other statistical tests are Wald–Wolfowitz test 
(Sobolewski and Woźniak 2013), Wilcoxon rank sum test 
and Wilcoxon Signed-rank test (Wolfowitz 1949).

The concept drift detectors performance can be assessed 
by the number of true and false positive drift detected along 

Fig. 2   Types of concept drift
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with the delay in drift detection. The drift detection delay 
can be defined as the time difference between the appear-
ance of the real drift and its detection. Hierarchical change 
detection tests (Cesare et al. 2011) is an online algorithm for 
detecting concept drift which produces a stream of sufficient 
instances and the graph is plotted between the number of 
false alarm and drift detection delay. The curve obtained 
is similar to the Receiver Operating Characteristics (ROC) 
curve, which is used for concept drift evaluation rather than 
classification. Some of the parametric simple drift detection 
methods are discussed below.

The Sequential Probability Ratio Test (Ray 1957) is the 
basics of many drift detection algorithms. Cumulative Sum 
(CUSUM) (Page 1954) is the method of sequential analysis 
to identify the concept drift which calculates the cumulative 
sum and each sample are assigned with certain weight. In 
the CUSUM test, when the mean of incoming data deviates 
from a certain threshold value, it raises an alarm. It detects 
the change in the value of the parameter and shows when the 
change is significant. The CUSUM algorithm extension is 
Page Hinkley (Mouss et al. 2004) which finds the distinction 
between the observed classification error and its average. 
The non-parametric tests such as cumulative sum test and 
Intersection confidence intervals-based change detection test 
(Cesare et al. 2011) are used to detect the concept drift.

The Drift Detection Method (DDM) (Gama et al. 2004) 
uses binomial distribution to identify the behaviour of ran-
dom variable which gives the classification errors count in 
the sample of size n. It calculates the probability of mis-
classification and standard deviation for each instance in 
the sample. If the error rate of the classification algorithm 
increases, then it will recommend that there is change in 
the underlying distribution, making the current learner to be 
inconsistent with the current data and providing the signal 

to update the model. DDM checks two conditions, whether 
it is in warning level or in drifting level. All the examples 
between the warning and drifting level are used to train a 
new classifier that will replace the non-performing clas-
sifier. DDM has difficulties in detecting the gradual drift. 
EDDM is the improved version of Drift Detection Method 
(Baena-Garcia et al. 2006). The performance of the clas-
sifier is based on the distance between two classification 
errors classification instead of considering only the number 
of error. It performs well in the case of gradual drift.

The algorithm Exponential Weighted Moving Average 
(EWMA) (Ross et al. 2012) detects drift by calculating the 
recent error rate estimate by gradually weighing down older 
information. In The Exponentially Weighted Moving Aver-
age for Concept Drift Detection (ECDD) (Nishida 2008) 
progress and probability of disappointment are identified 
online, taking into consideration the basic learner’s accu-
racy. In Statistical Test of Equal Proportions (STEPD) (Bifet 
and Gavald 2006) if the target concept is stationary, then the 
accuracy of a classifier for recent example will be equivalent 
to overall accuracy from the recent learning. If there is a 
huge decline of recent accuracy, then it means that the con-
cept is changing. The warning and drift threshold level are 
utilized as the ones exhibited by DDM, EDDM and ECCD.

The Adaptive Sliding Window (ADWIN) (Bifet and Gav-
alda 2007), concept drift detector is the well-known method 
for comparing two sliding windows and to identify the drift 
by detection window. The input sequences of ADWIN are 
bounded, which can be achieved by rescaling of the data 
fixing the values of lower bound and upper bound. The 
input sequences of ADWIN are also limited, which can be 
achieved by rescaling the data by setting the values of lower 
bound and upper bound. The incoming instances window 
will expand until the average value shift is found within 

Fig. 3   Concept drift detector 
methods
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the window. If two separate sub windows are detected by 
the algorithm, their split point is considered to be the con-
cept drift indicator. The concept drift learning (Wang et al. 
2003a, b) is based on the adaptive size of the sliding win-
dow. The size of the window rises when there is no change 
and it shrinks when there is any change. The classifiers of 
the ensemble show greater accuracy when the base classifier 
is weak and unstable. The new member from the classifier 
ensemble can be built on the chunk of recent data in the 
concept drifting data stream, and the outdated member can 
be removed. The concept drift can be dealt by assigning 
weights to the ensemble members depending on the error 
rate (Maciel et al. 2015).

Drift Detection Ensemble (Du et al. 2014) has a series 
of detectors to make a drift decision and Selective Detector 
Ensemble (Woźniak et al. 2016) is used to detect sudden and 
incremental drift. The experimental results show that the 
basic drift detection technique surpasses the simple detector 
ensemble (Nikunj 2001).

4 � Concept Drift handling approaches

The various concept drift handling approaches are shown in 
Fig. 4. The two main approach of handling concept drift at 
the algorithmic level is by using single classifier or ensemble 
classifier. The single classifiers are used for static data min-
ing and it has forgetting mechanism. The ensemble-based 
classifier integrates the results from multiple classifiers to 
obtain better performance and prediction than a single clas-
sifier. Some of the traditional ensemble methods are Bag-
ging, Random Forest (Breiman 2001), AdaBoost (Kidera 
et al. 2006). The primary benefit of using ensemble clas-
sification in streaming data is their capacity to cope with 
recurring concept drift.

In ensemble-based classification, there are two types of 
approaches for identifying concept drift. One is the active 
ensemble strategy that utilizes techniques to identify the 
concept drift that triggers modifications and the other is a 
passive ensemble strategy that does not contain drift detec-
tors. It continually updates the classifier whenever a new 
item is added.

The instances can be processed at the data level using a 
chunk-based method and an online learning strategy. It pro-
cesses the information in chunks using chunk-based strategy 
and each chunk includes an unchanging number of instances. 
The training instance in each chunk is iterated several times 
by the learning algorithm. It enables the algorithm to learn 
the classifier of components. In the online learning strat-
egy, each instance of instruction is processed one by one 
upon arrival. This approach is mainly used by the appli-
cation which has inflexible memory and time constraints, 
and also by the application which cannot afford dealing out 
with each training example for more than one time. Even 
each training instance of a chunk can be processed inde-
pendently by online learning strategy. Diversity for Deal-
ing with Drifts (DDD) (Minku and Yao 2012) provides an 
assessment of small and high variety ensembles coupled 
with distinct methods for dealing with class change. DDD 
shows that information learned from the old concept can 
be used by training ensembles that learned the old concept 
with high diversity, using low diversity on the new concept 
to assist the learning of the new idea and it cannot handle 
recurring drifts.

5 � Ensemble based classification for data 
streams

The data classification methods in the data stream environ-
ment uses sliding window, the size of which is determined 
by the drift speed. Hence the classification method which 
uses a variable window follows an active drift detection 
strategy and it updates the current model when the drift is 
detected, assuming the outdated model is not applicable. The 
size of the window increases when the rate of drift is slow. 
The dynamic sliding window length approach was employed 
by the FLOating Rough Approximation (FLORA) (Widmer 
and Kubat 1996) family of algorithm. But in passive drift 
detection strategy of learning the concept drift, it updates the 
model for every incoming stream of data, even though the 
drift has not occurred. The chunk-based algorithms gener-
ally adapt to concept drift by constructing new component 
classifiers from the new chunks of training examples. The 

Fig. 4   Concept drift handling 
approachesRETRACTED A
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component classifiers are built from the chunks of data that 
match distinct parts of the stream. The ensemble will there-
fore depict the various concepts available in the data stream. 
Ensemble method has been suggested as a good method 
for learning concept drift because of its ability to balance 
between stability and plasticity.

Some of the ensemble based algorithms are discussed. 
Streaming Ensemble Algorithm (SEA) is one of the most 
common algorithms in this category (Street and Kim 2001). 
A series of consecutive non-overlapping windows are used 
to make the data stream into chunks. It uses the diversity 
and accuracy as the measure to replace the weakest base 
classifier. The new classifier’s performance is measured on 
the basis of the new incoming training chunk and the new 
classifier then replaces the existing classifier whose perfor-
mance on the training chunk is worse than the new classi-
fier’s performance. The accuracy measurement is important, 
since the ensemble should correctly classify the most recent 
examples to adapt to concept drift.C4.5 decision tree is used 
as the base classifier and it compares the ensemble accuracy 
with the pruned and unpruned decision tree. The combined 
predictions are based on simple majority voting. Depend-
ing on the chunk size and the size of the ensemble, it has a 
strong mechanism of recovery to deal with concept drift.

The restructuring of ensemble can also be done using 
Accuracy Weighted Ensemble (AWE) (Wang et al. 2003a). 
It provides a generic framework for detecting the concept 
drift and based on the prediction error on their new training 
chunks, it assigns weight to each classifier of the ensemble. 
The mean square error is used to estimate the prediction 
error. Each classifier component in the ensemble is weighted 
and only the K classifier with highest weight is kept in the 
ensemble. The output is based on the decision made by the 
weighted voting of the classifiers. In the case of sudden con-
cept drift, the pruning strategy used in AWE can reduce the 
classification accuracy and delete many component classi-
fiers. Furthermore, the computation time is increased as the 
evaluation of the new candidate classifier needs K-fold cross 
validation within the current chunk. This algorithm achieves 
better accuracy when the size of the ensemble is greater 
than a single classifier and it will improve its performance 
gradually over time.

Learn ++ for non-stationary environments called 
Learn ++ . NSE (Elwell and Polikar 2011) is a chunk-based 
ensemble method that temporarily discards information 
based on changes in the data stream. The reaction to the drift 
is based on the weight associated with the base classifier. 
The algorithm weights the component classifiers depending 
on their difficulty measures in terms of the ensemble per-
formance. The training of Learn ++ .NSE begins with com-
paring the ensemble on a chunk of new examples. Subse-
quently, the algorithm identifies which example are correctly 
predicted through the existing ensemble and gives lower 

weights to those examples, as they may be much less diffi-
cult. Using the chunk of examples with the updated weights, 
a new component classifier is created and it is added to the 
ensemble. Then, the evaluation is done for all the ensem-
ble members and their weights are calculated based on the 
weighted errors. The algorithm weights the ensemble mem-
ber using the sigmoid function, which considers the recent 
performance of the given component classifier. The base 
classifiers help in dealing with recurrent drifts.

Dynamic Weighted Majority (DWM) is another popu-
lar ensemble based approach, where performances of the 
individual classifiers along with the overall ensemble per-
formance are combined to overcome the concept drift (Zico 
Kolter and Maloof 2007). If the DWM’s component classi-
fier misclassifies, the weight is decreased by a user specified 
factor. It is an extension of weighted majority algorithm and 
it considers the dynamic nature of data streams to detect the 
concept drift. The DWM can add or remove the component 
classifier according to the overall performance of the entire 
ensemble.

In Accuracy Updated Ensemble (AUE) all the component 
classifier are updated incrementally with a portion of new 
chunk of data (Brzezinski and Stefanowski 2011). The clas-
sifier is weighted with the help of non-linear error function, 
which helps in choosing the better component classifier. The 
problem of creating the poor base classifier is also reduced, 
since it process only small chunks of data. It also contains 
techniques for improving the computational cost and pruning 
of the component classifiers in the ensemble. AUE algorithm 
is constructed with Hoeffding Trees, which helps in achiev-
ing high classification accuracy in detecting the drifts.

6 � Concept Drift with class imbalance 
handling approaches

Class imbalance data can lead to significant performance 
reduction and poses difficult challenges for drift detection. 
The skewed distribution makes many conventional machine 
learning algorithms less effective, especially in predicting 
minority class examples. A number of solutions have been 
proposed at the data and algorithm levels to deal with class 
imbalance. Several methods have been proposed to handle 
the issues of concept drift together with the imbalanced class 
data which is shown in Fig. 5.

The Drift Detection Method for Online Class Imbalance 
(DDM-OCI) (Wang et al. 2013) solves the issues of con-
cept drift over imbalanced data streams online using minor-
ity class recall. When the metric of minority class recall 
experiences a significant drop, a concept drift is confirmed. 
However, the usage of minority class recall is ineffective, 
when the concept drift affects the majority class. The Lin-
ear Four Rates (LFR) approach (Wang and Abraham 2015) 
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extends the DDM-OCI and if anyone of the rate exceeds 
the bound, the LFR approach confirms the concept drift. 
Instead of using multiple rates for each class, the Prequen-
tial Area Under the ROC Curve (PAUC) designs an overall 
performance measure for the classification of online stream 
data (Brzezinski and Stefanowski 2015). Although a PAUC-
Page Hinckley (PAUC-PH) method modifies the AUC for 
evaluating online classifiers, it requires gathering of recently 
received instances (Wang et al. 2015). By deciding the class 
size and updating the size of class incrementally, the time 
decay factor emphasizes the concept drift and weakens the 
impact of old data on class distribution.

The Recursive Least Square Adaptive Cost Perceptron 
(RLSACP) modifies the error function to update the per-
ceptron weights (Ghazikhani et al. 2013). The error function 
includes the components of model adaptation using forget-
ting mechanism and class imbalance handling using the error 
weighting function. According to the classification accuracy 
or the imbalance rate of recent data, the RLSACP updates 
the error weights incrementally. The perceptron based mod-
els do not work well on the newly arrived data streams. The 
ensemble size is an important factor in handling the concept 
drift and imbalanced data distribution. The time decay factor 
defines and updates the imbalanced degree in online learn-
ing. This factor emphasizes the pattern of recently arrived 
data and weakens the impact of old data. The first sequen-
tial learning method is Meta-cognitive Online Sequential 
extreme learning machine (MOS-ELM), which is self-reg-
ulated and it is utilized for both binary and multi-class data 
stream with concept drift (Mirza et al. 2016).

The Majority Weighted Minority Oversampling Tech-
nique (MWMOTE) classifies the minority instances and 
assigns weights to them according to the distance of near-
est majority instances (Barua et al. 2014). Moreover, the 
MWMOTE exploits most informative minority instances to 
interpolate the synthetic instances inside a minority class 
cluster. The effectiveness of resampling techniques is ana-
lysed (Hao et al. 2014). The sampling rate detection becomes 

more complicated under multi-class datasets than the binary 
class datasets (Saez et al. 2016). Recently, the resampling 
techniques are extended to an online learning model. The 
ensemble learning model takes into account multiple indi-
vidual classifiers as base learners and improves the accuracy 
of ensemble classification (Błaszczýnski and Stefanowski 
2015). The Weighted extreme learning machines (WOS-
ELM) are used to maintain the old data patterns (Mirza et al. 
2013). To handle the gradual and sudden concept drift, the 
WELM technique utilizes the threshold-based technique 
and hypothesis testing. The ESOS-ELM is assumed that the 
rate of imbalanced class distribution is known in advance. 
However, it is not suitable for real-time streaming data. A 
new ensemble method with incremental learning, named 
as Diversity for Dealing with Drifts (DDD) is presented in 
(Minku and Yao 2012). It assigns weight to each member 
based on the prequential accuracy. When there is no con-
vergence to the already identified data patterns, the internal 
drift detector confirms the presence of concept drift. How-
ever, it selects highly diverse classifiers for both the gradual 
and concept drift, resulting in poorer classification accuracy 
(Ditzler and Polikar 2013; Wang et al. 2016). Thus, it is 
necessary to handle both the concept drift and imbalanced 
class distribution issues during big data streaming analysis. 
Table 1. Illustrates the various algorithms and techniques 
used in handling concept drift and class imbalance problem 
with its advantages and limitations.

7 � Evaluation metrics

The experimental evaluation for any machine learning algo-
rithm depends on the performance evaluation metrics for any 
learning task and the streaming settings. Some of the well-
known performance metrics to determine the accuracy is 
precision, recall, sensitivity, specificity, mean absolute error 
and root mean square error. In the case of streaming envi-
ronment, few other performance evaluation metrics is used.

Fig. 5   Taxonomy of Concept 
drift with class imbalance han-
dling approaches
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(i) RAM-Hours: This measure gives the computational 
resources used by the streaming algorithms depending on 
the cloud computing service. Every GB of RAM deployed 
for 1 h is equal to one RAM-Hour.

(ii) Kappa Statistic: It is the performance measure, which 
takes into account the class imbalance (Bifet et al. 2013). It 
takes the true label of the underlying dataset as input along 
with the prior probability of the predictions done by the clas-
sifier. The kappa statistics value lies between 0 and 1.The 
Kappa statistics, K is defined by

where P0 is the accuracy rate of the classifier and Pc is the 
accuracy rate of the random classifier. When the value of K 
is zero, the accuracy obtained is random. When K is 1, the 
prediction is correct.

(iii) Sensitivity: It measures the percentage of positive 
examples correctly classified. It is also called as recall. TP is 
true positive and FN is false negative, indicating the positive 
examples that are incorrectly predicted as negative.

(iv) Specificity: It calculates the percentage of negative 
examples in which TN is True Negative and FP is False 
Positive are correctly classified as negatives.

(v) Geometric Mean (G-Mean): It measures the true 
positive rate (TPR) and the true negative rate (TNR). True 
positive rate measures the percentage of positive examples 
correctly predicted as positive and true negative rate meas-
ures the percentage of negatives that are correctly predicted 
as negatives. If the G mean value is high, then there is high 
accuracy.

(vi) Precision: It measures the percentage of positive 
examples which are predicted as positive.

(vii) F-measure: It is the measure of harmonic mean of 
sensitivity and precision. The general formula for positive 
real � is.

K =
Po − Pc

1 − Pc

Sensitivity =
TP

TP + FN
.

Specificity =
TN

TN + FP
.

G −Mean =
√
TPR ∗ TNR (or) G −mean

=
√
Sensitivity ∗ Specificity.

Precision =
TP

TP + FP
.
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8 � Tools for stream mining

The various toolsare presented that can be used for the 
analysis of streaming data. The tools help the researchers to 
directly test their ideas directly.

Massive Online Analysis (MOA): This tool is imple-
mented in Java and it is the extension of WEKA(Bifet 
et al. 2011).The MOA framework provides data genera-
tors, learning algorithms, evaluation methods and statisti-
cal measure to evaluate the performance of mining task. 
MOA can be used via command line interface or through 
Graphical User Interface.

Advanced Data mining and Machine Learning System 
(ADAMS): It is the workflow engine, which is used to 
maintain the knowledge workflow. It can be combined with 
frameworks such as WEKA and SAMOA  (Morales and 
Bifet 2015)  to perform data analytics task.

StreamDM: It is the framework which performs data 
stream mining using Spark streaming. Scalable Advanced 
Massive Online Analysis (SAMOA): The data stream min-
ing and distributed computing can be performed using 
SAMOA. It has a framework which allows the user to work 
with the stream processing execution engine and to deal 
with learning problems.

Amazon Kinesis: It enables to build custom applica-
tions that can collect and process large streams of data 
records in real time (Mathew and Varia 2013).

Apache Storm: It is a distributed real time computing 
system, which process over one million tuples per second 
(Storm 2011). It runs on YARN and it is integrated with 
the Hadoopsystems. It guarantees that each unit of data is 
processed atleast once.

F𝛽 =

(
1 + 𝛽2

)
(Sensitivity ∗ Precision)

𝛽2 ∗ Precision + Sesitivity
, 𝛽 >= 1.

9 � Experimental results and discussion

Real world and synthetic dataset is used for evaluation of 
various algorithms. SEA is the frequently used synthetic 
stream which contains three features with random values 
between 0 and 1. The threshold is calculated using the sum 
of first two features and it is assigned as class label for each 
instance. The threshold is adjusted periodically, so that the 
abrupt concept drift is simulated in the stream.

Massive Online Analysis (MOA) framework (Bifet et al. 
2010) is used to compare the performance of different learn-
ers. Prequential method is used which evaluates the classifier 
on the stream by testing with each example in sequence. 
The performance measure such as Accuracy, Precision, 
Recall, F1-score and Kappa statistic has been used to evalu-
ate the performance of the various learners. The ensemble 
based classification algorithm such as Accuracy Updated 
Ensemble, Dynamic Majority Voting, Learn NSE, Accu-
racy Weighted Ensemble when compared with Naïve Bayes-
ian has been proven to give better accuracy. The electrical 
and synthetic dataset are used show the accuracy given by 
ensemble based classification algorithm. Table 2 shows the 
performance of various classifiers on SEA Synthetic Data 
stream. Figure 6 shows the accuracy of SEA synthetic Data 
stream using various classifiers.The ensemble classifiers 
such as Accuracy Updated Ensemble, Accuracy Weighted 
Ensemble are giving better accuracy and recall for SEA syn-
thetic datastream when compared with the single classifier.

The real world electrical dataset (Harries and Wales 
1999) is used, which contains 45,312 instances and each 
example refers to the period of 30 min from the Australian 
New South Wales Electricity Market. The class label identi-
fies the demand or change of the price (UP or DOWN) in 
New South Wales relative to a moving average of the last 
24 h. In this dataset, the electricity prices are not stationary 
and are affected by the market supply and demand.

Table 3 shows the Performance of various classifiers on 
Electrical Dataset. Figure 7 shows the accuracy, F1-score, 

Table 2   Performance of various 
classifier’s on SEA Synthetic 
Datastream

Classifier Performance measure

Accuracy 
(percent)

Kappa statis-
tic (percent)

F1 score 
(percent)

Precision 
(percent)

Recall (percent)

SEA Synthetic Datastream
 Naïve Bayesian 73.4 43.58 72.37 73.71 71.08
 Accuracy Updated Ensemble 96.01 91.72 95.87 95.94 95.8
 Hoeffding Tree 89.47 76.54 88.39 89.38 87.42
 Dynamic Weighted Majority 88.09 73.13 86.85 88.46 85.30
 Learn NSE 86.04 68.57 84.53 85.96 83.15
 Accuracy Weighted Ensemble 96.01 91.72 95.87 95.94 95.80

RETRACTED A
RTIC

LE



4952	 S. Priya, R. A. Uthra 

1 3

recall, precision, kappa statistic measure using various learn-
ers on Electrical Dataset.

In addition, other real time intrusion dataset, KDD (KDD 
2007) is used which has 41 features and the class label 
defines whether there is attack or not. The original dataset 
has 24 training attack types. The original labels of attack 
types are changed to label abnormal in our experiments and 
we keep the label normal for normal connection. This way 
we simplify the set to two class problem. Table 4 shows 

the performance of various classifier’s on Intrusion Dataset. 
Figure 8 shows the accuracy for electrical dataset based on 
number of instances processed and Fig. 9 shows the perfor-
mance of different classifier on intrusion dataset.

The drift detectors such as CUSUM, Page Hinkley, Expo-
nential Weighted Moving Average(EWMA), Adaptive Slid-
ing Window(ADWIN) and DDM is used in the electrical 
dataset to identify the change in the concept drift and DDM 

Fig. 6   Accuracy of SEA synthetic data stream using data stream classifiers

Table 3   Performance of various classifier’s on electrical dataset

Classifier Performance measure

Accuracy(percent) Kappa statistic 
(percent)

F1 score 
(percent)

Precision (percent) Recall (percent)

ELECTRICITY Real-world dataset
 Naïve Bayesian 75.3 48.85 77.70 82.16 73.70
 Hoeffding Tree 81.6 63.18 81.64 81.58 81.71
 Accuracy Updated Ensemble 86.4 72.61 86.33 86.447 86.22
 Dynamic Weighted Majority 75.7 50.93 75.54 75.75 75.33
 Learn NSE 71.5 42.65 71.33 71.37 71.28
 Accuracy Weighted Ensemble 78.2 55.79 78.18 78.73 77.64

Fig. 7   Performance of data 
stream classifier on electrical 
dataset
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gives better accuracy in detecting the drift. Table 5 shows the 
performance of various drift detectors on electrical dataset.

The concept drift detectors is used in the dataset to iden-
tify the drift and Fig. 10 shows the accuracy of drift using 
various drift detectors in the electrical dataset.

10 � Conclusion and future work

The state of the art on ensemble methodologies to address 
the problem of class imbalance and concept drift has been 
reviewed in the paper along with the comparative study 
of different classifiers on the class imbalance dataset with 
concept drift. Various concept drift detection methodologies 

such as statistical test, non-parametric test and other meth-
ods are discussed. The individual and combined challenges 
in online class imbalance learning with concept drift along 
with example applications are discussed in the paper. Dif-
ferent concept drift detection is applied on the synthetic 
and real world data sets. It is noticed from this study that 
the class distribution has high impact on the classifica-
tion process and the ensemble based algorithm has shown 
better accuracy when compared with the single classifier 
when dealing with concept drift. In future, deep learning 
approaches can be used to deal with the skewness in the dis-
tribution of datawith concept drift for various applications.

Table 4   Performance of various 
classifier’s on Intrusion Dataset

Classifier Performance measure

Accuracy Kappa statistic F1 score Precision Recall

Intrusion Real-world dataset
 Naïve Bayesian 89.62 79.23 90.01 92.71 87.46
 Hoeffding Tree 98.80 96.98 98.463 98.50 98.42
 Accuracy Updated Ensemble 98.91 97.80 98.83 98.92 98.75
 Dynamic Weighted Majority 90.00 79.94 90.01 89.96 90.06
 Learn NSE 89.71 79.32 89.65 89.62 89.70
 Accuracy Weighted Ensemble 92.19 84.28 92.19 92.20 92.05

Fig. 8   Accuracy for electrical 
dataset based on number of 
instances processed

Fig. 9   Performance of data 
stream classifier on intrusion 
dataset
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