
Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing (2022) 13:5283–5294 
https://doi.org/10.1007/s12652-020-01909-z

ORIGINAL RESEARCH

Load balanced clustering scheme using hybrid metaheuristic 
technique for mobile sink based wireless sensor networks

Govind P. Gupta1   · Binit Saha1

Received: 13 April 2019 / Accepted: 20 March 2020 / Published online: 1 April 2020 
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
Fundamental design goal of a typical wireless sensor network is to optimize energy consumption. Recent studies have con-
firmed that node clustering mechanism efficiently utilizes energy resource of the network by organizing nodes into a set of 
clusters and helps in extending the network lifetime. Most of the existing node clustering schemes suffers from non-uniform 
distribution of cluster heads, unbalanced load problem among clusters and left-out node issues. In order to solve these issues, 
we have focused on to design a load-balanced clustering scheme which also resolves the left-out nodes problem. This study 
proposes a hybrid meta-heuristic technique where best features of Artificial Bee Colony and Differential Evolution are 
combined to evaluate the best set of load-balanced cluster heads. For energy efficient and load-balanced clustering, a novel 
objective function is derived based on average energy, intra-cluster distance and delay parameters. Following this, Artificial 
Bee Colony based meta-heuristic algorithm is proposed for the dynamic re-localization of the mobile sink within a cluster-
based network infrastructure. Performance comparison of the proposed scheme with the existing three well known schemes 
is evaluated under different network scenarios. Simulation results validate that the proposed scheme performs better in terms 
of average energy consumption, total energy consumption, residual energy, and network lifetime.

Keywords  Clustering · Mobile sink · Artificial bee colony · Differential evolution · WSN

1  Introduction

A typical Mobile Sink based Wireless Sensor Network 
(MSWSN) has a set of sensor nodes that are deployed to 
the area of interest for sensing and monitoring of the physi-
cal phenomenon of the environment (Akyildiz et al. 2002; 
Akkaya et al. 2007; Alsalih et al. 2007; Abbasi and Younis 
2007; Anastasi et al. 2009). In MSWSN, one or more mobile 
sinks are deployed that has locomotive capability to move 
within the network. Each sensor node is generally equipped 
with a microcontroller unit, radio unit, storage unit, power 
unit and one or more sensors. Due to low-cost and small 
size, a sensor node generally has limited energy reserve 
which is supplied by 2AA battery (Kaur et al. 2018). In 
order to provide longevity of the deployed sensor network, 
smart uses of the energy resource of any sensor nodes are 

paramount requirement (Akyildiz et al. 2002; Akkaya et al. 
2007; Anastasi et al. 2009).

Recent studied (Anastasi et  al. 2009; Alsalih et  al. 
2007; Abbasi and Younis 2007; Heinzelman et al. 2002; 
RejinaParvin and Vasanthanayaki 2015; Srinivasa Rao 
and Banka 2015; Mann and Singh 2016; Rao et al. 2016; 
Gupta et al. 2018a; Sarkar and Senthil Murugan 2017) 
have confirmed that node clustering mechanism efficiently 
utilizes energy of the network by organizing nodes into a 
set of clusters and helps in extending the network lifetime. 
Most of the existing node clustering schemes (Alsalih 
et al. 2007; Abbasi and Younis 2007; Heinzelman et al. 
2002; RejinaParvin and Vasanthanayaki 2015; Srinivasa 
Rao and Banka 2015; Mann and Singh 2016; Rao et al. 
2016; Sarkar and Senthil Murugan 2017) suffers from non-
uniform distribution of cluster heads, unbalanced loads 
problem among clusters and left-out node issues. Due to 
non-uniform distribution of the cluster heads, some cluster 
heads become overloaded and die early which causes poor 
network lifetime. In addition, existing clustering scheme 
also suffers from left-out nodes problem where some 
remote nodes would not able to join any clusters, due to 
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its communication unreachability with the nearby cluster 
heads and not able to transmit its sensed data to any cluster 
heads. In order to solve these issues, this work focuses on 
to design a load-balanced clustering scheme which also 
considers the left-out nodes problem.

There are various techniques are proposed in the literature 
for enhancing the longevity of the deployed sensor network 
such as duty cycling, clustering, use of mobile sink and so 
on. In this research work, we focus on a hybrid technique 
which incorporates best features of clustering and mobile 
sink based techniques in order to enhance the network life-
time. In the clustering technique, sensor nodes are organ-
ized into a set of clusters where each cluster has a cluster 
coordinator node, called cluster head (CH) and remaining 
nodes of the cluster, called cluster members (CMs) (Abbasi 
and Younis 2007; Heinzelman et al. 2002). Clustering tech-
nique offers various advantages such as reduction of inter-
cluster traffic, load-balancing within the network, increases 
the scalability and network lifetime. In addition, mobile sink 
(MS) based various solutions are also available in Shi and 
Hou (2008), Cayirpunar et al. (2013a, b, 2015), Abdul Latiff 
et al. (2011) and Singh and Kumar (2019) for enhancing the 
network lifetime. Since, placement of the MS and its move-
ment affects the performance of the network in terms of net-
work lifetime (Shi and Hou 2008; Cayirpunar et al. 2013a, b, 
2015; Abdul Latiff et al. 2011; Singh et al. 2013; Alia 2017; 
Singh and Kumar 2019). Movement of the MS near to each 
node for data collection, can save the energy, spent in trans-
ferring a data packet from sensor node to the static sink via 
multi-hop communication. But, it introduces latency in data 
gathering from the network. In order to overcome trade-off 
between energy saving and latency parameter, smart reposi-
tioning of the mobile sink within the network to balance the 
energy uses of all transmitting CHs is a challenging research 
problem (Shi and Hou 2008).

This article presents a hybrid method which integrates 
the clustering technique with the mobile sink and proposed 
a novel scheme for the formation of a scalable network infra-
structure. The noteworthy contributions of the proposed 
research work are as follows:

•	 To provide load-balanced node clustering, a novel hybrid 
of Artificial Bee Colony (ABC) with Differential Evo-
lution (DE) based meta-heuristic technique, named as 
ABC-DE based clustering scheme, is proposed.

•	 For selection of load balanced CHs, a novel objective 
function and efficient encoding technique are formulated.

•	 In order to resolve the trade-off between energy con-
sumption and latency, Artificial Bee Colony based meta-
heuristic algorithm is proposed for dynamic reposition-
ing of the mobile sink within the network.

•	 Performance evaluation of the proposed scheme is evalu-
ated and compare with the state-of-art schemes in terms 

of energy consumption, residual energy and network life-
time.

The remaining parts of the paper are organized as fol-
lows: Sect. 2 provides a brief overview of the related work. 
In Sect. 3, network model and various assumptions are dis-
cussed. Section 4 presents the formulation of the objective 
function, and proposed meta-heuristic based scheme for 
clustering and repositioning of the mobile sink. Section 5 
presents performance evaluation of the proposed scheme and 
its comparative studied with the state-of-art scheme. Finally, 
Sect. 6 concludes the proposed scheme and its performance.

2 � Related work

In the last decade, several studies are published in the litera-
ture for improving the performance of the WSNs by adopt-
ing mobile sinks (MS). In this section, we have reviewed 
some of the pertinent studied related to node clustering and 
mobile sink based schemes. Heinzelman et al. (2002) have 
proposed a clustering protocol for WSN, called as LEACH. 
In this protocol, cluster heads are selected using probabilis-
tic formula of energy and number of rounds as parameters. 
Practically, this protocol suffers from many problems such 
as low-scalability, unbalanced load assignment to CHs and 
left-out nodes problem. In RejinaParvin and Vasanthanayaki 
(2015), a PSO-based cluster heads and clustering protocol, 
known as E-OEERP has been proposed. This research work 
concerns about the left-out nodes problem, but, it suffers 
from non-uniform placement of CHs as well as unbalanced 
load problem at CHs.

In Srinivasa Rao and Banka (2015), a clustering scheme 
using chemical reaction optimization (CRO) based meta-
heuristic was proposed. This scheme also does not ensure 
uniform distribution of cluster heads that creates energy 
hole near to the base station. Mann and Singh (2016) have 
proposed artificial bee colony meta-heuristic based scheme 
for clustering and routing problem. This work also does 
not consider node-left out problem and load-balancing at 
CHs. In Rao et al. (2016), PSO-based cluster head selection 
algorithm is given, known as PSO-ECHS. This algorithm 
uses three parameters such as remaining energy, distance 
between CH and CMs, and distance between CHs and base 
station, to design fitness function. The main limitations of 
this scheme are that it suffers from non-uniform placement 
of CHs and does not consider load-balancing and left-out 
nodes problem.

In Sarkar and Senthil Murugan (2017), a firefly meta-
heuristic technique based cluster heads selection scheme 
has been proposed where energy and delay parameter are 
considered to decide the selection process. This scheme nei-
ther considers left-out nodes problem nor load balancing 
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problem. Gupta et al. (2018a) have proposed Cuckoo Search 
based meta-heuristic scheme for selection of cluster heads 
and Harmony Search based scheme for routing of the col-
lected sensed data from CHs to base station.

In Wang et al. (2005), application of a controlled mobile 
sink was discussed for the improvement of the network life-
time of the WSN. This work has formulated the network 
lifetime maximization problem by using integer linear pro-
gramming based optimization scheme in order to get opti-
mal location of the mobile sink and its stopover time. This 
paper also proposed centralized algorithm for determining 
the routes of the mobile sink and its stopover time by using 
mixed-integer linear programming. In Shi and Hou (2008), 
authors have proposed a mobile sink based scheme for 
extending the network life time by moving a mobile sink at 
different locations of the network. In this work, it is assumed 
that MS has inexhaustible energy resource and to balance the 
power consumption of the sensor nodes, sinks are moved to 
different locations. The authors in Shi and Hou (2008) use 
two different cases such as when number of MS’s location is 
finite and when it is infinite for solving this problem.

Abdul Latiff et al. (2011) have proposed a novel scheme 
for delay-tolerant WSN for improving its lifetime by repo-
sitioning the mobile sink. The main objective of this work 
was to determine optimal path and stop location of the MS 
in order to gather the sensed data from the network. This 
scheme also uses clustering scheme to organize the sensor 
nodes into a set of clusters. A PSO-based algorithm is pro-
posed for repositioning of the MS within the network. The 
work proposed in Abdul Latiff et al. (2011) known as PSO-
BSP. In this work, two main limitations were observed. First, 
selection of CHs is based on only residual energy of the 
eligible nodes however authors have not consider other fac-
tor such as coverage of CHs, delay and load balancing factor 
that may improve the network lifetime. Second, distribution 
of CHs is not uniform and also once CHs are selected, they 
are remained fixed during the lifetime of the network. This 
may generally cause unbalanced energy consumption prob-
lem. In Singh et al. (2013), authors have studied impact of 
the MS in a cluster based WSN where two type of MS itiner-
ary were considered such as circular itinerary and cross-
shaped itinerary. For controlling the movement of the MS, 
a fuzzy inference system was designed which guides move-
ment of the MS for visiting the CHs for data collection. For 
the fuzzification process, two input parameters were consid-
ered such as residual energy of the CH and its distance with 
the MS. This scheme is also suffered from latency problem.

Cayirpunar et al. (2013a) have studied effects of the 
MS repositioning and proposed a novel optimization algo-
rithm. This proposed optimization algorithm was evalu-
ated under three different mobility patterns such as spiral, 
random and grid. This work has also modeled the problem 
using mixed integer programming to illustrate the effects 

of MS mobility over the network lifetime of the WSN (Cay-
irpunar et al. 2013b). Experimental results of the proposed 
work claimed that spiral mobility enhances 35% network 
lifetime compare to random mobility and 25% compare 
to the grid mobility followed by MS. In Cayirpunar et al. 
(2015), authors have focused on the optimal mobility pat-
tern problem for the MS. For repositioning of the MS, two 
mobility patterns are proposed such as Gaussian mobility 
as well as optimized spiral patterns. A mathematical analy-
sis of the proposed mobility patterns is also discussed.

In Alia (2017), harmony search based meta-heuristic 
algorithm is proposed for clustering of sensor nodes and 
also for dynamic repositioning of the MS for MSWSNs. 
In this work, for selection of CHs, a fitness function is 
derived based of three parameters such as residual energy 
of the competing node and its distance from cluster mem-
ber as well as base station. There are two main drawbacks 
are observed in this work. First, proposed scheme does not 
ensure uniform distribution of CHs. This is due to fact that 
one of the components of the fitness function was distance 
between CH and base station and proposed scheme try to 
minimize this factor which causes selection of the CHs 
near to the base station. Second, proposed scheme does 
not consider some very important factor such as delay and 
coverage of the CHs during CHs selection. There are few 
survey papers available in the literature such as Younis 
and Akkaya (2008), Saleem et al. (2011), Yang and Kara-
manoglu (2013), Silva et al. (2014), Yurtkuran and Emel 
(2015) and Siddique and Adeli (2015), interested readers 
may refers these paper for further studies in the area of 
mobile sink based WSNs and its various challenges. In 
Dattatraya and Rao (2019), a hybrid of GSO and Fruitfly 
Optimization i.e. FFOA is used for selection of CHs. This 
scheme does not consider optimization of sink node loca-
tion within the network so that energy consumption will 
be balanced for all CHs.

In Arora et al. (2019), an ACO-based routing scheme is 
proposed for intra-cluster communication. In this scheme, 
ACO is used for discovering the multiple paths between CH 
and CMs. Similarly, in Zou and Qian (2018), an improved 
ACO-based adaptive routing scheme is proposed where 
transfer function for each sensor node is constructed to select 
a dynamic route. Kumar and Dash (2019) have proposed a 
network flow approach based data transmission scheme from 
sensor nodes to the mobile sink. This scheme used two dif-
ferent data model for receiving the data packets from SNs 
nodes to MS. These schemes do not consider optimization 
of sink node location within the network so that energy con-
sumption will be balanced for all CHs. Similarly, in Mehra 
et al. (2020), fuzzy based balanced CHs selection scheme 
is proposed where three parameters are considered such as 
energy node density and distance from sink node. The main 
limitation of this approach is that nodes nearest to the sink 
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will get priority which results in non-uniform distribution 
of CHs within the network.

Most of the existing node clustering scheme as reviewed 
in this section, do not consider various issues such as non-
uniform distribution of cluster heads, load-balancing and 
left-out nodes issues. These issues severely affect the per-
formance of the network in terms of network lifetime. In 
order to solve these issues as mentions above, we have pro-
posed a novel hybrid meta-heuristic optimization technique 
by combining the best features of Artificial Bee Colony and 
Differential Evolution meta-heuristic algorithms for select-
ing the load-balanced cluster heads. The proposed scheme 
not only provides evenly distribution of CHs and inclusion 
of the left-out nodes but also optimizes the placement of the 
mobile sink within the network to further save the energy 
consumption during communication between CHs and MS 
and thus, enhances the network lifetime.

3 � System model and assumptions

In this research work, we have used a system model similar 
to model used in Heinzelman et al. (2002), Alia (2017) and 
Gupta et al. (2018b) which possesses following properties.

•	 Sensor nodes are stochastically and evenly distributed 
over a two dimensional area of interest and their location 
is static after deployment.

•	 All sensor nodes are homogeneous and have equal initial 
energy.

•	 Data sensed by the sensor nodes can be transported to its 
neighboring sensor nodes that are in their communication 
range.

•	 Each sensor node has limited energy and it decreases 
when node is involved in transmission and receiving 
activities of the packet.

•	 There is a mobile sink which has sufficient energy 
resource.

In WSN, sensor nodes are generally operated with help 
of 2AA battery. Hence, we need an energy model in order to 
estimate energy consumption of the sensor node during its 
different functioning. In this work, we consider an energy 
model similar to the energy model used in Heinzelman et al. 
(2002), Singh et al. (2013), Alia (2017) and Gupta et al. 
(2018b).

For transmitting a packet of ‘L’ bits from a sender node to 
a receiver node of distance d, energy spent in transmission 
is estimated using Eq. (1).

(1)ETx
(L, d) =

{
L ∗ Eelec + L ∗ 𝜖fs ∗ d2 if d ≤ d0
L ∗ Eelec + L ∗ 𝜖mp ∗ d4 if d > d0

.

Here Eelec . is energy dissipation of node circuit and 
do =

√
�fs

�mp

 . �fs and �mp are amplifier energy in a free space 

and multipath propagation model, respectively. And for 
receiving a packet of ‘L’ bits, energy consumption is esti-
mated using Eq. (2).

4 � Proposed load balanced clustering 
scheme using hybrid meta‑heuristic 
technique

In this section, first linear programming formulation for the 
CHs selection is discussed. After this, a detail discussion on 
the proposed load balanced clustering scheme using Hybrid 
of Artificial Bee Colony (ABC) and Differential Evolution 
(DE) based meta-heuristic technique, named as ABC-DE 
based clustering scheme, is discussed. Next, Artificial Bee 
Colony (ABC) meta-heuristic based Mobile Sink re-locali-
zation algorithm is presented.

4.1 � Linear programming formulation for cluster 
heads selection problem

The main goal of proposed scheme is to select a set of CHs 
that should be evenly distributed throughout network. For 
the selection of appropriate set of CHs, different parameters 
such as average energy, intra-cluster distance and delay are 
considered. Let f1 , f2 and f3 be the Intra-Cluster distance, 
Average Energy of CHs and delay factors, respectively. 
Therefore linear programming of optimal selection of the 
CHs is expressed as follows:

Subject to

The constraint illustrated in (constraint-1) states that 
cluster members (CMs) must be in the communication 
range of CH nodes. The constraint illustrated in (con-
straint-2) states that energy of all CH must be greater 
than threshold energy. In constraint illustrated in (con-
straint-3), �i controls effects of each parameter of the 

(2)ERx
(L) = L ∗ Eelec

(3)Minimize ∶ F = �1 × f1 + �2 × f2 + �3 × f3

dis
(
CMi,CH

)
≤ dmax (constraint − 1)

ECHj
> ETH , 1 ≤ j ≤ m (constraint − 2)

0 < 𝜔i < 1 1 ≤ i ≤ 3 (constraint − 3)

0 < fi < 1 1 ≤ i ≤ 3 (constraint − 4)
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fitness function, since fitness function is represented as 
weighted sum of three parameters such that f1 , f2 and f3.

4.2 � Formulation of the objective function

Our objective function contains three components such 
as average intra-cluster distance, average energy of CHs 
and delay. The description of individual components is 
described as follows:

(a)	 Average Intra-Cluster Distance ( f1 ): The main goal of 
this parameter is to minimize intra cluster distance by 
selecting CH which is closer to their cluster members.

	   Here, d
(
CHi,CMj

)
 is the distance between the cluster 

heads and their respective cluster members and ci is the 
total number of cluster members in the ith cluster and 
p is the number of CHs.

(b)	 Average Energy of Cluster Heads: This is defined as 
the sum of the ratio of residual energy of all cluster 
members in a cluster i with the residual energy of the 
cluster head of cluster i.

 where Ej is the residual energy of cluster member, j 
and ci is total number of cluster member in the ith clus-
ter. ECHi

 is the residual energy of the ith CH. By mini-
mizing f2, it is expected that the CH selection and clus-
ter formation process may be optimized in terms of 
energy consumption to enhance the network lifetime. 
In order to minimize f2, numerator part of 
Eq. (5),

∑ci
j=1

Ej , needs to be minimal, while the selected 
CH must have maximum residual energy. The node 
which is having greater energy level tends to become 
the CHs.

(c)	 Delay: The main goal of this parameter is to optimized 
data transmission delay. In a cluster based WSN, delay 
in data collection depends on the size of the cluster. In 
other words, it is proportional to the number of CMs 
in a cluster. So, size of the cluster should be optimal to 
minimize the delay parameter. Delay component f3 can 
be described as follows:

(4)Minimize f1 =
1

p
×

p�
i=1

∑ci
j=1

d
�
CHi,CMj

�
��ci��

(5)Minimize f2 =

p�
i=1

�∑ci
j=1

Ej

ECHi

�

(6)Minimize f3 =
max

p

j=1

(
cj
)

n

	   Here cj is the number of CMs in the jth cluster and p 
is the number of CHs and n is the total number of sen-
sor nodes.

	   So the objective function F can be expressed as 
weighted sum of three components f1, f2 , and f3 as 
described in Eqs. (4), (5), and (6), respectively. Equa-
tion (7) illustrates the objective function (F) for evaluat-
ing the optimal number of CHs.

where �1 + �2 + �3 = 1 and �i ∈ [0, 1] . The constant 
� indicates the contribution of f1 , f2 and f3 in the objec-
tive function F.

4.3 � Hybrid ABC‑DE based meta‑heuristic algorithm 
for load balanced node clustering

The proposed Hybrid ABC-DE based metaheuristic algo-
rithm works in three phases such as Initialization phase, 
Employee bee phase and Onlooker bee phase. Description 
of each phase is described as follows:

(a)	 Initialization Phase: In this phase, an initial population 
which is represented as a matrix of dimension S × D, is 
generated. Here D is dimension of solution vector and 
S is the number of solution vector. Each row of popu-
lation matrix represents possible candidate of CHs for 
solution vector. Each solution vector is initialized ran-
domly and the size of each solution vector is the num-
ber of required CHs. Each element of solution vector 
represents a sensor node. Representation of the initial 
population is illustrated in Eq. (8). In Hybrid ABC-DE 
based meta-heuristic algorithm, an employ bee phase 
uses first half of population matrix and onlooker bee 
phase uses second half of population matrix for its pro-
cessing. In Eq. (8), f

(
xi
)
 represent fitness estimation of 

solution vector xi.

(b)	 Employed bee phase: In this phase, first we generate a 
random solution vector by using Eqs. (9) and (10).

(7)

F = �1 ×
1

p
×

p�
i=1

∑ci
j=1

d
�
CHi,CMj

�
��Ci

��
+ �2

×

p�
i=1

�∑ci
j=1

Ej

ECHi

�
+ �3 ×

max
p

j=1

�
cj
�

n

(8)

⎛⎜⎜⎜⎝

x1
i

x2
i

⋯ xD
i

x1
i+1

x2
i+1

⋯ xD
i

⋮

x1
s

x2
s

⋯ xD
s

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

f (xi)

f (xi+1)

⋮

f (xs)

⎞⎟⎟⎟⎠
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where vx
i,d

 , represents x component of solution vector 
and vy

i,d
, represents y component of solution vector. Here 

x and y are the coordinate of a sensor node i. Here r is 
a uniform random number between [− 1, 1] and xmin

i,d
 , 

xmax
i,d

 denotes the lower and upper bounds of the x coor-
dinates of CHs position and ymax

i,d
, ymin

k,d
 denotes the lower 

and upper bounds of the y coordinates of CHs position. 
Next, a sensor node closest to the randomly generated 
sensor node position ( vx

i,d
, v

y

i,d
 ) is selected. After this, 

fitness of this new solution vector vi is evaluated. If fit-
ness value of vi is better than xi, then vi replace the old 
solution vector xi in the population matrix.

(c)	 Onlooker bee phase: In this phase, a Differential Evo-
lution (DE) (Yurtkuran and Emel 2015) based meta-
heuristic algorithm is employed. Since the onlooker bee 
phase of the original ABC [26] algorithm endures lack 
of exploitation, i.e., incapable of applying available 
information to find better solution. Many researchers 
have analyzed this fact and observed that it will ulti-
mately affect the ABC algorithm’s convergence rate. 
In order to enhance the convergence speed of ABC, we 
have proposed a hybrid of ABC with DE (Yurtkuran 
and Emel 2015; Siddique and Adeli 2015) where 
onlooker bee phase is evaluated using DE-based meta-
heuristic algorithm. DE-based metaheuristic generally 
contains three sub phases such as Initialization, Muta-
tion and Crossover, working of each phase is described 
as follows:

	 (i)	 Initialization Phase: In initialization phase of the 
DE, an initial population is generated which is 
nothing but the second half of population matrix 
represented in Eq. (8).

	 (ii)	 Mutation Phase: In the phase, first two solution 
vectors xi1 , xi2 randomly selected from initial 
population matrix which is generated in initiali-
zation phase. Based on these randomly selected 
solution vector, a new solution ui is generated by 
using following equation:

where ux
i,d
, u

y

i,d
 indicate the coordinates of x and 

y of ith solution. xi1 , xi2 are the two randomly 
chosen vectors from the population matrix and 

(9)vx
i,d

= xmin
i,d

+ r ×
(
xmax
i,d

− xmin
k,d

)
, d = 1, 2,…D

(10)v
y

i,d
= ymin

i,d
+ r ×

(
ymax
i,d

− ymin
k,d

)
, d = 1, 2,…D

(11)ux
i,d

= xbest + k ×
(
xi1 − xi2

)

(12)u
y

i,d
= ybest + k ×

(
yi1 − yi2

)

xbest and ybest is the component of a solution 
vector whose fitness is best among the initial 
population. k is a scaling factor whose value is 
taken as 0.3. It is observed that at the obtained 
value of ui , it may be possible that there is no 
sensor node located. So, we choose a nearest 
node to the obtained value of ui and take it as a 
new solution. This new solution ui generated in 
this phase is called trial solution.

	 (iii)	 Crossover Phase: In this phase, a crossover 
operation is performed between the trial solu-
tion vector (ui) and the parent solution vectors 
(xi). Here parent solution xi is the initial popula-
tion vector of the DE. The crossover operation 
is performed by using expression as illustrated 
in Eq. (13). In the crossover operation, first a 
random value is generated between the range [0, 
1] and compares its value with Crossover Rate 
(CR). If the generated value is less than equal 
to CR then corresponding element Offspring 
( x′

id
 ) will carry the corresponding element of 

trial solution uid otherwise it wil carry the cor-
responding element of parent vector ( xid).

		    Here the value of r ∈ [0, 1] and CR is the 
crossover rate which is set to 0.4. Selection 
operator is applied for selecting the best solu-
tion. We have used greedy selection among the 
solution vectors, obtained in parent solution 
vectors and offspring solution vectors. In this 
way, we obtain a best solution vector for this 
iteration.

(d)	 Scout bee phase: If the present iteration round is less 
than the maximum iteration number, tmax, then this 
phase begin its processing. In this phase, the scout 
bee will search for a new set of solutions (i.e. set of 
CHs) by using Eqs. (11) and (12) again. In this way, 
we select the best sets of CHs from randomly deployed 
sensor nodes. After each iteration, the set of CHs will 
be replaced by a new set of CHs with better fitness val-
ues. Algorithm 1 described the steps of the proposed 
clustering protocol which is listed in Fig. 1.

4.4 � Artificial Bee Colony (ABC)‑based meta‑heuristic 
algorithm for Re‑localization of mobile sink 
(MS)

In this section, first, description of the fitness function used 
to determine the optimal location of the MS, is presented. 

(13)x
�

id
=

{
uid, if r ≤ CR

xid, otherwise



5289Load balanced clustering scheme using hybrid metaheuristic technique for mobile sink based…

1 3

Next, Artificial Bee Colony (ABC)-based meta-heuristic 
algorithm is proposed for re-localization of the MS within 
the network.

4.4.1 � Objective function used in ABC‑based re‑localization 
of the MS

This section discusses the derivation of the objective func-
tion used for selecting the best optimal location of the MS. 
Here, the best position of the MS is the centre position 
of all the CHs. The objective function is formulated as 
follows:

Here PosMS and PosCHj
 are position coordinate of the 

MS and CHj , respectively. The value of p is number of 
CHs. MSobj is fitness function which intends to minimize 
the highest Euclidean distance between the MS and all 

(14)
Minimize MSobj = max∀CHj,1≥j≥p

�
‖POSMS,POSCHj

‖
�

CHs with a specific end goal to reduce the energy utiliza-
tion equally between the CHs. The position of the MS that 
can give the minimum effective value of the MSobj, will be 
chosen as its new position.

4.4.2 � Description of proposed re‑localization algorithm

To balance the energy consumption of CHs, we have pro-
posed an Artificial Bee Colony (ABC)-based meta-heuristic 
algorithm for the re-localization of the MS within the net-
work. In the proposed algorithm, the MS relocate itself in 
order to balance energy consumption spent during the com-
munication with CHs. For this purpose, optimal location of 
the MS needs to be estimated based on the location of all 
CHs. In this research work, we have utilized an Artificial 
Bee Colony (ABC) based meta-heuristic algorithm for re-
localization of the MS with objective to find optimal position 
of the MS which minimizes the distance between CHs and 
MS. The proposed ABC-based MS-relocalization algorithm 
works in four phases such as initialization, employee bee 

Fig. 1   Pseudo code of the pro-
posed hybrid ABC-DE based 
clustering algorithm

Algorithm 1.  Proposed Hybrid ABC-DE based Clustering Algorithm

Input:  set of sensor nodes S ={s1,s2, ….,sN}and N is total number of sensor nodes

Output : Optimal position of CHs.

Phase 1: Initialization 
1: Generate initial population   where each individual of the solution vector is a ,  =  1, . . .,

possible candidate for becoming a CH.

2: First half of the initial populations are set as Employed bees. However, second half are set as 

Onlooker bees.

3: Evaluate the fitness of each individual solution.

4: round = 1;

5: Repeat 
// Phase 2 begin 
6. for (each employed bee solution  )

7:      create new solution  using Eq. (9)  & Eq. (10)  

8:      Calculate fitness of new solution 

9:       if (  <   )  //  represents fitness value of   ( ) ( )) ( )

10: = ;

11:     end if
12: end for
//Phase 3 begin
13:  for (each onlooker’s bee solution ) 

14:     Apply mutation operator using Eq. (11) & Eq. (12)) to create a trial solution ui;

15:     Apply crossover operation using Eq. (13) to create an offspring ;'

16:      if (   )( ') < (

17:          = ;'

18:      end if
19:  end for
20: store the solution vector with  the best fitness value 

21: round = round + 1

22: Goto step 6 if (round <= tmax)

23: end 
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phase, onlooker phase and scout bee phase. Description of 
each phase is presented as follows:

(a)	 Initialization phase: In this phase, an initial popula-
tion is generated. Here, we have generated S number 
of solution vector as initial population. Each solution 
vector is initialized randomly as illustrated in Eq. (15). 
Each row of population matrix represents possible x 
and y coordinate for the MS position. In ABC-based 
metaheuristic algorithm, Employ Bee phase uses first 
half of population matrix and the Onlooker Bee phase 
uses second half of population matrix for its process-
ing. In Eq. (15), f

(
Posi.x,Posi.y

)
 represent fitness value 

of solution vector [Posi.x,Posi.y]

(b)	 Employed bee phase: In this phase, a new solution of 
the possible set of coordinates for locating the MS is 
generated. A new solution ( InitVecj ) is generated by 
using Eqs. (17) and (18).

	   Here Posj.x and Posj.y indicate the coordinates of 
x and y of jth vector. To load the ABC memory with 
logical value vectors with respect to the locations of 
the CHs, rand() function is used which produces an 
arbitrary number ∈ [0, 1]. Tpx and Tpy are the topmost 
level of x-coordinate and y-coordinate of all CHs posi-
tions, and Botx and Boty are the bottommost level of the 
coordinates of x and y of all CHs positions. Then, we 
calculate fitness of the new solution vector InitVecj . If 
fitness value of InitVecj is better then old solution, then 
InitVecj replace the old solution vector in the popula-
tion matrix.

(c)	 Onlooker bee phase: In this phase, an onlooker bee 
chooses the coordinate of the MS based on a probabil-
ity value as described in Eq. (19). Here, fi . represent 
fitness of new solution and also performs a local search 
on new solution according to Eqs. (17) and (18) and 
the new solution has greater probability, then the new 
solution will overwrite old solution.

(15)

⎛
⎜⎜⎜⎜⎜⎜⎝

Posi.x,Posi.y
Posi+1.x,Posi+1.y

.

.

.

PosS.x,PosS.y

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎝

f
�
Posi.x,Posi.y

�
f
�
Posi+1.x,Posi+1.y

�
.

.

.

f
�
PosS.x,PosS.y

�

⎞
⎟⎟⎟⎟⎟⎟⎠

(16)InitVecj =
[
Posj.x,Posj.y

]

(17)Posj.x = rand() ×
(
Tpx − Botx

)
+ Botx

(18)Posj.y = rand() ×
(
Tpy − Boty

)
+ Boty.

(d)	 Scout bee phase: If present iteration (t) is less than the 
maximum iteration (tmax), the process of Scout bee 
phase will start. In this phase, scout bee will search a 
new set of solutions (i.e. location of the MS) with help 
of Eqs. (17) and (18) again. In this way, we select the 
best coordinates of the MS from randomly deployed sen-
sor nodes. After each round, the coordinates of the MS 
will be replaced by a new coordinates of the MS with 
better fitness values. Flowchart of the proposed Artifi-
cial Bee Colony (ABC)-based meta-heuristic algorithm 
for re-localization of the MS is illustrated in Fig. 2.

(19)pi =
fi∑S

n=1
fi

Start

Generate Initial Population

Evaluate the fitness of each initial position of the MS

t = 0

Onlooker Bees Phase

1. Generate new position of the MS based on Probability value using Eq.(19)  

2. Evaluate Fitness of new position

3. Select new or old position based on its fitness value

Employed Bees Phase

1. Generate new position of the MS using Eq.(17) & Eq. (18)  

2. Evaluate Fitness of new position

3. Select new or old position based on its fitness value

Yes 

t = t + 1

t < tmax

End

No

Store the best position of the MS

Scout Bee 
Phase

Fig. 2   Flow chart of ABC-based re-localization of the of mobile sink
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5 � Performance evaluation and result 
analysis

In this section, performance analysis of the proposed ABC-
DE-based scheme and its comparative study with the state-
of-art solutions such as LEACH (Heinzelman et al. 2002), 
PSO-BSP (Abdul Latiff et al. 2011) and HS (Alia 2017) are 
discussed. Simulation of the proposed scheme and the state-
of-art solutions such as LEACH (Heinzelman et al. 2002), 
PSO-BSP (Abdul Latiff et al. 2011) and HS (Alia 2017) are 
done with help of custom simulator using MATLAB R2009 
tool. The main objective of this paper is to design cluster 
based network model and also to determine optimal place-
ment of the mobile sink within the network. Since a typi-
cal WSN is generally functions in a low duty cycle mode, 
impacts of the packet collisions perceive by MAC layer, over 
energy consumption should not be a big factor. Table 1 illus-
trates parameters list used in the simulation experiments. 
Simulation results shown in this paper were estimated by 

averaging 25 independent executions of the experiment. 
Confidence interval of the simulation results is 95%.

5.1 � Result analysis in terms of energy consumption

In this simulation experiments, initial energy of each sensor 
node is set to 2 J and total 100 sensor nodes are randomly 
and uniformly distributed over a 200 × 200 monitoring area 
of interest. Figures 3 and 4 illustrates the performance com-
parison of the proposed ABC-DE based scheme with the 
state-of-art clustering solutions such as LEACH (Heinzel-
man et al. 2002), PSO-BSP (Abdul Latiff et al. 2011) and 
HS (Alia 2017) in terms of total energy consumption and 
average energy consumption, respectively. It can be exam-
ined from the Fig. 3 that the proposed Hybrid ABC-DE 
based scheme consumes notably less energy compare to the 
LEACH (Heinzelman et al. 2002), PSO-BSP (Abdul Latiff 
et al. 2011) and HS (Alia 2017). This is due to fact that CHs 
are selected uniformly from the whole network and its load 
is also balanced. However, LEACH suffers from an uneven 
distribution of CHs that causes more energy consumptions. 
Selection of the CHs determined by the proposed scheme 
is better than other three schemes, which results in better 
performance. Other factor which makes an impact in saving 
energy is the uniform energy consumption between CHs and 
the mobile sink.

Figures 5 and 6 noticeably illustrates the performance 
comparison of the proposed ABC-DE based clustering 
scheme by varying the node density within the network 
in terms of total energy consumption in the network and 

Table 1   Parameters list used in simulation experiments

Parameters Value

Size of network area 200 × 200 m2

Number of sensor nodes 100–300
Initial energy 2 J, 200 J
% of CHs 10–15
Eelec 50 nJ/bit
Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

d0 87.00
dmax 25 m
Packet length 4000 bits
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average energy consumption, respectively. In this experi-
ment, nodes are varied from 100 to 300. It can be notably 
observed from the figure that the proposed ADC-DE based 
scheme outperforms the other schemes. This is because of 
the fact that the proposed ABC-DE based scheme offers a 
uniform distribution of the CHs, which balanced the load of 
the CHs and also due to re-localization of the MS, distance 
between the CHs and the MS is also optimized which save 
a lot of communication energy of the nodes. Hence, perfor-
mance of the ABC-DE is better than the rest.

5.2 � Result analysis in terms of residual energy

In this experiment, initial energy of each node is set to 200 J 
and total 100 sensor nodes are randomly and uniformly 

distributed over a 200 × 200 monitoring area of interest. 
Performance comparison of the proposed ABC-DE based 
scheme is illustrated in terms of total residual energy in 
Fig. 7. This figure shows that the proposed ABC-DE based 
clustering scheme outperforms the rest of the scheme in 
terms total residual energy consumption. This is due to facts 
that CHs are evenly selected and also dynamic re-localiza-
tion of mobile sink is incorporated which reduce the trave-
ling distance of data packet from CHs to the MS. However, 
other schemes such as LEACH (Heinzelman et al. 2002), 
PSO-BSP (Abdul Latiff et al. 2011) and HS (Alia 2017) do 
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not distribute CHs evenly which causes more uneven energy 
consumptions.

5.3 � Result analysis in terms of network lifetime

Figure 8 demonstrates total number of alive nodes after a 
number of simulation rounds by each clustering scheme. In 
this experiment, total 200 sensor nodes are randomly and 
uniformly distributed over a 200 × 200 monitoring area of 
interest. Initial energy of each node is set to 2 J. From the 
Fig. 8, it can be observed that ABC-DE based scheme is 
more efficient that the other schemes. This is due to fact that 
for the ABC-DE based scheme, CHs are evenly distributed 
and data transportation distance between CHs and the MS 
is dynamically adjusted that save a lot of energy. Hence, the 
network lifetime of the proposed scheme is better compare 
to the other schemes.

6 � Conclusions

In this research work, a novel hybrid meta-heuristic tech-
nique is proposed for node clustering problem where best 
features of Artificial Bee Colony and Differential Evolution 
are combined to evaluate the best set of load-balanced clus-
ter heads in mobile sink based WSN. In addition, an Arti-
ficial Bee Colony based meta-heuristic algorithm is also 
proposed for dynamic placement of the mobile sink for the 
further optimization of the energy consumption and load 
balancing. A novel fitness function and population encoding 
method are devised for the optimization algorithm. Simula-
tion experiments and its analysis was carried out to observed 
the performance of the proposed scheme in terms of total 
energy consumption, total residual energy and network life-
time. Simulation results confirm that the proposed scheme 
significantly save the network energy consumption by 
introducing uniform selection of CHs and load distribution 
among them. Moreover, dynamic adjustment of mobile sink 
placement within network also improves the performance of 
the network lifetime. In future, we plan to extend this work 
for underwater wireless sensor network with multiple sink 
nodes and also plan for performance analysis of the proposed 
scheme for cognitive radio based sensor networks.

Acknowledgements  This work is supported by the SEED Grant Project 
(NITRR/Seed Grant/2016-17/21), National Institute of Technology, 
Raipur, India.

References

Abbasi AA, Younis M (2007) A survey on clustering algo-
rithms for wireless sensor networks. Comput Commun 
30(14–15):2826–2841

Abdul Latiff NA, Abdullatiff NM, Ahmad RB (2011) Extending wire-
less sensor network lifetime with base station repositioning. In: 
Proceedings of the 2011 IEEE symposium on industrial electron-
ics and applications, Langkawi, pp 241–246

Akkaya K, Younis M, Youssef W (2007) Positioning of base stations 
in wireless sensor networks. IEEE Commun Mag 45(4):96–102

Akyildiz I, Su W, Sankarasubramaniam Y, Cayirci E (2002) Wireless 
sensor networks: a survey. Comput Netw 38(4):393–422

Alia OM (2017) Dynamic relocation of mobile base station in wireless 
sensor networks using a cluster-based harmony search algorithm. 
Inf Sci 385–386:76–95

Alsalih W, Akl S, Hassanein H (2007) Placement of multiple mobile 
base stations in wireless sensor networks. In: Proceedings of the 
2007 IEEE international symposium on signal processing and 
information technology, Giza, pp 229–233

Anastasi G, Conti M, Di Francesco M, Passarella A (2009) Energy 
conservation in wireless sensor networks: a survey. Ad Hoc Netw 
7(3):537–568

Arora VK, Sharma V, Sachdeva M (2019) ACO optimized self-organ-
ized tree-based energy balance algorithm for wireless sensor net-
work. J Ambient Intell Humaniz Comput 10(12):4963–4975

Cayirpunar O, Urtis EK, Tavli B (2013a) Mobile base station position 
optimization for network lifetime maximization in wireless sensor 
networks. In: Proceedings of the 2013 21st signal processing and 
communications applications conference, Haspolat, pp 1–4. https​
://doi.org/10.1109/siu.2013.65313​22

Cayirpunar O, Urtis EK, Tavli B (2013b) The impact of base sta-
tion mobility patterns on wireless sensor network lifetime. In: 
Proceedings of the 2013 IEEE 24th annual international sym-
posium on personal, indoor, and mobile radio communications 
(PIMRC), London, pp 2701–2706. https​://doi.org/10.1109/pimrc​
.2013.66666​05

Cayirpunar O, Kadioglu-Urtis E, Tavli B (2015) Optimal base station 
mobility patterns for wireless sensor network lifetime maximiza-
tion. IEEE Sens J 15(11):6592–6603

Dattatraya KN, Rao KR (2019) Hybrid based cluster head selection 
for maximizing network lifetime and energy efficiency in WSN. J 
King Saud Univ Comput Inf Sci. https​://doi.org/10.1016/j.jksuc​
i.2019.04.003

Gupta GP, Jha S (2018a) Integrated clustering and routing protocol for 
wireless sensor networks using Cuckoo and harmony search based 
metaheuristic techniques. Eng Appl Artif Intell 68:101–109. https​
://doi.org/10.1016/j.engap​pai.2017.11.003

Gupta GP, Jha S (2018b) Biogeography-based optimization scheme for 
solving the coverage and connected node placement problem for 
wireless sensor networks. Wirel Netw 25(6):3167–3177

Heinzelman W, Chandrakasan A, Balakrishnan H (2002) An applica-
tion-specific protocol architecture for wireless microsensor net-
works. IEEE Trans Wirel Commun 1(4):660–670

Kaur A, Kumar P, Gupta GP (2018) Nature inspired algorithm-based 
improved variants of DV-Hop algorithm for randomly deployed 
2D and 3D wireless sensor networks. Wirel Pers Commun 
101(1):567–582

Kumar N, Dash D (2019) Flow based efficient data gathering in wire-
less sensor network using path-constrained mobile sink. J Ambi-
ent Intell Humaniz Comput 11(3):1163–1175

Mann PS, Singh S (2016) Artificial bee colony metaheuristic for 
energy-efficient clustering and routing in wireless sensor net-
works. Soft Comput 21(22):6699–6712

Mehra PS, Doja MN, Alam B (2020) Fuzzy based enhanced clus-
ter head selection (FBECS) for WSN. J King Saud Univ Sci 
32(1):390–401

https://doi.org/10.1109/siu.2013.6531322
https://doi.org/10.1109/siu.2013.6531322
https://doi.org/10.1109/pimrc.2013.6666605
https://doi.org/10.1109/pimrc.2013.6666605
https://doi.org/10.1016/j.jksuci.2019.04.003
https://doi.org/10.1016/j.jksuci.2019.04.003
https://doi.org/10.1016/j.engappai.2017.11.003
https://doi.org/10.1016/j.engappai.2017.11.003


5294	 G. P. Gupta, B. Saha 

1 3

Rao PC, Jana PK, Banka H (2016) A particle swarm optimization based 
energy efficient cluster head selection algorithm for wireless sen-
sor networks. Wirel Netw 23(7):2005–2020

RejinaParvin J, Vasanthanayaki C (2015) Particle swarm optimization-
based clustering by preventing residual nodes in wireless sensor 
networks. IEEE Sens J 15(8):4264–4274

Saleem M, Di Caro GA, Farooq M (2011) Swarm intelligence based 
routing protocol for wireless sensor networks: survey and future 
directions. Inf Sci 181(20):4597–4624

Sarkar A, Senthil Murugan T (2017) Cluster head selection for energy 
efficient and delay-less routing in wireless sensor network. Wirel 
Netw 25(1):303–320

Shi Y, Hou YT (2008) Theoretical results on base station movement 
problem for sensor network. In: Proceedings of the IEEE INFO-
COM 2008—the 27th conference on computer communications, 
Phoenix, AZ, pp 1–5. https​://doi.org/10.1109/infoc​om.2008.9

Siddique N, Adeli H (2015) Nature inspired computing: an overview 
and some future directions. Cogn Comput 7(6):706–714

Silva R, Sa Silva J, Boavida F (2014) Mobility in wireless sensor net-
works—survey and proposal. Comput Commun 52:1–20

Singh SK, Kumar P (2019) A comprehensive survey on trajectory 
schemes for data collection using mobile elements in WSNs. J 
Ambient Intell Humaniz Comput 11(1):291–312

Singh AK, Purohit N, Varma S (2013) Analysis of lifetime of wireless 
sensor network with base station moving on different paths. Int J 
Electron 101(5):605–620

Srinivasa Rao PC, Banka H (2015) Energy efficient clustering algo-
rithms for wireless sensor networks: novel chemical reaction opti-
mization approach. Wirel Netw 23(2):433–452

Wang Z, Basagni S, Melachrinoudis E, Petrioli C (2005) Exploiting 
sink mobility for maximizing sensor networks lifetime. In: Pro-
ceedings of the 38th annual Hawaii international conference on 
system sciences, Big Island, HI, USA, pp 287a–287a. https​://doi.
org/10.1109/hicss​.2005.259

Yang X, Karamanoglu M (2013) Swarm intelligence and bio-inspired 
computation. Swarm Intell Bioinspired Comput. https​://doi.
org/10.1016/b978-0-12-40516​3-8.00001​-6

Younis M, Akkaya K (2008) Strategies and techniques for node 
placement in wireless sensor networks: a survey. Ad Hoc Netw 
6(4):621–655

Yurtkuran A, Emel E (2015) An adaptive artificial bee colony algo-
rithm for global optimization. Appl Math Comput 271:1004–
1023. https​://doi.org/10.1016/j.amc.2015.09.064

Zou Z, Qian Y (2018) Wireless sensor network routing method based 
on improved ant colony algorithm. J Ambient Intell Humaniz 
Comput 10(3):991–998

Publisher’s Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1109/infocom.2008.9
https://doi.org/10.1109/hicss.2005.259
https://doi.org/10.1109/hicss.2005.259
https://doi.org/10.1016/b978-0-12-405163-8.00001-6
https://doi.org/10.1016/b978-0-12-405163-8.00001-6
https://doi.org/10.1016/j.amc.2015.09.064

	Load balanced clustering scheme using hybrid metaheuristic technique for mobile sink based wireless sensor networks
	Abstract
	1 Introduction
	2 Related work
	3 System model and assumptions
	4 Proposed load balanced clustering scheme using hybrid meta-heuristic technique
	4.1 Linear programming formulation for cluster heads selection problem
	4.2 Formulation of the objective function
	4.3 Hybrid ABC-DE based meta-heuristic algorithm for load balanced node clustering
	4.4 Artificial Bee Colony (ABC)-based meta-heuristic algorithm for Re-localization of mobile sink (MS)
	4.4.1 Objective function used in ABC-based re-localization of the MS
	4.4.2 Description of proposed re-localization algorithm


	5 Performance evaluation and result analysis
	5.1 Result analysis in terms of energy consumption
	5.2 Result analysis in terms of residual energy
	5.3 Result analysis in terms of network lifetime

	6 Conclusions
	Acknowledgements 
	References




