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Abstract
Multipliers act as processors and take on the notable work of many computing frameworks. The speed of the processor is 
profoundly affected by the speed of their multipliers. In order to improve the system speed, faster and more efficient multipli-
ers should be used. A Vedic multiplier is one of the best solution that can be used to perform multiplications at a faster rate 
by eliminating the steps that are not needed in usual multiplication process. Power consumption is another critical issue in 
embedded systems that cannot be ignored. Reversible logic has become notable in the recent years because of its potential 
to reduce power utilization, which is a major concern in digital design. In this work, a high-speed 16 × 16 Vedic multiplier 
was designed using Urdhva Tiryagbhyam (UT) sutra, which is derived from Vedic mathematics. This is a simple structure as 
well as an unbeatable combination for creating any complex multiplication operations for services where speed is of prime 
importance. This work also proposes a new method based on Elliptic Curve Cryptography (ECC) system for encryption and 
decryption using Vedic multiplication. By using Vedic Multiplication in ECC the processing time is perfectly reduced. The 
proposed Elliptic curve cryptography method is much faster than other elliptic curve cryptographic algorithms. Compared 
to other cryptographic techniques, the key size required to provide equivalent security is small in ECC.

Keywords  Reversible logic gate · Vedic multiplier · Urdhva Tiryagbhyam · Low power · DSP

1  Introduction

Digital signal processor (DSP) circuits intended for very 
high-speed data handling is utilized in image processing, 
audio communication, information security and control 
applications. Most DSP applications perform arithmetic 
operations such as addition, subtraction, multiplication, 
and division. It takes more number of clock cycles to per-
form simple multiplication operation. To solve this problem, 
Urdhva Tiryagbhyam (UT) sutra is used (Saha et al. 2012; 
Kishore et al. 2018).

The main part of any embedded framework is low control, 
high speed and small area. With the use of Vedic methodol-
ogy, the processor speed gets increased. Introducing revers-
ible logic reduces power usage which is the main prereq-
uisite of any processor design. One of the most important 
components of advanced digital computing design is com-
puterized microchips, signal processing, and FIR filters and 
so on. Power dissipation is zero under reversible logic with 
Vedic mathematics. Increase in the performance of these 
applications can be achieved by optimizing various factors 
like speed, control and tolerance to non-critical failure.

Reversible logic is a promising example of a computa-
tional design that presents a method for building a computer 
that does not generate heat. Reversible calculations are the 
result of the development of quantum mechanics for gen-
eral-purpose computers. Specifically, the basic principle of 
reversible computation is based on the relationship between 
entropy, quantum electromagnetic transfer of heat between 
electrons, and quantum molecule probability of occupying 
a specific state at some random time.
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The elemental rule of reversible logic is that the gadget 
has similar number of input and output lines, where the elec-
trodynamics of the framework permits the desire for every 
future state to rely upon a comparable number of known 
past states and the frame work arrives at each possible state, 
outcome of this being no power dissipation.

2 � Related works

Multiplier designs based on reversible logic have received 
much consideration in recent years as a result of its capac-
ity to lessen the power dissipation to make it suitable for 
low- power VLSI design applications. It is used in low 
power complementary metal-oxide semiconductors, optical 
computing, polymer computing, quantum computing and 
nanotechnology (Shukla et al. 2018). In Irreversible hard-
ware operation, power is dissipated during running time 
(Krishnaveni and Umarani 2012). In upcoming low power 
application design methods, usage of Reversible logic will 
become unavoidable. The primary objective of all the com-
puterized processors and other compact gadgets is to lessen 
control dispersal, which requires low power utilization and 
very high-speed multipliers (Kumar 2013; Rakshith and 
Saligram 2013; Saligram and Rakshith 2013; Parween and 
Murugeswari 2014).

Multiplier or Multiplication operation is significant in 
most of the signal processing systems. Multipliers take more 
operating frequencies to complete an operation and also con-
sumes more power for processing the same. More current 
will be utilized to carry out this operation and the power 
that is dissipated as heat must be removed by using suitable 
cooling method. Battery life in portable electronic gadgets 
is restricted (Anitha et al. 2015; Pohokar et al. 2015). Low 
power configuration straightforwardly prompts long pro-
cedure times in these movable devices (Kant and Sharma 
2015). In low power VLSI design, designing of a multi-
plier that consumes low power and occupying less space is 
a daunting task. Vedic process based multiplier design is 
described in Vijeyakumar et al. (2016), Sree et al. (2017), 
Pandey and Kumar (2016). This provides us with a hierarchi-
cal design technique.

In Arunkumar et al. (2016), Bathija et al. (2012) the 
Urdhva-Tiryakbhyam (UT) and Nikhilam sutras for Vedic 
multiplication are discussed (Gowthami and Satyanaray-
ana 2018; Muthulakshmi et al. 2015) discussed the concept 
of Elliptic Curve Cryptography (ECC) with Vedic multi-
plier. In Shivanagi et al. (2016), using Vedic multiplier 
in ECC, the adder quantity is significantly reduced. Gaur 
et al. (2018), discussed an Indian vedic mathematics based 
complex multiplier design which could be employed for 

complex mathematical circuits performing at high speed. 
The Vedic multiplier is proposed using reversible logic 
with reduced TRLIC and reduced delay (Sonali et al. 2016; 
Jain and Jagtap 2014; Sakode and Morankar 2014). A 
4-Bit Vedic multiplier circuit using Reversible logic with 
improved performance parameters is discussed by Sonali 
and Shekhar (2016), Shukla et al. (2020). Shaheen et al. 
(2018) proposed to develop encryption/decryption algo-
rithms for digital images using DCT and DWT techniques 
that are suitable to transmit images over WSN. In Xia et al. 
(2019) provides a basic methodology for designing the 
adaptive control limit and recommended values of some 
key parameters (e.g. window size) for a better application.

3 � Reversible logic gates

The reversible logic gate has a logical gadget of N input 
and N output that gives a coordinated mapping among 
input and output. In addition to the fact of N input and N 
output, it can also be used to recover the input from the 
output. Garbage output of a reversible logic refers to the 
number of unused outputs that are added voluntarily to 
produce N input and N output logic. Quantum cost indi-
cates the cost of the circuit in terms of number of primitive 
gates used in the reversible gate to produce the desired 
output. The structural limitation for reversible logic cir-
cuits is as follows.

The reversible logic gate does not permit fan-out. 
Reversible logic circuits ought to have the least quantum 
cost. This arrangement can be stream lined to make min-
imum number of garbage outputs. The basic reversible 
logic gates are discussed below.

3.1 � Feynman gate

The schematic diagram of Feynman gate is shown in 
Fig. 1. It is a 2 × 2 gate. Another name of Feynman gate is 

Fig. 1   Schematic diagram—Feynman Gate
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control NOT (CNOT) gate. The quantum cost of Feynman 
gate is one.

3.2 � Peres gate

The logic circuit of the Peres gate has been displayed in 
Fig. 2. It is a 3 × 3 gate with a quantum cost of four. Different 
Boolean functions are implemented using this logic.

3.3 � Fredkin gate

The logic circuit of the Fredkin gate is presented in Fig. 3. 
It isa 3 × 3 gate with a quantum cost of five. Different multi-
plexer designs can be implemented using this logic.

3.4 � HNG Gate

The logic circuit of the HNG gate is shown in Fig. 4. It has 4 
inputs 4 outputs with a quantum cost of Six. Different types 

of ripple carry adder circuits can be implemented using this 
logic. Both the sum and carry outputs of a Full adder can be 
generated by using HNG reversible logic gate to minimize 
gate count and garbage output.

3.5 � Reversible logic circuit—design parameters

The below-cited factors have reflected the performance of a 
reversible logic circuit.

Number of gates The number of reversible logic gates 
required to obtain the predetermined logic.

Constant inputs The number of inputs to be maintained 
at a constant value to get the desired output.

Garbage outputs These outputs might be introduced vol-
untarily to ensure that there are N outputs corresponding to 
N inputs. They might remain unused but helps in maintain-
ing the reversibility of the circuit

Quantum cost The number of original primitive gates that 
the reversible logic gate requires determines the quantum 
cost. The general quantum cost of developing all the logic 
gates it uses is equal to quantum cost of the reversible logic 
circuits.

Total reversible logic implementation cost (TRLIC) The 
constant input, the amount of garbage output, the quantum 
cost and the number of gates used refers TRLIC.

3.6 � Design constraints

TRLIC and delay are the two constraints in the struc-
ture of reversible logic circuits that ought to be carefully 
maintained. The logical combination of reversible logic 
circuits, with an upgrade structure shall be completed by 
having

	 i.	 The minimum number of logic gates ought to be uti-
lized in structure.

	 ii.	 Constant input ought to be minimal.
	 iii.	 The measure of garbage outputs ought to be kept mini-

mal.
	 iv.	 Quantum costs ought to be kept as low as possible.

4 � Proposed 16 × 16 bit reversible Vedic 
multiplier architecture

A 2 × 2 Vedic multiplier that is constructed using revers-
ible logic gate is shown in Fig. 5. The circuit of 2 × 2 
Vedic multiplier consists of six reversible logic gates 
which includes one Feynman gate and five Peres gates. 
The quantum cost is 21 fora 2 × 2 Vedic multiplier with a 
steady input number of 4 and garbage output of 9. A 2 × 2 

Fig. 2   Schematic diagram—Peres Gate

Fig. 3   Schematic diagram—Fredkin Gate

Fig. 4   Schematic diagram—HNG Gate
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multiplier is used to configure the structure of a revers-
ible 4 × 4 Vedic multiplier. Accordingly, 4 × 4 multiplier is 
used to configure the structure of a 8 × 8 Vedic multiplier. 
8 × 8 multiplier is used to configure the structure of 16 × 16 
Vedic multiplier.

The Fig. 6 shown below is the architecture of 16 × 16 
multiplier using Vedic method. In this structure is devel-
oped using four 8 × 8 multipliers. The input size of each 
multipliers are eight bits, which are obtained form 16 bit 
multipliers and 16 bit multiplicand. The output in lower 
16 bits of first 16 × 16 multiplier are caught as the most 
minimal 16 bits of final result of multiplication. Input to 
16-bit RCA is obtained by appending 16 zeros to the upper 
16 bits. The 17-bit RCA input is obtained from a 16-bit 
RCA obtained by summing the outputs of two other 8 × 8 
Vedic multipliers. The lower 8 bits yield of RCA (17bit) 
are caught as . The other 9 bits are given to next RCA (16 
bit) in the wake of connecting 14 zeros with this 18 bits. 
The last 8 × 8 Vedic multiplier yields the other 16 informa-
tion bits. The output of this 16-bit RCA is most significant 
bit of final output in 32-bit multiplication. Here PERES 
Gate is used to implement RCA. The quantity of bits that 
should be ripple carried decides the quantity of PERES 
gates to be utilized. Accordingly 16 bit RCA needs 16 
PERES gate.

4.1 � Vedic multiplication using Urdhva Tiryagbhyam 
algorithm

The working procedure of Vedic multiplication is based on 
Vedic sutras. A widely used Vedic sutra is Urdhva tiryagb-
hyam. In this sutra Urdhva refers to a vertical operation and 
Tiryagbhyam refers to a crosswise operation. The addition 
operation and generation of partial products is done at the 
same time. A generalized algorithm for n × n bit number can 
be structured.

Different kinds of multipliers have the number of bits added 
as a multiplicand or multiplier, and the delay estimate of the 
item is not relatively increased. Due to this reason, the cal-
culation time is directly proportional to the clock frequency 
of processor. The binary multiplication function of Urdhva 
Tiryagbhyam is as shown in Fig. 7.

4.2 � ECC using reversible Vedic mathematics

The ECC performance depends on the point multiplication. 
Pseudo random generators, Key negotiation, signature genera-
tion are the areas where elliptic curves shall be applied. Signa-
ture generation and verification operations involve a key role 
in the efficiency of the system for scalar multiplication. Scalar 
multiplication, floating-point arithmetic and finite field arith-
metic are three levels of ECC operations. In order to reduce 
the ECC scalar multiplication, time point arithmetic level is 
an improvement where it must be implemented. Consistency 
is an important feature of the Vedic system. The entire system 
is highly correlated and unified. Normal multiplication and 
simple square methods can be reversed and used to generate 
a row square root and a row split. The following elliptic curve 
discrete logarithm problem is explained. Consider having two 
points P, Q∈E find an integer x with the end goal that Q = XP, 
if such x exists in the elliptic bend E defined in GF(q). Solving 
the elliptic bend discrete logarithm issue accomplishes ECC 
security. Elliptic bend discrete logarithm issue is more trou-
blesome than solving integer deterioration issue and discrete 
logarithm issue.

4.2.1 � Elliptic curve working procedure

Point addition Think about two distinct points’ k and K such 
that:

Let L = J+Kwhere

J = X1,Y1and k = Xk,Yk

L =
(

XL,YL

)

XL = S2 − Xj, xkmodp

YL = −Yj + S
(

Xj − XL

)

modp

Fig. 5   A 2 × 2 Vedic multiplier
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where s = slope of the line through J and K that is s = (Yj 
− Jk)/Xj − Xk.

Point subtraction Think about two distinct points’ k and 
K such that:

Then, J − K = J + (− K), Where, − K = (XK − YK)modp
Point doubling
Think about point J such that

Then

The Value of s = (3xj
2+a)
2y

The proposed Elliptic Curve Cryptography with revers-
ible logic based 16 × 16 Vedic multiplier’s working proce-
dure is delineated in Fig. 8. The activity of point doubling 
and point expansion assumes a key job in the cryptographic 
calculation that determines the operational time. In this 

J =
(

Xj, Yj

)

and k =
(

Xk,Yk

)

J =
(

Xj,YJ
)

where YJ_0 Let, L = 2J where, L = (XL − YL)

J =
(

Xj − Yj
)

where Yj − 0 Let, L = 2J where, L =
(

XL − YL
)

XL = s2 − 2Xj

Fig. 6   16 × 16 Vedic Multiplier using reversible logic

Fig. 7   Urdhva Tiryagbhyam algorithm for binary multiplication

RETRACTED A
RTIC

LE



4166	 S. Karthikeyan, M. Jagadeeswari 

1 3

approach, two types of fields, such as binary fields and prime 
fields are used for the cryptosystem. Several important prin-
ciples and alternative formulations used in Vedic mathemat-
ics are used here to address the full numerical multiplication. 
The Vedic multiplier structure has high speed compared to 
the conventional Montgomery multiplier.

5 � Results and discussion

The Urdhva Tiryakbhayam (UT) Vedic multiplier is imple-
mented using a reversible logic gate using Xilinx 14.3 IDE. 
First, the basic 2 × 2 UT Vedic multiplier is designed. This 
design implementation stems from traditional logic. There-
after, a 4 × 4 vedic multiplier is obtained by block linking 
the 2 × 2 UT Vedic multiplier. A block of 4 × 4 UT Vedic 
multipliers is used to obtain an 8 × 8 multiplier. A 16 × 16 
multiplier is obtained by block linking of 8 × 8 UT Vedic 
multipliers. The following diagram and table discusses the 
simulation results of the proposed reversible logic based 
16 × 16 Vedic multiplier used for ECC application and the 
problem identification of existing ECC application is listed 
through Table 1.

Figure 9 shows the simulation results of a 16 × 16-bit 
reversible logic based Vedic multiplier using a 4 × 4 bit 
Vedic multiplier and an RCA.

Figure 10 shows the simulation results of a 16 × 16Vedic 
multiplier with reversible logic based ECC processor. This 
ECC processor generates three keys (OUT1, OUT2 and 
OUT3).

The reversible Vedic multiplier based Register Transistor 
Logic schematic diagram is shown in Fig. 11.

Power and time delay analysis of proposed reversible 
logic with Vedic multiplier based ECC processor is dis-
cussed in Table 2 and Fig. 12. The Simulation results are 
obtained from Xilinx 14.3 IDE. As compared with normal 
Vedic multiplier the proposed reversible logic based Vedic 
multiplier gives the perfect result against time delay and 
power utilization.

In numerical analysis, the  speed  at which a conver-
gent sequence approaches its limit is called the rate of con-
vergence. Fast convergence is especially important in wire-
less networks which are dominated by the dynamics of 
incoming and outgoing flows as well as the time sensitive 
applications. It provides the detailed comparison between 
the proposed algorithms and the traditional algorithm 
in terms of the convergence speed and the average delay 
through simulations

From Table No. 2 and Fig. 12 we can say that as com-
pared with normal Vedic multiplier the proposed reversible 

Start

Ini�alize P,k,Q=0

If K[i] = 1

Point doubling Q = 2Q

If I =! =0

I = i-1

Point addi�on Q = P+Q

Return Q

Stop

No

No

Yes

Yes

Fig. 8   ECC flowchart for Vedic multiplication

Table 1   Problem identification S. no Author Drawbacks

1 Kishore Elliptic curve cryptography was not implemented. Key size was not 
clear

2 Krishnaveni Binary field was only discussed. Did not consider the prime field
3 Akanksha Speed was increased only by 25% and power consumption was high
4 Sree Area and time complexity was high
5 Shukla The required number of full adders occupy more area
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logic based Vedic multiplier gives the perfect result against 
time delay and power utilization.

Table 3 and Fig. 13 discusses the time delay and per-
formance analysis of the proposed multiplier with conven-
tional multipliers. When compared with all multipliers, the 
proposed 16 × 16 multiplier gives the best results against all 
working conditions. 

The Fig. 14 shown above discusses the performance 
analysis of the proposed Elliptic Curve Cryptography using 
Reversible logic-based Vedic multiplier. This figure clearly 
says that the proposed system gives the best result against all 
parameters, for example Hardware Area overhead Reduction 
is (84.01%), Power Reduction is (71.09%) and time delay 
reduction is (28.61%).

Fig. 9   Simulation result—16 × 16 Vedic Multiplier with reversible logic

Fig. 10   Simulated results of ECC Processor
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6 � Conclusion

Multipliers are one of the most important blocks in any type 
of processor and computing devices. More generally, the 
performance of the microcontroller and Digital Signal Pro-
cessor is determined depending on the quantity of multipli-
cations finished in a unit of time. In this manner, a superior 
multiplier design can securely improve the capacities of the 
gadget. The Vedic multiplier is one such Great arrangement.

Fig. 11   RTL schematic of Vedic methodology

Table 2   Power and time delay analysis

Parameter Normal Vedic 
multiplier

Vedic multiplier 
with reversible 
Logic

Path delay (ns) 60.23 49.101
Logic dela y(ns) 32.12 28.426
Routing delay (ns) 28.11 20.625
Dynamic power (mw) 2.35 2.36
Total power (mw) 52.21 49.21

Fig. 12   Time and power 
analysis
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From the results, the Vedic multiplier is more efficient 
than the traditional multiplier. Due to the increase in the 
number of bits to 16 × 16 bits from 8 × 8 bits, the tim-
ing delay is significantly reduced for the Vedic multiplier 

compared to conventional multipliers. The time delay of a 
16 × 16-bit digital gyro multiplier is 56.667 ns, while the 
time delay of a conventional multiplier is 70.184 ns, respec-
tively. The memory required for the 16 × 16-bit multiplier 

Table 3   Time delay and power 
analysis for different widths

Parameters Path delay (ns) Logic delay (ns) Routing delay (ns) Dynamic 
power 
(mw)

Total power (mw)

4 × 4 multiplier
 Reversible vedic 15.36 10.12 5.24 0.5 12
 Normal vedic 27.36 16.12 11.24 0.51 12.12

8 × 8 multiplier
 Reversible vedic 25.54 15.75 9.78 1.1 26.63
 Normal vedic 47.12 28.01 19.11 1.12 26.7

16 × 16 multiplier
 Reversible vedic 49.01 28.426 20.675 2.0 49.21
 Normal vedic 92.57 52.14 40.43 2.0 49.21

Fig. 13   Time delay and power 
analysis for different widths

Fig. 14   Performance analysis—
ECC using Vedic Multiplier
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Vatican is 264,972 kilobytes and the existing multiplier 
requires 300,876 kilobytes. The Vedic multiplier subse-
quently speaks to the upgraded speed between ordinary 
multipliers, while additionally diminishing the memory of 
the framework. The power utilization of a Vedic multiplier 
utilizing a reversible logic of 16 × 16 bits is 322.15 mW and 
without reversible logic is consume the power of 392.22 
mW. Along these lines Vedic multiplier utilizing reversible 
logic shows decreased power utilization compared without 
reversible logic circuits. The proposed system gives the 
best result against all parameters, for example Hardware 
Area overhead Reduction is (84.01%), Power Reduction is 
(71.09%) and time delay reduction is (28.61%). In future use 
different multiplier to improve the security of ECC.
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