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Abstract
In the learning process, learners have different skills and each one has his own knowledge and his own ability to learn. The 
adaptive e-learning platforms try to find optimal courses for learners based on their knowledge and skills. Learning online 
using e-learning platforms becomes indispensable in the teaching process. Companies and scientific researchers try to find 
new optimal methods and approaches that can improve education online. In this paper, we propose a new recommendation 
approach for recommending relevant courses to learners. The proposed method is based on social filtering(using the notions 
of sentiment analysis) and collaborative filtering for defining the best way in which the learner must learn, and recommend 
courses that better much the learner’s profile and social content. Our work consists also in proposing a new reinforcement 
learning approach which helps a learner to find the optimal learning path that can improve the quality of learning.
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1  Introduction

With the exponential growth of the population that want 
to learn online, the e-learning platforms need to adapt 
and innovate in the way they suggest courses to learners. 
In the literature, we find a lot of methods and approaches 
that try to find optimal courses to a learner like those based 
on algorithms such as genetic algorithm, or the use of the 
machine learning approaches. In recent years companies and 
researchers begin to use the basis of recommendation sys-
tems in e-learning.

In an e-learning platform, there are different types of 
learners. For example, we can find learners that prefer learn-
ing through tutorials, other learners can prefer using videos 
for learning new courses, and others can choose using ques-
tions/answers for reaching their goals. The difference can be 
shown also in the motivation of learners, in their skills, and 

also in their ability to master new concepts. With this dif-
ference between learners, the e-learning platforms must find 
new optimal approaches to take into account all the learners’ 
preferences, and also for augmenting the quality of learning.

Recommender systems (RS) help people to find products 
and services which much their preferences and needs (Jang 
et al. 2019) and to reduce the amount of time they spend 
to find the items they are looking for. They are becoming 
increasingly important in a range of applications, such as 
e-commerce, music, film and book recommendation, web 
search, health and e-learning platforms(in the teaching 
process).

RS can be roughly divided into several types such as 
knowledge-based or content-based recommendation, Social 
filtering recommendation, collaborative filtering recommen-
dation, and hybrid recommendation.

Social filtering (SF) recommendation uses the social 
content of users based on their tracks in different social net-
works, to recommend relevant content that much their social 
profiles. On the other hand, Collaborative filtering (CF) rec-
ommends rating or product for a user based on the rating 
preferences of similar users. CF is based on the assumption 
that users with similar taste have similar preferences to prod-
ucts or items, it is divided into a memory-based approach 
and model-based approach. In the model-based CF, models 
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are developed using different algorithms (neural network, 
machine learning algorithms...) to predict and recommend 
relevant products or services. On the other hand, Model-
based CF approaches based on the calculation of the similar-
ity between users or items. they are divided into user-based 
CF and item-based CF.

In our work, each course has many pedagogical 
objectives(PO), and each PO has several concepts. our goal 
is to predict and recommend the suitable concepts for the 
learner(the concepts that the learner must learn). for exam-
ple, the java course can have different pedagogical objectives 
(the installation of java/the basics of java/control structures/
the tables is a PO; and installing JDK and JVM-variables-
conditions and if statements-loops-switch statement-tables: 
are its concepts. Objects/the classes/Inheritance is another 
PO).

The ultimate goal of our approach is to recommend items 
that better match the learner’s profile. Items in our case are 
the concepts that represent the pedagogical objectives of a 
course, for example, Java, Python or Php courses.

Our approach emerged from the idea that recommenda-
tion performances have a huge impact on teaching success. 
We use RS to estimate the potential preferences of learners 
and recommend relevant courses(or pedagogical objectives) 
for learners based on social content(using social networks) 
and the profile’s content.

The proposed RS approach is divided into two parts:

•	 Social filtering (SF) approach: this step consists of using 
the social network’s profiles of each learner for calculat-
ing two factors which we have called the productivity 
and the motivation of learners. In this step, we use the 
assumption that people with similar productivity and 
motivation will have similar profiles and skills in learn-
ing. This step will help us to find the K-nearest neighbors 
learners (similar learners).

•	 Collaborative filtering (CF) approach: In this step, we 
first construct a profile for each learner based on his 
knowledge, which means that after the construction of 
the profile we will find the rating of the learner for each 
PO. After that, we calculate the similarity between the 
active learner and the other learners, for recommending 
the PO of the most similar learner(closest learner). CF 
looks into the profiles of other learners to find the PO that 
is most suitable for the profile of the target user.

Our approach can deal with the traditional problems of rec-
ommender systems which are: the cold start problem, spar-
sity, and scalability, using the social content, the profiles of 
the learner and the similarity, for avoiding any problem that 
can affect the quality of recommendation.

In some cases, our e-learning system doesn’t find all the 
necessary information for completing the recommendation’s 

work, which affects negatively the quality of learning. To 
remedy this problem, we propose a new reinforcement 
learning approach for finding the optimal way on which the 
learner must base for learning new concepts.

Reinforcement learning (RL) refers to a class of machine 
learning problems, whose purpose is to learn, from suc-
cessive experiences, what needs to be done to find the best 
solution. In such a problem, we say that an “agent” (the 
algorithm, in the sense of the code and the variables it uses) 
interacts with the “environment” to find the optimal solu-
tion. Reinforcement learning differs fundamentally from 
supervised and unsupervised problems by this interactive 
and iterative side: the agent tries several solutions (explora-
tion), observes the reaction of the environment and adapts 
its behavior (the variables ) to find the best strategy (he 
“exploits’’ the result of his explorations). RL consists of 
letting the algorithm learn from its own mistakes, to learn 
how to make the right decisions.

In this work, RL comes to remedy the problems of recom-
mendation systems especially the problems of sparsity and 
cold start. RL helps a learner to find the best way to learn 
based only on his knowledge, it gives to each learner in our 
platform the ability of adaptation using his knowledge and 
the content of different pdagogical objectives to find in the 
end the concepts that the learner must learn, and of course 
improving the quality of learning. With the use of RL, we 
based on the hypothesis that: intelligence is the ability to 
adapt.

The rest of this paper is organized as follows: Sect. 2 pre-
sents a literature review of the existing approaches, Sect. 3 
describes the different steps of our proposed method, in 
Sect. 4 we going to present an implementation of the pro-
posed approach. And finally, in Sect. 5 the conclusion with 
some perspectives is drawn.

2 � Literature review

In recent years a lot of approaches have been developed for 
improving the quality of recommendation and avoiding the 
problems related to cold start, sparsity, and scalability. The 
field of application of RS has also become widespread, it 
moved from the field of e-commerce (recommending prod-
ucts) to other fields (Madani et al. 2017b) such as recom-
mending films, services or also in the domain of education 
for recommending courses(e-learning platform).

Ar et al. in their article (Ar and Bostanci 2016) pro-
posed a new CF approach based on genetic algorithm (GA) 
for improving the result of prediction with the use of dif-
ferent similarity measures. The Proposed solution aims 
to refine and improve the similarity values, i.e. weights, 
obtained using various metrics with GA so that the pre-
diction accuracy of k-neighbour CF will be improved. 



3923Finding optimal pedagogical content in an adaptive e-learning platform using a new…

1 3

This paper presented an approach based on GA to reduce 
the mean absolute error MAE values for various metrics 
including Pearsons Correlation Coefficient PCC, EJC and 
vector cosine similarity (VCS). Results show that the evo-
lutionary approach has significantly reduced the prediction 
error using the evolved weights and Vector Cosine Simi-
larity has shown the best performance.

Authors of Koohi and Kiani (2017) proposed a new 
CF method to find neighbors users based on a user-based 
CF. They used the pearson correlation coefficient (PCC) 
as a traditional similarity measure to find neighbor users, 
and the k-means clustering method and the non-negative 
matrix factorization model (NNMF) for clustering as 
traditional clustering methods. First of all The proposed 
method tries to use three subspaces of items that users 
rated before. These three subspaces consist of a sub-space 
for interesting items, a subspace for neither Interested nor 
Uninterested NIU items and a subspace for uninterested 
items. For the experiments, Three well-known datasets are 
used on this paper to analyze the proposed approach: Mov-
ielens 100 k (ML_100k), Movie- lens 1 M (ML_1M) and 
Jester. Results show that the proposed method outperforms 
the other approach at the level of accuracy recall and pre-
cision and that clustering algorithms perform better than 
the similarity measures in finding neighbor users.

Liu et al. (2014) presented a new user similarity model 
to improve the recommendation performance when only 
a few ratings are available to calculate the similarities for 
each user. In this paper, the authors showed the drawbacks 
of some similarity measures such as cosine Pearson. The 
proposed similarity measure is a non-linear function in 
our model. which is the sigmoid function. The main objec-
tive of this approach is to improve the proximity-impact-
popularity (PIP) similarity. Several experiments are 
conducted on three popular used data sets. And as experi-
mental results, they see that the novel similarity measure 
can obtain better performance than most other methods. 
These results demonstrate the effectiveness of the novel 
similarity measure and it can overcome the drawbacks of 
the traditional similarity measures.

Authors in Chen et  al. (2016) proposed a new CF 
similarity approach by improving the traditional adjusted 
cosine similarity algorithm. The user similarity calcula-
tion process can run offline, so you can reduce the recom-
mended running time and improve the speed of recom-
mendation, which solves the problem of the real-time for 
recommending. The proposed CF approach is based on 
optimized user similarity, A balancing factor is added to 
the traditional cosine similarity algorithm, which is used 
to calculate the project rating scale differences between 
different users. Experimental results show that the pro-
posed improved collaborative filtering algorithm based on 

user similarity can significantly optimize the accuracy of 
user similarity and get better recommendation results.

In the study of Nayebzadeh et al. (2017), authors imple-
mented two approaches which are collaborative filtering 
(CF) and social network recommendations system (SNRS). 
They used mean absolute error (MAE) and accuracy to com-
pare the result of two mentioned approaches and found that 
the SNRS method as it is claimed to be an improved version 
of CF works more efficiency. The improved version which 
is known as Social Network Recommender System has bet-
ter efficiency in comparison with traditional collaborative 
filtering, because, in this approach users preference, items 
general acceptance and influences from friends have been 
taken into consideration.

Wang et al. (2017) proposed a hybrid approach to evaluate 
the user similarity comprehensively and objectively. In this 
paper, the authors propose a new user similarity scheme by a 
hybrid method, which considers the influence of all possible 
rated items, the non-linear relationship between variables, 
the asymmetry between users, and the rating preference of 
users. They used a similarity measure that does not depend 
on the co-rated items between two users and can make full 
use of all rating information. According to the problems of 
the most used similarity measures such as co-rated problem, 
symmetry problem and flexibility problem authors proposed 
new similarity measures that can deal with those problems.

The study of Ren and Wang (2018) proposes a support 
vector machine (SVM) based collaborative filtering (CF) 
service recommendation approach, namely SVMCF4SR. 
The goal of SVMCF4SR is to correctly rank the items rather 
than to accurately predict their ratings. SVMCF4SR deals 
with the issues of scalability(SVMCF4SR can filter the ser-
vices which may not be preferred by the active user, so that 
the resolution space can be reduced, and the recommenda-
tion’s time is then shortened.) and sparsity (SVMCF4SR is 
effective and efficient no matter the historical rating data 
is sparse or dense, particularly, it still works well when the 
data is extremely sparse.). Authors use the principle of SVM 
to obtain a separating hyperplane which is the classifier for 
the active user. Using the classifier, the unknown services 
can be divided into two groups: services that are probably 
preferred by the active user, namely positive group; services 
which are unlikely to be preferred by the active user, namely 
negative group. As experimental results, the time efficiency 
of SVMCF4SR is higher than the prediction-based method. 
Moreover, SVMCF4SR has relatively high recommendation 
precision even if the rating matrix is extremely sparse.

The research of Chen et al. (2015) has adopted the neigh-
bor based approach by applying the artificial immune sys-
tem (AIS) in collaborative filtering for movie recommenda-
tion. The authors employed an artificial immune algorithm 
to train a set of immune networks. The rating data was 
treated as antigens, and a number of immune networks were 
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generated by copying the antigens as the antibodies of the 
immune networks. A modified similarity estimation for-
mula based on the Pearson correlation coefficient is also 
developed. The authors compared their method to some 
state of the art techniques in terms of mean absolute error, 
precision, and recall. they applied the proposed approach 
to some well-known datasets. As experimental results, the 
approach produces very high precision and recall for these 
datasets. Although the proposed system still suffers some 
memory-based approach problems, such as cold start and 
data scalability.

In Bobadilla et al. (2009), the authors used collaborative 
filtering to an E-learning system. They add the knowledge 
level of the users in the collaborative filtering as additional 
characteristics, and they proposed a new metric to evaluate 
the proposed method. Although the authors are not used an 
e-learning dataset to evaluate their system they prove that 
the proposed metric outperforms some other metrics such 
us: the mean absolute error, mean squared error.

In the study of Wei et al. (2017), the authors propose 
two recommendation models to solve the complete cold start 
(CCS) and incomplete cold start (ICS) problems for new 
items. The authors proposed a hybrid approach based on CF 
and machine learning to improve recommendation perfor-
mance for CS items. They use a deep learning approach(deep 
network: stacked denoising autoencoder SDAE) to extract 
items features from the content descriptions and used with 
a CF model (timeSVD++ model.) for cold-start item rating 
estimation. To predict ratings for CCS items, they predict 
the ratings for CCS items from their M most similar non-CS 
items. As experimental results, the authors used the large 
real-world dataset created by the Netflix Prize to evaluate 
the proposed models. The results showed that their models 
outperformed existing baseline approaches for cold-start 
item recommendation at the level of the recommendation 
prediction error RMSE.

Authors of Zhang et al. (2019) proposed a social recom-
mendation algorithm based on stochastic gradient matrix 
decomposition in social networks. constructed a matrix 
with the social network and the user scoring matrix, and 
proposed a stochastic gradient descent algorithm for matrix 
factorization. Results showed that the proposed approach 
outperforms other state-of-the-art methods.

The use of reinforcement learning demonstrates its power 
to solve many real problems and applications in order to 
find and make better decisions. Its use in scientific research 
knows these recent years an explosive increase.

The study of Balasubramanian Velusamy and Abraham 
(2013) aims to provide mathematical modeling for an adap-
tive e-Learning environment using SARSA algorithm, by 
relating it to the concept of Reinforcement Learning. For 
that authors propose a number of states and actions that the 
agent(learner) can take to optimize the teaching process. 

Authors demonstrate that SARSA algorithm suits the situa-
tion much more than Q-learning algorithm mainly because 
of its selection policy.

Fabiano et al. (2013) present an automatic, dynamic and 
probabilistic approach for modeling students learning styles 
(LS) based on reinforcement learning. Three different strate-
gies for updating the student model (SM) are proposed and 
tested through experiments. The results obtained are ana-
lyzed, indicating the most effective strategy. In the proposed 
approach, students LS are stored as probability distributions 
in the SM, indicating the probability of preference for each 
LS. Experiments have shown that the proposed approach can 
automatically detect and precisely adjust students learning 
styles, based on the non-deterministic and non-stationary 
aspects of learning styles, and also the efficiency and effec-
tiveness of the proposed approach.

The work of Raghuveer et al. (2014) proposes reinforce-
ment learning-based algorithm to analyze the learner infor-
mation (derived from both implicit and explicit feedback) 
and generate the knowledge on the learners requirements 
and capabilities inside a specific learning context. The rein-
forcement learning system (RILS) implemented as a part 
of this work utilizes the knowledge thus generated in order 
to recommend the appropriate learning objects (LOs) for 
the learners. For that, the authors used the constructivist 
reward-based learning (CRBL) algorithm. The results have 
thus proved that the CRBL algorithm was able to effectively 
drive the distinctive state values of the learners to reinforce 
them with appropriate LOs.

In Tizhoosh et al. (2007), the authors focus on the inves-
tigation of the user-machine interface and the complexity of 
a dynamic environment like an e-learning application based 
on reinforcement learning. They present the techniques for 
developing user-oriented RL agents and discuss design 
requirements and limitations. The techniques for presenting 
the states and actions and defining the objective and subjec-
tive reward are introduced as well. Some hybrid systems 
using reinforcement learning techniques are provided.

Iglesias et al. (2003) studied the performance of a Rein-
forcement Learning model in a database design (DBD) 
AIES, where this performance is measured on several stu-
dents required to acquire efficient teaching strategies. In this 
paper, authors eliminate the pedagogical strategy concept 
using a knowledge representation based on a reinforcement 
learning (RL) model that allows adaptive and intelligent 
educational systems (AIES) to adapt tutoring to students 
needs, optimally sequencing the content based on the stu-
dents performance, lesson objectives and the relationships 
between course modules. Authors did experiments with 
some parameters of the learning algorithm to study their 
effects at the convergence of the system and, at the same 
time, we have experimentally shown that AIES can learn an 
optimal policy to teach students interacting with reasonably 
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few students. This makes possible its implementation in 
AIES with human students.

The paper of Javadi et al. (2012) improves the students 
behavior model in a tutorial-like system. In the proposed 
method, the student model is determined by high-level learn-
ing automata called level determinant agent (LDA-LAQ), 
which attempts to characterize and improve the learning 
model of the students. LDA-LAQ uses learning automata 
as a learning mechanism to show how the student is slow, 
normal or fast in the term of learning. This paper shows 
the new student how the learning model increases speed-
accuracy using pursuit learning automata and Reinforcement 
Learning.

Wen-Jye Shyr in his paper (Shyr 2007) presents the devel-
opment of the e-learning platform for reinforcement learning 
on temperature sensor experimental module based on the 
graphical monitoring and control system.

Our proposed approach in this work takes advantage of 
the notions of recommendation systems for proposing a 
new e-learning platform to improve the quality of learning. 
Unlike the proposed approaches that are based only on the 
profiles of learners for finding the optimal pedagogical con-
tent, our work in addition to the content of the learners’ pro-
files uses the social content based on social networks. Our 
approach also uses the social interactions of the learner with 
his environment. Unlike existing methods that rely solely on 
the knowledge of learners, our method makes the adapta-
tion based also on their productivity and motivation. The 
proposed method is based on a new idea to group learners 
(clustering) with the use of data from social networks which 
will help us avoid the problem of scalability. The proposed 
approach also uses CF principles to increase the quality of 
recommendation based on learners’ knowledge. To avoid 
the problems of sparsity and cold start that the majority of 
recommendation systems Suffer from it, we propose a new 
approach based on RL for finding the optimal way that the 
learner must take to find the best pedagogical content.

3 � Proposed approach

Looking closely at web content, we remark that the number 
of learners that started learning online grows explosively. 
In addition to the number of courses published online. 
Without forgetting that each learner has his own rhythm of 
learning(every learner has a unique characteristic called its 
learning style) which depends on his skills and his ability 
to learn. With that, it becomes necessary to use the recom-
mender systems for finding the optimal and relevant courses 
for learners.

As presented earlier, this work consists in proposing a 
new recommendation approach for recommending optimal 
courses to learners based on their profiles and their social 

contents, to improve the teaching process and to reduce the 
amount of time they spend to find relevant courses.

Our proposed RS is based on two new proposed 
approaches:

•	 Social filtering approach (SF) that uses the social content 
of learners based on their social network’s profiles, to 
define some factors like productivity and motivation 
of learners. These factors will be used as parameters for 
clustering(placing learners with similar social content in 
clusters).

•	 Colaborative filtering approach (CF) which consist in 
constructing learners’ profiles based on their knowledge, 
and then calculating the similarity between the active 
learner and the other learners in the RS, or between the 
active learner and the different concepts of a courses’ 
pedagogical objectives, based on a reinforcement learn-
ing approach.

we named our proposed approach: social collaborative fil-
tering (SCF) because it uses both advantages of SF and CF 
for finding optimal relevant courses for learners (a hybrid 
approach between SF and CF). SCF consist of recommend-
ing relevant courses to the active learner based on the pro-
files and social content of similar learners.

Our social collaborative filtering approach looks for 
learners that share similar preferences with the target 
learner in terms of social and pedagogical content, and rec-
ommend the concepts of the most similar learner (closest 
learner). That is, recommend the concepts that the closest 
learner learned before in our platform. We based here on 
the assumption that says: “learning is active, learning is a 
social activity, learning is contextual, learning takes time, 
and learning needs motivation”.

Our method takes into account also the learning styles of 
learners. As learners with different skill sets use our system. 
Some learners may be fast learners while some may be slow, 
some may need to practice more problems while others may 
need just example. from that, we proposed a new reinforce-
ment learning approach.

In our RS each course is presented as a set of pedagogical 
objectives (PO), and each PO has its concepts. For example, 
for the PO “basics of java” of the java course, Installation-
Variables-Data Types-Conditionals and Control Flow-
Arrays are its concepts. The idea is that the learner must 
learn the concepts which are relevant to his profile and his 
social content.

3.1 � Social filtering approach (SF)

SF is the first step in our approach. It uses the learners’ 
social network profiles (Facebook and Twitter) to collect 
information such as published posts or tweets, likes, and 
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comments. These informations will be used after to calcu-
late/define two measures that we named productivity and 
motivation.

The productivity define the period of the day in which the 
learner is more productive(publish a lot of content), for that 
we define three periods : (1) from 8 a.m. to 12 p.m., (2) from 
2 p.m. to 6 p.m. and (3) from 7 p.m. to 11 p.m. The idea is 
to calculate the number of posts/tweets published, liked or 
commented by the learner in each of these three periods. 
And after the productivity is for the period with maximum 
posts/tweets. Formula 1 and 2 show how to calculate the 
productivity.

where:

•	 NPT : is the number of posts (Facebook)/tweets (Twit-
ter).

•	 Card(P1/T1), Card(P2/T2), Card(P3/T3) : is respectivly 
the number of posts/tweets published, liked or com-
mented in the period 1, 2 and 3.

•	 Max[Card(P1/T1), Card(P2/T2), Card(P3/T3) : return 
the maximum number after the calculation of the cardi-
nality in each period.

After all that, the productivity is equal to 1 if the learner 
is more productive in the period 1, equal to 2 if he is more 
productive in the period 2 and equal to 3 if he is more pro-
ductive in the period 3.

The Motivation consists in defining the motivation of 
each learner either he is motivated, demotivated or neutral. 
For that and after we define the productivity, we collect the 
posts (from Facebook) and tweets (from Twitter) published 
in the period of activity(the period in which the learner pub-
lish and tweet a lot of content).

The next step, is to classify the retrieved posts and tweets 
into three classes: positive, negative or neutral. that is to 
say, each retrieved tweet or post can either express a positive 
sentiment, negative sentiment or neutral sentiment. Then if 
the majority class (MC) is the positive class, we consider 
the learner as motivated, else if MC is the negative class, we 
consider the learner as demotivated, and if MC is the neutral 
class we consider the learner as neutral.

For making the classification, we use a new method 
that classifies a tweet or a Facebook post (FP) into three 
classes(positive, negative or neutral). The proposed method 
is based on two approaches.

(1)
NPT = Max[Card(P1∕T1),Card(P2∕T2),Card(P3∕T3)]

Productivity =

⎧
⎪⎨⎪⎩

1 if NPT = Card(P1∕T1)

2 if NPT = Card(P2∕T2)

3 if NPT = Card(P3∕T3)

•	 The first approach is based on semantic similarity (SS) 
which consists in calculating the degree of similarity 
between each tweet or FP to classify and two words 
(Madani et al. 2019a) “Positive” and “Negative”. The 
first step of this approach is the application of different 
text preprocessing methods in order to extract opinion 
words, and after by using the Leacock and Chodorow 
(Leacock and Chodorow 1998) approach and the Word-
Net dictionary we calculate the semantic similarity 
between each opinion word of the tweet/Facebook post 
to classify and the words “positive’ ’ or “negative”. All 
these steps will help us in calculating the positivity and 
the negativity of each tweet/Facebook post as presented 
in the following formulas. 

 with:

–	 N: Is the number of words in the tweet or the Face-
book Post.

–	 Wi : is the opinion word number i in the tweet.
–	 SimLC(Wi, positive) : Is the semantic similarity using 

the Leacock and Chodorow approach between the 
opinion word i of the tweet/Facebook post and the 
word “positive”.

–	 SimLC(Wi, negative) : Is the semantic similarity using 
the Leacock and Chodorow approach between the 
opinion word i of the tweet or the Facebook post and 
the word “negative”.

•	 The second approach is based on the concepts of fuzzy 
logic (FL). We propose a new fuzzy logic system (FLS) 
that takes into account the fuzziness and the vagueness 
of sentiments. For that the positivity and the negativity 
calculated earlier will play the roles of inputs of our FLS, 
and by applying the different FL steps (Fuzzification 
using the trapezoidal membership function, fuzzy infer-
ence rules using the approach of Mamdani, and defuzzi-
fication using the centroid method) we find in the output 
the class of the tweet/Facebook post (positive, negative 
or neutral). 

•	 CV: Classification value. That is, the class of the 
tweet/Facebook post (positive, negative or neutral).

Figure 1 shows the different steps of our FLS applied to 
the positivity and the negativity (taking into account the 

(2)Positivity =

N∑
i=1

SimLC(Wi, positive)

(3)Negativity =

N∑
i=1

SimLC(Wi, negative)

(4)CV = FLS(Positivity,Negativity)
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fuzziness of sentiments) for finding in the output the class 
of a tweet or a publication/comment Facebook.

The step of fuzzification consists of calculating the 
degree of belonging of the inputs to each fuzzy set. In our 
FLS each input can belong to three fuzzy sets: low, high or 
moderate. We use the trapezoidal membership functions for 
the fuzzification (Madani et al. 2019b).

For the inference rules, we created nine rules (IF–THEN) 
based on the system of Mamdani (Mamdani and Assilian 
1975) as the following:

•	 IF Positivity is low AND Negativity is low THEN Class 
is Neutral.

•	 IF Positivity is moderate AND Negativity is moderate 
THEN Class is Neutral.

•	 IF Positivity is high AND Negativity is high THEN 
Class is Neutral.

•	 IF Positivity is low AND Negativity is moderate THEN 
Class is Negative.

•	 IF Positivity is low AND Negativity is high THEN Class 
is Negative.

•	 IF Positivity is moderate AND Negativity is high THEN 
Class is Negative.

•	 IF Positivity is moderate AND Negativity is low THEN 
Class is Positive.

•	 IF Positivity is high AND Negativity is moderate THEN 
Class is Positive.

•	 IF Positivity is high AND Negativity is low THEN Class 
is Positive.

After the application of these rules, we find in the output 
the degree of belonging of the output (class or sentiment) to 
each output fuzzy set (positive, negative and neutral).

At the end by the application of the defuzzification step, 
we find the final result (the class of the tweet or the publica-
tion Facebook).

After the classification of the tweets and the publications/
comments on Facebook, the final step consists of defining 
the motivation of the target learner. For example, if the 

majority of the tweets and the publications are positive, the 
learner is considered as motivated.

The formula 4 shows how to define the motivation of 
learners.

with:

•	
∑p

i=1
CV(Tp),

∑n

i=1
CV(Tn),

∑ne

i=1
CV(Tne) are respectivly 

the sum of the positive, negative and neutral posts/tweets.

Figure 2 shows how we define the motivation of a learner.
Before the definition of motivation, two important steps 

make the tweets ready for classification: The first step is the 
extraction of the tweets and Facebook posts published in the 
period of activity, in this step we used the Twitter4J API.1 

(5)

Motivation =max

[
p∑
i=1

CV(Tp),

n∑
i=1

CV(Tn),

ne∑
i=1

CV(Tne)

]

Fig. 1   Motivation steps

Fig. 2   Motivation steps

1  http://twitt​er4j.org. Twitter4J is an unofficial Java library for the 
Twitter API. With Twitter4J, you can easily integrate your Java appli-
cation with the Twitter service. Twitter4J is an unofficial library.

http://twitter4j.org
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The second step consists of applying the different text pre-
processing methods on the extracted tweets/Facebook posts 
or comments for preparing them to the classification and 
also for extracting the opinion words. In this step, we used 
the Apache OpenNLP library.2

These two measures (productivity and motivation) will 
be used after for clustering learners into clusters. Because 
the productivity and the motivation have both three possible 
values (1, 2 and 3 for the productivity; positive, negative and 
neutral for the motivation), we have 9 different clusters or 
classes (1-positive, 1-negative, 1-neutral, 2-positive, 2-nega-
tive, 2-neutral, 3-positive, 3-negative and 3-neutral).

At the end of the SF approach, we will classify learn-
ers into clusters based on social content. And for each new 
learner (target learner) for whom we want to recommend a 
course (pedagogical objective), we apply the different steps 
of SF to calculate the productivity and the motivation which 
will help us after in the clustering, for finding the K-nearest 
neighbors of the target learner (learners who share the same 
productivity and motivation with the target learner (belongs 
to the same cluster).

3.2 � Collaborative filtering approach (CF)

CF is the second step in our work. In our platform, each 
learner is presented with his profile of knowledge, and for 
constructing this profile each learner must complete a quiz 
which is in the form of multiple-choice questions. Each 
course in our system has its equivalent quiz. The questions 
of the quiz represent the different concepts of the pedagogi-
cal objectives (PO) of a course, that is to say, each concept 
represents an item in our platform, and doing the quiz is like 
giving a rate to each concept.

After that the learner completes the quiz and based on the 
result obtained, we construct his profile which is in the form 
of a vector. Each element of the vector represents a rating 
of a concept. The rating is equal to 0 if the learner answered 
correctly the equivalent question of the concept, and equal 
to 1 otherwise.

We assume that if the learner did not answer a question 
correctly, that means he must learn the concept related to 
this question, and we consider his rating as 1. Otherwise, 
if he answered a question correctly, he is already mastering 
the related concept, so it is not necessary to learn it again, 
for that we consider his rating as 0.

After we find the K-nearest neighbors (KNN) of the 
target learner using the social filtering approach(based on 
productivity and motivation), and after we construct his 

profile(which is in the form of vector) based on the quiz, 
we calculate the similarity between the profile of the tar-
get learner and the profiles of the KNN learners to find the 
most similar learner(the closet learner). We based here on 
the assumption that the target learner and his closest learner 
have similar preferences and can learn similarly. From all 
that, at the end of this process, we recommend to the target 
learner the concepts that the closest learner already learned 
in our platform.

For calculating the similarity between learners, we use 
the cosine similarity.

3.2.1 � Cosine similarity

The cosine similarity (Madani et al. 2018) calculates the 
similarity between two n-dimensional vectors by determin-
ing the cosine of the angle between them. This metric is 
frequently used in text mining. It uses the complete vector 
representation, that is to say, the objects’ frequency (words). 
Two documents are similar if their vectors are combined. If 
two objects are not similar, their vectors form an angle (X, 
Y) whose Cosine represents the similarity value. The for-
mula 6 is defined by the ratio of the scalar product of vectors 
X and Y and the product of the norm of x and y.

Each element of the vectors X and Y present the rating of a 
concept (0 or 1).

In our system, the profiles of the learners are represented 
by the following notation.

where :

•	 C: is a concept.
•	 R(C): is the rating of the concept after doing the quiz (1 

or 0).
•	 n: is the number of concepts in the different pedagogical 

objectives of a course.

3.2.2 � Example of the construction of learners’ profiles

We assume that a learner wants to learn the java course. First 
of all, he must do a quiz which is in the form of multiple-
choice questions, where each question represents a concept. 
Suppose that java course has 4 PO:

•	 PO1 : installation-Variables and Types-Conditionals-
Loops-Arrays

(6)Simcos(X, Y) =

∑n

i=1
x.y��∑n

i=1
x2
�
.

��∑n

i=1
y2
�

Profile = [R(C1),R(C2),R(C3),… ,R(Cn)]

2  https​://openn​lp.apach​e.org/. The Apache OpenNLP library is a 
machine learning-based toolkit for the processing of natural language 
text.

https://opennlp.apache.org/
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•	 PO2 : Functions-Objects-classes-Compiling and Running 
with Arguments

•	 PO3 : Inheritance-Try and Catch-Abstract Classes-Poly-
morphism-Interfaces

•	 PO4 : Using Generics-Collections-Exceptions-Generic 
Types-IO Streams

Based on the structure of these 4 POs, the java course has 19 
concepts, which means that the quiz will have 19 question, 
and that the vector that represents the learner will have 19 
elements with the values 0(the learner master the equiva-
lent concept) or 1 (the learner did not master the equivalent 
concept).

Suppose that after that the learner does the quiz, he 
answered the questions equivalents to the concepts (instal-
lation, Variables and Types, Conditionals, Classes, Inher-
itance, Polymorphism, Collections, Exceptions, Generic 
Types) correctly, and he answered the questions of the other 
concepts incorrectly. So the final vector of the learner will 
have the following structure :

3.3 � Recommender systems’ challenges: scalability 
and sparsity

The recommender systems have some challenges related 
to the problems of scalability and sparsity or cold start, 
and each RS approach must take into account these two 
problems (dealing with them) for improving the quality of 
recommendation.

Our proposed approach can deal with these two prob-
lems, which helps us in avoiding any issue that can affect 
our system.

3.3.1 � Scalability

The first main challenge faced by learners based on our 
social collaborative filtering approach is the problem of scal-
ability as it can be shown when searching for the closest 
learner if our platform contains a very large number of learn-
ers and courses. to avoid this problem we adopt two levels:

•	 The first level consists of clustering the learners into clus-
ters based on the social content(productivity and motiva-
tion) for decreasing the number of learners (conserving 
only the most similar learners to the target learner). After 
that we do not need to search for the closest learner into 
all the learners of our platform, but only into the adequate 
cluster of the target learner (the cluster that contains sim-
ilar learners who have similar social content with the 
target learner).

Profile = [0, 0, 0, 1, 1, 1, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0, 0, 0, 1]

•	 The second level consists of parallelizing our work using 
big data technologies (Hadoop MapReduce and Hadoop 
Distributed File System). The idea is that we share the 
work of recommendation between several machines, 
either in the phase of extraction of social content and in 
the phase of storage, or in the phase of the calculation of 
the productivity/Motivation and the cosine similarity.

3.3.2 � Sparsity and cold start

The second main challenge in our system is related to the 
sparsity and cold start problems. They occur when it is not 
possible to make a reliable recommendation due to an initial 
lack of information (similar learners of the target learner). 
For example, for the first user of our platform, it is impos-
sible to recommend courses based on social content because 
there are no learners in the system. or if we do not find any 
similar learners for the target learner.

The cold start and sparsity problems occur in our 
approach on three levels. The first is when the first user 
wants to use our platform to have a recommendation. The 
second level which we can call complete cold star (CCS) 
occurs when no KNN learner (of the target learner) is avail-
able in our platform (no learner has similar social content 
with the target learner). And the third level is when the 
similarity between the profile of the target learner and the 
profiles of the learners of his cluster is less than a threshold, 
which means that among the similar learners no one has a 
similar profile with the target learner.

If we encounter one of these two problems (sparsity or 
cold start), we will be based only on the profile of learners 
and the concepts of the pedagogical objectives for recom-
mending the most suitable concepts. The idea is that after 
the construction of the profile by completing the quiz we 
construct the profile’s vector with a rating for each concept. 
And after, we will look for the optimal concepts that the 
learner must learn.

For that, we propose a new reinforcement learning 
approach based on the learners’ profiles. Our idea is that 
each learner has his own learning styles, skills, and motiva-
tion, so we need to adapt the learning process based on the 
learner’s profile (find the optimal path that the learner must 
follow to reach the goal optimally).

Reinforcement learning (RL):  Reinforcement learn-
ing (RL) is an intelligent technique with the ability to learn 
from interaction with the environment. It learns from trial 
and error and generally does not need any training data or 
a user model. At the beginning of the learning process, the 
RL agent does not have any knowledge about the actions it 
should take. After a while, the agent learns which actions 
yield the maximum reward. The problem consists of an agent 
with its various states S and a set of actions per state A. The 
agent can move from one state to another by performing 
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some action a. the next state gives a reward to the agent. The 
goal of the agent is to maximize the total reward.

If we compare all that with our proposed RL approach, 
The learner is the agent, and the environment is our e-learn-
ing platform with a course and its pedagogical objectives. 
The ultimate goal for the learner is to find the optimal path 
to reach the final goal of the course. The initial state of the 
agent (learner) in our RL approach is his profile (his knowl-
edge) after doing the quiz which is in the form of a vector 
(each element has either the value 0 or 1). And the objective 
(final state) is the mastery of all the concepts of a course, 
which means the profile’s vector of the learner in which each 
element has the value 0 (the learner master all the concepts).

In our proposed RL system the states are the differents 
POs of a course, and in each state the learner can take three 
different actions to move from one state to another in order 
to reach the final goal, these actions are: “Learn all the con-
cepts of the PO”, “Learn some concepts of the PO”, “do not 
learn any concept of the PO”. After that the learner chooses 
an action, his state will be changed, that is the vector of his 
profile will be changed, and the reward produced is obtained 
by calculating the cosine similarity between the new profile 
(new state) and the final objective (the final vector in which 
all elements have the value 0). In each state, the goal is to 
choose the action that maximizes the cosine similarity with 
the final objective.

Figure 3 shows how the agent (learner) interact with the 
environment.

In each step and after the learner take an action, his state 
will be changed, which means that his profile’s vector will 
be changed, and by using the cosine similarity we find the 
reward produced by taking this action.

In our method, we start from an inefficient solution that 
is the profile of the learner after he passes the quiz, and 
that is improved progressively according to the experience 
of the agent (the learner). The learner will take actions 
(“Learn all the concepts of the PO”, “Learn some concepts 
of the PO”, “do not learn any concept of the PO”) and 
the environment will give him a reward (cosine similar-
ity between the new profile of the learner after he takes 
action and the vector of the final objective). The goal of 
our approach is to know what to learn from a number of 
pedagogical objectives to maximize the cosine similarity 
between the learner’s profile and the final objective. So the 
learner will discover for himself the actions that give the 
highest rewards by trying them.

A learner experience using our approach is composed of 
4 steps: a current state, take an action, next state (new state), 
and a reward. The value function or the update function of 
our approach is cosine similarity, this measure consists in 
associating with each possible state an estimation of the 
value for the learner to be in this state.

To fully explain our approach we will present how our RL 
approach works with an example.

A learner wants to use our e-learning platform for 
learning the java course, so the first thing to do is the 
extraction of his social contents for defining the produc-
tivity and the motivation in order to find the KNN learn-
ers (SF approach), the second step is the calculation of 
cosine similarity between the profile’s vector of our target 
learner and the profiles of his KNN learners for finding the 
closest learner (CF approach). Suppose that after all these 
steps, we did not recommend the optimal content for the 
learner because of the problem of sparsity or cold start as 

Fig. 3   Agent–environment 
interaction
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previously presented. In this case, we will be based on the 
proposed RL approach for giving to the learner the optimal 
content that must learn.

We based here on the example presented in Sect. 3.2.2, 
in which we assume that the course java has 4 POs.

The first step of our RL approach is the definition of 
the initial state of the target learner. The initial state in our 
approach is the initial profile’s vector of the target learner 
after he passes the QUIZ.

The second step is the definition of the final objective (FO) 
that the agent (learner) has to reach. In our RL approach the 
FO is that the learner master all the concepts of differents 
POs of the java course, which means that the profile must be 
in the following form:

After the definition of the initial state and the final objective, 
we need to define the states and actions that the agent can 
take in our system. The states of our approach are the pro-
files of the learner in each PO, and the actions are three: 
“Learn all the concepts of the PO”, “Learn some concepts 
of the PO”, “do not learn any concept of the PO”.

Figure 4 shows the final structure of our approach.
For our RL agent(learner), the learning process has two 

components: exploration and exploitation. Exploration 
means that the agent tries to discover which actions yield 
the maximum reward by taking different actions repeat-
edly and in a random manner. In each action, we calculate 
the cosine similarity between the resulting profile and the 
profile of the final objective. Exploitation, on the other 

������� = [�, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �]

�������_�� = [�, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �, �]

hand, means taking the most rewarding actions. In other 
words, the learner follows the path with the high value of 
cosine similarity.

Fig. 4   Final structure of our 
approach

Fig. 5   Our work steps
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At the end of our RL approach, we recommend-to the 
target learner-the optimal content. This content will play 
the role of his profile which will help us after in the recom-
mendation process for future learners.

3.4 � Our work steps and algorithm

As presented earlier, our approach is based on several 
important steps. The first is by using the social network 
profiles of learners for extracting some social factors 

(Social login Madani et al. 2017a) like tweets, Facebook 
posts, likes, comments. These factors will be used in the 
calculation of the productivity and the motivation, which 
in turn will help us define the K-nearest neighbors. The 
second step is the construction of learners profiles based 
on a quiz. And finally, the calculation of the cosine simi-
larity between the profile of the target learner and the pro-
files of the KNN learners for defining the Recommended 
courses(or Recommended pedagogical objectives).

Figure 5 shows the different steps of our work:
Algorithm 1 presents the algorithm of our approach. 

Algorithm 1 Social Collaborative Filtering Algorithm
INPUT : Social Content
OUTPUT : Recommended Courses
M ← 0
D ← 0
N ← 0
SocialLogin()
B1 ← Social Factors(8, 12)
B2 ← Social Factors(2, 6)
B3 ← Social Factors(7, 11)
P ← Max(B1, B2, B3)
if P = B1 then

Productivity ← 1
else if P = B2 then

Productivity ← 2
else if P = B3 then

Productivity ← 3
end if
Publications[] ← ExtractPosts Tweets(Productivity)
for all Pub ∈ Publications do

Class ← FLS(Pub)
if class= ”positive” then

M ← M+1
else if class= ”negative” then

D ← D+1
else if class= ”neutre” then

N ← N+1
end if

end for
Motivation ← Max(M,D,N)
if Motivation= M then

The learner is motivated.
else if Motivation= D then

The learner is demotivated.
else if Motivation= N then

The learner is neutral.
end if
KNN Learners ← Clustering(Learner’s motivation, Productivity)
Closest Learner ← Cosine(Target Learner,KNN Learner‘s )
Recommended Courses(Closest Learner)
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where:

•	 SocialLogin() : is a function that allows the learner 
login in our platform using their Facebook and Twitter 
accounts.

•	 Social_Factors(8,12): retrieves the number of tweets, 
Facebook posts, likes or comments which are published 
between 8 am and 12 pm.

•	 B1 : returns the number of posts, likes, tweets or com-
ments published in the first period (from 8 a.m. to 12 
p.m.).

•	 Max(B1,B2,B3) : a function that returns the maximum of 
the three numbers(B1, B2, B3).

•	 ExtractPosts_Tweets(Productivity): this function extracts all 
the posts or tweets published by the learner in the period 
of activity.

•	 FLS(Pub): this function classifies each tweet or Face-
book post published in the period of activity into three 
classes(positive, negative or neutral). The classification 
is done using our proposed approach using the semantic 
similarity and the fuzzy logic system.

•	 Clustering (Motivation, Productivity): consists in 
clustering the learners into clusters for defining the 
K-nearest neighbors of the target learner based on the 
motivation and productivity.

•	 Cosine ( Target_Learner,KNN_Learners ): Calculate 
the cosine similarity between the profile of the tar-
get learner and the profiles of the KNN learners, for 
extracting the closest learner.

4 � Experimental results and implementation

For demonstrating the power of the approach that defines 
the motivation, we did an experience which consists in 
classifying several tweets/Facebook posts using in a first 
time the semantic similarity and in a second time fuzzy 
logic+semantic similarity by calculating the classification 
and the error rate. Figure 6 presents the result obtained.

From Fig. 6, we remark that the two approaches (either 
by using a method based only on semantic similarity or 
by using it in combination with the fuzzy logic) give good 
result in term of classification and error rate, without for-
getting that by enriching the classification with the fuzzy 
logic the classification rate is improved as 97%, and also 
the error rate is decreased from 7 to 3%.

Another experiment consists in comparing our approach 
with other techniques from the literature (an approach base 
on the AFINN dictionary, a dictionary-based approach 

(Madani et al. 2017c), and an approach based on semantic 
similarity and opinion documents (positive, negative and 
neutre Madani et al. 2019a). For the comparison, we have 
based on the metrics of accuracy, recall, precision, and 
F1-Score. See Fig. 7.

Accuracy: the portion of all true predicted instances 
against all predicted instances. 

Precision: the portion of true positive predicted 
instances against all positive predicted instances. 

Recall: the portion of true positive predicted instances 
against all actual positive instances. 

(7)Accuracy =
TP + TN

TP + TN + FP + FN

(8)Precision =
TP

TP + FP

Fig. 6   Result of the experience 1

Fig. 7   Result of the experience 2
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F1-score: a harmonic average of precision and recall. 

where:

TP(True Positives): the correctly predicted positive 
values which means that the value of the tweet’s class 
is positive and also the predicted value after the clas-
sification is positive.
TN(True Negatives): the correctly predicted negative 
values which means that the value of the tweet’s class 
is negative and also the predicted value after the clas-
sification is negative.
FP(False Positives): When the tweet is negative but the 
predicted class after the classification is positive.
FN(False Negatives): When the tweet is positive but 
the predicted class after the classification is negative.

According to Fig. 7, our approach (based on fuzzy logic 
and the calculation of the semantic similarity between the 

(9)Recall =
TP

TP + FN

(10)F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall

tweet/Facebook post to classify and two words positive and 
negative) outperforms the other techniques at the level of 
accuracy (97%), precision (89%), recall (86%) and F1-score 
(87%).

4.1 � Implementation

In this subsection we will show the implementation of dif-
ferent steps of our platform:

•	 The first step consists of log in using a social network 
(social login) for extracting the social content of the 
learner (Figs. 8, 9).

•	 After the extraction of the social network’s data that will 
be used after in the step of clustering, the learner must 
log in our platform for doing a quiz (constructing the 
profile) (Fig. 10).

•	 The next step consists of choosing a course and doing the 
quiz (Figs. 11, 12).

•	 The final step is the recommendation of the optimal peda-
gogical objective for the target learner (Fig.  13).

Fig. 8   Social Login 1

Fig. 9   Social Login 2
Fig. 10   Login page
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5 � Conclusion

In this paper, we have presented a new approach for recom-
mending courses to learners based on their social contents and 
their profile (knowledge). Our method is a social collaborative 
filtering approach that uses the social content of learners such 

as the tweets, facebook posts, likes and comments for group-
ing them into clusters, and also it is based on the knowledge 
of learners for finding the K-nearest neighbors learners of the 
target learner.

Our approach deals with the problems of scalability, spar-
sity and cold start for improving the quality of recommenda-
tion. To remedy the problems of sparsity and cold start, we 

Fig. 11   Construction of the 
profile 1

Fig. 12   Construction of the 
profile 2

Fig. 13   Result of Recommen-
dation



3936	 Y. Madani et al.

1 3

have proposed a new reinforcement learning approach for 
finding the optimal path with which the learner must learn to 
improve the results of the teaching process.

Our next work will consist in developing our approach and 
apply it in different domains like in an e-commerce website or 
in recommending films. and Also in proposing a new approach 
for calculating the similarity between the learners’ profiles.
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