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Abstract
Radio frequency identification (RFID) is a unique scientific invention that comprises individually recognizable, low-cost tags 
and readers where the readers monitor the tags using frequencies from the radio spectrum. Uniform distribution of the tags 
for gaining a balanced load of the readers is a significant concern to ensure successful collection of data from all of the tags 
of an RFID system with multiple readers. Moreover, some of the readers in an RFID network may become defective during 
operation and stop working. As a result, information would not be collected from those tags which were associated with the 
defective readers and the network would operate with partial information. We target to maintain a balance among the load of 
the readers by placing the tags as evenly as possible to address the fast tag reading problem. We convert the addressed issue 
as a load balancing problem and introduce a cellular automaton inspired localized algorithm as a solution to this problem. 
Our proposed algorithm utilizes the local information of the readers to relocate tags from a heavily loaded reader to a lightly 
loaded reader. We develop our proposed algorithm as a fault tolerant one so that all of the tags in the network are always 
under surveillance even if some of the readers become defective. Numerical analysis and comparison results suggest that 
the proposed localized load balancing algorithm outperforms the existing localized solution and gives a competitive result 
compared to the centralized algorithm. Finally, we implement our proposed algorithm in the parallel programming platform 
Compute Unified Device Architecture that greatly improves the runtime of the proposed algorithm.

Keywords RFID · Cellular automaton · Fault tolerant · Load balancing · Reading time · Readers · Tags · Fairness index · 
CUDA

1 Introduction

Radio frequency identification (RFID) is one of the most 
widespread wireless technologies adopted in different 
different aspects of our daily life. Some of the notable 

applications of RFID technology include supply chain 
management, tracking and identification, health monitor-
ing, environmental data logging, user access control, etc. 
The RFID technology has become one of the fundamen-
tal elements for ‘Internet of Things’ (Dong et al. 2011; 
Dominikus 2011) because of its ease of scaling and low 
cost implementation. The major building blocks of an RFID 
system includes the readers and the tags where the number 
of tags is significantly higher than that of readers. A reader 
is a transceiver which is capable of interrogating the tags 
and access the information stored in the tags. However, a 
reader is capable of accessing the tags only within its prox-
imity and the proximity of a reader is defined according to 
its interrogation range which normally varies from reader 
to reader. On the other hand, a tag is a transponder that 
responds to the query of a reader. A tag is basically a pas-
sive entity with limited memory and energy to store a few 
but significant information. Compared to other states of the 
art identification systems like biometrics, bar-code systems, 
optical character recognition (OCR) system, etc., one of the 
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main advantages of the RFID technology is that it does not 
ask for a line-of-sight communication between a reader and 
a tag for its proper functioning.

The main challenge of an RFID system with multiple 
readers is to eliminate the collision among the tags at the 
time of interrogation which primarily happens because of 
the ratio between the number of readers and the number 
of tags present in the system. In an RFID system, a reader 
handles a significant number of tags within its proximity 
or interrogation range which may result in a significant 
number of collisions among the tags at the time of respond-
ing to a query by a reader simultaneously. Eventually, the 
responding tags cancel out each other’s responses which 
contributes a significant delay to the interrogation time of 
a tag by a reader. So, a balanced load among the readers 
is a necessity to address this problem of fast tag reading 
time. A number of anti-collision algorithms (Capetanakis 
1979; Jihoon and Wonjun 2006; Lawrence 1975; Vinod 
and Lixin 2007; Yoon and Vaidya 2010) can be found in 
literature those deal with the load balancing of the readers. 
However, most of them fail to provide a fast tag interroga-
tion time because they do not consider the reader to reader 
communication at the time of tag interrogation. A tag in 
the proximity of multiple readers is interrogated by all of 
them which results in redundant information gathering. 
This redundancy can be avoided if the readers communi-
cate among themselves prior to interrogating the tags in an 
RFID system with multiple readers and a great improve-
ment in tag reading time can be achieved. In Xie et al. 
(2012), a solution to the addressed problem is provided 
which considers the reader to reader communication which 
ensures that a tag is accessed by a lone reader. However, 
they employ a distributed load balancing algorithm which 
introduces an overhead to the system due to the distributed 
processing and message passing.

In this research article, our target is to balance the load 
of the readers by placing the tags as evenly as possible 
to address the fast tag reading problem. We express the 
addressed research issue as a load balancing problem and 
develop a localized algorithm as a solution to the load bal-
ancing problem. Our proposed algorithm is based on cel-
lular automaton (CA) (Garzon 1995) that utilizes the local 
information of the reader to achieve the goal. The advantage 
of using CA based algorithm is that, it needs much less 
memory and computation power (since it computes solu-
tions based on the state of itself and its neighboring cells). 
As of our concern, this is the first ever strictly localized 
solution for the addressed research problem which is based 
on CA.

Our proposed load balancing algorithm ensures that 
each of the tags is read by a single reader. Therefore, if 
any of the readers get damaged, the tags associated with 
that reader would be ignored by the network. Such tags 

whose information is not being read are called orphan 
tags. If an orphan tag has neighboring readers that are 
not defective then it can be redistributed to any one of 
them to help maintain the proper operation of the RFID 
network. We also address the problem that occurs when 
multiple readers of the network stop working and leave 
the tags in their proximity as an orphan. We incorporate 
a fault tolerant procedure with our proposed solution that 
can redistribute the orphan tags to the nearby function-
ing readers. We compare the simulation results of our 
proposed load balancing algorithm with other states of 
the art solution. The comparison results suggest that the 
proposed algorithm is superior to the existing algorithm 
(Xie et al. 2012) in terms of tags per reader (tag load). We 
compare the performance of our fault-tolerant procedure 
using two different metrics and observe that both of the 
metrics provide similar performance with some trade-offs 
between them. The initial version (without fault tolerance) 
of our proposed load balancing algorithm can be found in 
Munir et al. (2016).

The remaining part of this article is arranged in the fol-
lowing manner. A brief introduction of the cellular automa-
ton is presented in Sect. 2. Section 3 presents some of the 
notable works addressing the same research problem. We 
present the system model along with the problem formu-
lation in Sect. 4. We elaborate our proposed load balanc-
ing algorithm and fault tolerant algorithm in Sects. 5 and 6 
respectively. Simulation results and the numerical analysis 
are discussed in Sect. 7 and finally, we conclude the paper 
in Sect.  8.

2  Cellular automata

A CA is a discrete model which is a popular way of mod-
eling the various types of physical systems. It consists of 
a group of cells that form a grid. The state of the cells 
can change over discrete time steps based on certain rules 
which take the neighboring cells into consideration. In a 
two-dimensional environment, the CA is defined as the 
quadruple, A = (C, S, �,N) . Here, C denotes a grid. The 
grid is made of elements called cells. The cells of CA can 
exist in a finite number of states. The set of these states 
is denoted by S. � is the set of transition rules that allows 
the cells to change from one state to another. The neigh-
borhood of a cell is represented by N. At any time step t, 
each of the cells of C is assigned a state from S. At time 
step t + 1 , the state of a certain cell c ∈ C may or may not 
change based on the transition function � . The functions 
consider the state of c and its neighbors at time step t to 
make this decision. The neighborhood of a cell can vary 
depending on the CA system. In a square grid, a cell has a 
total of eight adjacent cells. If a CA system uses the Moore 
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neighborhood, then it considers all of the eight cells as a 
neighbor.

Figure 1 illustrates the Moore neighborhood for radii 1 
and 2. In the figure, the radius 1 neighbors are marked as 
‘a’ and the radius 2 neighbors are marked as ‘b’. Elaborate 
descriptions regarding CAs can be found in Garzon (1995).

3  Related work

The application of collision avoidance protocols is one 
of the primary methods of improving the performance of 
RFID systems. A remarkable number of such protocols 
are present in the literature which can be divided into two 
major categories: (1) tree-based and (2) ALOHA based. 
Two tree based collision avoidance protocols are introduced 
in Capetanakis (1979) and Jihoon and Wonjun (2006) those 
use deterministic models based on either a binary or query 
tree. In these papers, all of the tags present in an RFID 
system are distributed into smaller subgroups preferably 
with a lone tag. Every subgroup of the model is associated 
with an ID which can be used to uniquely identify the tags. 
A subgroup having multiple tags acts as an inner node of 
the tree whereas a subgroup with a single tag acts as a leaf 
node of the tree. The main disadvantage of these type of 
protocols is the significant identification delay. In Bhatia 
and Sood (2018) a threshold based decision tree model is 
used to classify activities of defense personnel in IoT-based 
systems. On the other hand, the ALOHA based collision 
avoidance protocols introduced in Lawrence (1975) and 
Vinod and Lixin (2007) are probabilistic models where the 
tags randomly choose time slots within the query frame sent 
by the reader. Collisions cannot be avoided completely in 
ALOHA based protocols. These protocols are also suscep-
tible to ‘tag starvation’ where a certain reader may remain 
unidentified for a prolonged amount of time. Estimating 
the number of tags present in an RFID system is one of the 
vital problems encountered by many anti-collision proto-
cols. Chen et al. (2008) discuss a novel method of approxi-
mating the number of tags present in the proximity of a 
reader. An algorithm based on bitmap and hash function 
is used in this paper to develop a replica-intensive proto-
col that estimates the number of tags. This algorithm is 
suitable in cases where multiple readers are present in the 

network. This protocol eliminates the need for the unique 
identification of the tags and anti-collision protocols. An 
RFID authentication scheme based on hash functions and 
bitwise-XOR functions is introduced in Wu et al. (2018) for 
e-healthcare applications.

The identification of tags in an RFID system greatly 
depends on the transmission control strategy which con-
trols the access to the broadcasting channel. In Floerke-
meier (2006), one such scheme is presented which is based 
on framed ALOHA and adopts earlier works on Bayesian 
broadcast strategies. A couple of unified approximation 
algorithms are proposed in Murali and Thyaga (2006) 
which have complementary properties. The collision-based 
estimator proposed in this paper provides a high level of 
accuracy with the help of three estimators. On the other 
hand, the level of accuracy for the probabilistic estimators 
is constant as the running time is not dependent on the 
estimated tag set size. The challenges faced in an RFID 
system is increased further if the load of each of the readers 
in the system is not balanced. Such imbalanced are com-
monly found in systems like warehouses, modern airports, 
supermarkets etc. This common problem is not properly 
addressed in the literature stated above. A probabilistic dis-
tributed algorithm is suggested by Qunfeng et al. (2007) 
that utilizes the min-max tag count assignment to ensure 
the balance of tag loads in this type of topology. Dhas 
et al. (2010) try to maintain both the load balancing and 
the elimination of redundant readers by storing the load 
information of the reader inside every tag that is read by 
that reader. The drawback of this solution is that it cannot 
be implemented in large-scale RFID systems consisting of 
thousands of passive tags.

Jang and Lee (2008) consider a load balancing agent 
based on a fuzzy logic control. For any edge M/W, the 
fuzzy logic control is used to predict its volume and evalu-
ate its workload. The agent is responsible for migrating the 
workload from overload edges to under-loaded edges M/
Ws. In large-scale RFID systems, it is common for multi-
ple readers to simultaneously read the same tags. In these 
scenarios, the elimination of the redundant readers may 
lead to faster tag reading times and balanced load for the 
active readers. Hsu et al. (2011) define fuzzy membership 
functions and fuzzy rules to determine different degrees of 
danger in RFID-based systems. A load balancing mecha-
nism is introduced in Zhang et al. (2018) to increase the 
quality and the source utility of a WLAN. Multiple cen-
tralized and localized algorithms are proposed in Ali et al. 
(2011a, b) and Irfan et al. (2011) to eliminate the redundant 
readers in a RFID system. In Rashid et al. (2016, 2018), 
cellular automaton based localized algorithm has also been 
used to address this redundant reader elimination problem. 
However, none of the aforementioned algorithms guaran-
tee a balanced load of the readers. Chiu and Jain (1989) 

Fig. 1  Radius 1 and radius 2 
Moore neighbors



4308 A. Munir et al.

1 3

introduce a metric known as the fairness index that com-
pares loads of the readers. A distributed load balancing 
algorithm was developed in Xie et al. (2012) for address-
ing the fast reading problem. This algorithm assumes that 
at each time step, each reader determines its neighboring 
reader. Next, each of the readers tries to find a neighbor 
that has a smaller load. If such a neighbor is found, then the 
reader transfers the control of a specific number of its own 
tags ( 0 ≤ � ≤ 1 ) to its neighbor. The process is continued 
by each of the readers until either the fairness index rises 
to a fixed threshold or the fairness index is not affected 
by a further transfer of tags. The idea of a maximum flow 
algorithm is adapted in Dong et al. (2011) to develop a 
centralized optimal load balancing algorithm. In Meddeb 
and Jaballah (2017), an improved maximum weight inde-
pendent set based algorithm (MWISBA) is proposed to 
address the reader coverage collision avoidance arrange-
ment (RCCAA) problem where the interference range of a 
reader is considered along with the interrogation range in 
a multiple reader RFID systems. In Wang and Liu (2017), 
a cost-efficient method of reader deployment is proposed 
where the reader are adjustable to different communica-
tion ranges by tuning their transmission power. Campioni 
et al. (2018) propose one centralized and several localized 
algorithms for reader scheduling in an RFID system. An 
extended version of their algorithms are under the review 
process of the Journal of Ambient Intelligence and Human-
ized Computing (AIHC). Their algorithm is also inspired 
by CA and they consider the readers with limited residual 
energy and having dense deployment over the environment. 
In their proposed model, the readers communicate (direct 
or indirect via the tags) among themselves to maintain the 
sleep/awake scheduling with an aim to optimize network 
lifetime and energy usage. We need to make it clear that, 
though our proposed algorithm is also CA-based, we are 
addressing the fast tag reading time problem (completely 
different than their problem) by balancing the tag loads of 
the reader. Hence, our algorithm is also completely differ-
ent. Moreover, we emphasize the fault-tolerant behavior 
of our proposed algorithm and implemented our algorithm 
in CUDA.

Most of the works done on fault-tolerant RFID networks 
are based on reader localization. Localization in RFID 
systems can be divided into two main categories: (1) tag 
localization and (2) reader localization (Sanpechuda and 
Kovavisaruch 2008). In tag localization, each object to be 
located is attached with an RFID tag while the readers are 
scattered in the environment. A server is responsible for 
gathering data from the readers, executing a localization 
algorithm, and notifying the localization result to the object. 
In reader localization, each object to be located is equipped 
with an RFID reader and a set of RFID tags are distributed 
in the area of interest.

Bulusu et  al. (2000) apply radio communication to 
ensure outdoor localization in a low-cost method where the 
nodes of interest are distributed in the environment. The 
nodes are capable of transmitting radio signal as a beacon 
frame and when the beacon frame is received by an object 
of reference, it can locate itself as the centroid of the proxi-
mate reference node. In He et al. (2003), each of the target 
objects tries to form a triangle of three reference node by 
interacting with its neighboring target objects. The target 
object is capable of narrowing down the region where it 
is possibly located by following this method. Bouet and 
Pujolle (2008) use virtual reference nodes to determine 
the location where the object is located. A non-linear pro-
gramming scheme is used in Wang et al. (2007) to located 
the readers. Here, the geometric knowledge of the reader’s 
identification area is used. A real-time localization sys-
tem is developed in Bilodeau et al. (2018) for enhanced 
tracking in smart homes. A process called ATI is proposed 
in Zhu et al. (2014) which can provide a quality index to 
determine the localization results. ATI is capable of toler-
ating regional permanent fault and works in both 2D and 
3D environment.

4  System model and problem statement

We are considering a large-scale RFID system that con-
sists of numerous tags and a number of readers. Figure 2 
illustrates an instance of such systems. The readers are 
numbered as 1–6 in the figure and the tags are represented 
by small black dots. Our system consists of only passive 
tag that does not have any additional power source or pro-
cessing ability. When a reader sends a signal to a tag, it 
uses the power from that signal to send back the contents 
of its memory to the reader. The comparatively low price 

Fig. 2  Model of an RFID system with multiple reader in a single cell 
of a grid
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of such passives tags makes them common in different 
applications.

Our environment is considered to be a two-dimensional 
grid where each cell of the grid can contain only one reader, 
but multiple tags. Each reader has a fixed interrogation 
range. A reader can only read the tags that are located within 
its interrogation range. It can also elect to not monitoring 
any of the tags placed in its range. The reader placed in the 
grid are capable of communicating and cooperating with 
each other to develop a reader network. Each of the tags in 
the grid can only be associated with a single reader. At the 
initial stage, the tags that fall under the interrogation range 
of multiple readers are randomly associated with any of the 
readers. Due to the randomness of the assignment process, 
the balance distribution of tags among the reader cannot be 
guaranteed. We assume that the tag reading time is constant. 
So, the time required to read from all the tags in the net-
work is directly dependent on the maximum number of tags 
assigned to a single reader. Therefore, the feasible approach 
to reduce the tag reading time in the multi-reader RFID sys-
tem is to minimize the maximum number of tags assigned to 
any of the readers. We can formally define this as:

where Si is set of tags assigned to reader ri and wi is the 
cardinality of the set Si . If any of the readers are assigned 
with multiple tags, it will try to shift a portion of its tags to 
the neighboring readers to ensure that the load of the tags is 
balanced among all the readers.

5  Proposed algorithm

Each of the readers in the RFID network is capable of exe-
cuting both the load balancing algorithm and also the fault 
tolerant procedure. The fault tolerant procedure is only 
executed if a reader finds an orphan tag inside its radius. 
The reader executes the load balancing algorithm for all 
other tags. In this section, we introduce our load balanc-
ing algorithm and the fault tolerant procedure is discussed 
in Sect. 6.

5.1  Algorithm metric

The fairness index introduced in Chiu and Jain (1989) is 
used in this paper to measure the fairness of tag distribution 
among the readers. This metric can be used to determine 
the fairness either in a specific region of the RFID system 
or in the entire environment. Let, � = (w1,w2,… ,wn) be 
the vector representing the load of the readers present in the 
RFID system. Now, we can express the fairness index of the 
system by the following equation:

minimize,maximum(w1,w2,… ,wn)

where,wi = |Si|

The fairness index can hold any value between 0 and 1 where 
a higher value indicates better fairness (a value of 1 indicates 
complete fairness). Here, all the readers in the system would 
be assigned an equal number of tags. A value of 1

n
 would 

represent that the system is completely unfair with all the 
tags assigned to a single reader. In an ideal scenario, our goal 
would be to improve the fairness index of the entire RFID 
system. However, this goal is difficult to achieve with a local-
ized solution where a reader is allowed to get connected with 
its neighboring readers only. Through the exchange of the 
load information with its neighbors, a reader can calculate 
the fairness index of its local area only. It is to be noted that 
an optimal solution of load minimization of a reader does not 
guarantee the optimal fairness index of a system.

5.2  Proposed CA based load balancing algorithm

Our proposed algorithm is modeled based on cellular autom-
aton and we name our algorithm as CA based load balancing 
algorithm (CALBA). Any cell of the model can contain both 
readers and tags. A cell can contain one reader at most but 
may have multiple tags. The algorithm is described below:

5.2.1  State representation

A single tag can be in the interrogation range of a maximum 
of nine readers. The state of the tag can be used to determine 
which reader has been assigned a tag to and also its direction 
in respect to the tag. This is shown in Fig. 3. For example, 
if the state of a tag is ‘C’, then the tag is under the surveil-
lance of a reader residing in the same cell as the tag. A reader 
state defines the number of tags under its surveillance at any 
given time.

5.2.2  Neighborhood

Our model assumes that all of the readers present in the system 
have a fixed communication range of radius 2. Readers within 
each others communication range can exchange load informa-
tion among them. Each reader also has an interrogation range. 
A reader can only read and write contents on the tags that 

fairness_index =
(
∑n

i=1
wi)

2

n
∑n

i=1
w2

i

.

Fig. 3  Possible positions of a 
reader to interrogate a tag
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are within this range. We consider two different interrogation 
ranges for the readers (radius 1 and 2) in our model. This is 
discussed elaborately in our simulation results in Sect. 7.

5.2.3  Transition rules

At the initial stage, we deploy a random number of tags 
and readers in the environment and the tags are randomly 
assigned to the readers. The state of both the reader and tags 
are then updated based on this initial distribution. From the 
next time step, each reader adheres to the algorithm shown 
in 1. The steps of the algorithm are discussed below:

1. (lines 2–13) The reader checks the state of each of 
the tags that are in its proximity. If any of the tags are 
orphan, it executes the fault tolerant procedure which 
is described in Sect.  6. This is done by calling the 
faultTolerantProcedure(Tk,metric) function where the 
parameter Tk is an orphan neighboring tag of the reader 
and metric determines the type of metric that is going 
to be used in the fault tolerant procedure. The details 
of the fault tolerant procedure are described in the next 
section. If the reader does not find any orphan tags then 
it calculates its own load and a load of its nearby readers. 
Moreover, The reader calculates the fairness index of its 
own neighborhood.

2. (lines 14–20) The current reader now examines each of 
its neighboring readers and identifies which of the tags 
assigned to the current reader is also within the interroga-

tion range of its neighbors. Next, the reader determines 
whether transferring its own tag to a specific neighbor 
can improve the local fairness index. If such improvement 
is possible, the reader updates the tag so that it is trans-
ferred to the neighboring reader. For example, suppose Rj 
is the neighbor of the current reader Ri which has a tag Tl 
assigned to it. Ri and Tl are located in the same grid while 
Rj is located to the ‘NW’ position with respect to Tl . So 
the current state of Tl is ‘C’. Now, if Ri determines that 
the local fairness index can be improved by transferring 
Tl to Rj , then it updates the state of Tl from ‘C’ to ‘NW’ in 
order to reflect the change of the tag assignment.

3. Steps 1 and 2 are repeated by the readers in each time 
step. During a time step, a reader can only transfer its 
own load to other readers. However, the load of the 
reader can also be increased during this time as the 
neighboring readers might transfer their load to the cur-
rent reader. So at the beginning of each time step, the 
reader determines its load by checking the state of all the 
tags residing inside its proximity.

All of the readers present in the system simultaneously run 
the aforementioned algorithm which may cause the overall 
degradation of the fairness index of the system in first few 
time steps. However, as the tags are more evenly distributed 
over the course of multiple time steps, the fairness index 
improves significantly. These behaviors are discussed fur-
thers in Sect. 7.

Algorithm 1 CA Based Load Balancing Algorithm (CALBA)
1: procedure balanceLoad(Reader Ri) � reader Ri will run the next steps at time t
2: Li ← 0. � initialize the current load to 0 before updating
3: for each Tk in neighborTags do
4: if getStatus(Tk) == Ri then � check if the tag is assigned to Ri

5: Li ← Li + 1
6: else if Tk is orphan then
7: faultTolerantProcedure(Tk,metric)
8: end if
9: end for
10: for each Rj in neighborReaders do
11: getStatus(Rj) � load information of readers is stored in their state
12: end for
13: fairnessIndex ← localFairnessIndex(Ri)
14: for each Rj in neighborReaders do

� Ri tries to transfer its own tags to its neighbors to improve fairness index
15: for each common tag Tl between Ri and Rj do
16: if getStatus(Tl) == Ri then
17: if updatedLocalFairnessIndex(Li − 1, Lj + 1) > fairnessIndex then

� check if transferring Tl to Rj improves the fairness index
18: setStatus(Tl, Rj) � update the status of the tag for the new reader
19: Li ← Li − 1 � update the load information of Ri

20: end if
21: end if
22: end for
23: end for
24: end procedure
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6  Fault tolerant procedure

6.1  Algorithm metric

The proposed fault tolerant procedure is designed in such a 
way that it can operate using two different metrics. The first 
metric is the tag load of a reader. If a tag becomes orphan 
then our fault tolerant procedure assigns the orphan tag to 
the neighboring reader that has the lowest number of tags 
assigned to it.

The second metric is the fairness index which is already 
applied in our proposed load balancing algorithm. In this 
case, the orphan tag is selected by the reader for which the 
local fairness index will be maximized.

6.2  Proposed fault tolerant procedure for CALBA

Since the fault tolerant procedure is added as a part of the 
proposed load-balancing algorithm, the CA model used in 
this case is almost identical to the previous case. There are 
some minor changes and those are described below:

6.2.1  State representation

The state of each tag indicates the reader which is currently 
monitoring the tag. A reader’s state signifies its current load 
(the number of tags currently assigned to it). If a reader is 
defective, the state of that reader cannot be read. A reader 
can check the state of its neighboring tags and readers to 
determine whether a tag is orphan or not.

6.2.2  Neighborhood

We consider a radius of 1 or 2 for the communication 
between a tag and a reader. The communication range 
between two readers is the double of that between a reader 
and a tag. This ensures that a reader will be able to check 
whether any other reader which is currently interrogating a 
neighboring tag is defective or not.

6.2.3  Transition rules

For each of the neighboring orphan tags, a reader executes 
the following steps:

1. (line 2) The reader gets information about all the readers 
that are the neighbor of the orphan tag.

2. (lines 3–21) If tag load is selected as the metric of 
the algorithm then the reader checks which of the 
neighboring readers of the orphan tag has the lowest 
number of tags associated with them. If the reader 
itself has the minimum tag load then it becomes 
associated with the orphan tag by updating its own 
state and also the state of the tag. If more than one 
reader has the minimum tag load, the reader checks 
the distance between the readers and the orphan tag. 
The function nDistance() is used to check this dis-
tance. If the reader is closest to the orphan tag then 
it becomes associated with the tag. The nDistance() 
function has been described in algorithm 3. If there 
are other readers that also have the minimum distance, 
the reader finds out which reader comes first in the 
counter-clockwise direction from the orphan tag. This 
is checked using the cDistance() function which is 
described in algorithm 4. For the counter clock-wise 
case, distance is measured by the procedure stated in 
Table 1 (suppose, the tag is on the x, y co-ordinate of 
the RFID grid and the readers are on any co-ordinate 
from [(x − 1, y − 1), (x + 1, y + 1)].)

3. (lines 22–35) If fairness index is selected as the metric 
of the algorithm, the reader checks for each neighboring 
reader and what the local fairness index would be if the 
orphan tag was associated with that reader. If the reader 
finds that the maximum fairness index gain would be 
achieved by associating the tag with the current reader, 
it updates the state of the orphan tag and its own state 
accordingly.

Table 1  The counter-clockwise 
distance assigned to a tag for 
each of the feasible positions 
around the reader when IR = 1

x − 1, y − 1 (distance 2) x − 1, y (distance 1) x − 1, y + 1 (distance 8)
x, y − 1 (distance 3) x, y (distance 0) x, y + 1 (distance 7)
x + 1, y − 1 (distance 4) x + 1, y (distance 5) x + 1, y + 1 (distance 6)
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Algorithm 2 The Fault Tolerant Procedure for CALBA
1: procedure faultTolerantProcedure(Tk,metric) � A reader Ri executes this

algorithm to determine if it should be associated with the orphan tag Tk

2: neighborReaders ← getNeighbors(Tk) � Since current reader Ri is also the
neighbor of the orphan tag Tk it is also considered in the list of neighborReaders

3: if metric is tag load then
4: minLoad ← ∞
5: associatedReader ← −1
6: for each Rj in niehgborReaders do
7: tempLoad ← getLoad(Rj)
8: if tempLoad < minLoad then
9: minLoad ← tempLoad
10: associatedReader ← Rj

11: else if tempLoad == minLoad then
12: if nDistance(associatedReader, Tk) > nDistance(Rj , Tk) then
13: associatedReader ← Rj

14: else if nDistance(associatedReader, Tk) == nDistance(Rj , Tk) then
15: if cDistance(associatedReader, Tk) > cDistance(Rj , Tk) then
16: associatedReader ← Rj

17: end if
18: end if
19: end if
20: end for
21: setStatus(Tk, associatedReader)
22: else if metric is fairness index then
23: maxLocalFairnessIndex ← −1
24: associatedReader ← −1
25: for each Rj in niehgborReaders do,
26: tempAssociatedReader ← associatedReader
27: associatedReader ← Rj

28: tempLocalFairnessIndex ← localFairnessIndex(associatedReader)
29: if tempLocalFairnessIndex > maxLocalFairnessIndex then
30: maxLocalFairnessIndex ← tempLocalFairnessIndex
31: else
32: associatedReader ← tempAssociatedReader
33: end if
34: end for
35: setStatus(Tk, associatedReader)
36: end if
37: end procedure

Algorithm 3 The Reader and Tag Distance Calculating Algorithm
1: procedure nDistance(Ri, Tj) � The distance between reader Ri and tag Tj is

calculated
2: return max(abs(Ri[row]− Tj [row]), abs(Ri[column]− Tj [column]))
3: end procedure
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Algorithm 4 The Reader and Tag Counter-Clockwise Distance Calculating
Algorithm
1: procedure cDistance(Ri, Tj) � The couter-clockwise distance between reader Ri and

tag Tj is calculated
2: if Ri[row] < Tj [row]&&Ri[column] == Tj [column] then
3: return 1
4: end if
5: if Ri[row] < Tj [row]&&Ri[column] < Tj [column] then
6: return 2
7: end if
8: if Ri[row] == Tj [row]&&Ri[column] < Tj [column] then
9: return 3
10: end if
11: if Ri[row] > Tj [row]&&Ri[column] < Tj [column] then
12: return 4
13: end if
14: if Ri[row] > Tj [row]&&Ri[column] == Tj [column] then
15: return 5
16: end if
17: if Ri[row] > Tj [row]&&Ri[column] > Tj [column] then
18: return 6
19: end if
20: if Ri[row] == Tj [row]&&Ri[column] > Tj [column] then
21: return 7
22: end if
23: if Ri[row] < Tj [row]&&Ri[column] > Tj [column] then
24: return 8
25: end if
26: end procedure

7  Simulation result

7.1  Simulation environment

All the algorithms are implemented using the Python pro-
gramming language. We vary the grid size, the number of 
readers and tags and also the interrogation and communica-
tion radii to simulate different scenarios. In all the scenarios, 
the placement of the readers and the tags in the network is 
selected at random. The tags are also randomly assigned to 
any of their neighboring readers. Each of the algorithms 
is run 20 times in every scenario to calculate their average 
performance.

7.2  Result comparison for the load balancing 
algorithms

We name our proposed algorithm as “cellular automaton 
based load balancing algorithm” (CALBA). To validate our 
proposed algorithm, we compare it to the load-balancing 
tag assignment algorithm (LBTA) of Xie et al. (2012) and 
also the centralized maximum flow (Max Flow) algorithm 
proposed in Dong et al. (2007). Each reader in LBTA uses a 
diffusion parameter ( �,where 0 ≤ � ≤ 1 ) to transfer a portion 
of its tag load to its neighboring readers. Let, two neighbor-
ing readers Ri and Rj have tag loads wi and wj respectively 
where wi > wj . The common tags between Ri and Rj is the 

set Sij where Sij > 𝛼 × (wi − wj) . According to LBTA, reader 
Ri can transfer � × (wi − wj) to reader Rj in this case. Here, 
varying the value of � provides different levels of perfor-
mance for LBTA. There is no fixed value of the parameter 
that provides the best performance in all possible scenarios. 
This is one of the drawbacks of LBTA. Moreover, LBTA 
cannot specify the exact tags that should be transferred from 
one reader to another. It can only determine the total number 
of tags that can be transferred.

The reader to reader communication performed in LBTA 
can be completely avoided by storing additional information 
in each of the tags. In this case, the readers write down their 
current load in each of the tags residing within its proxim-
ity. Other readers can read this information from the tags 
to perform the necessary calculations. However, the high 
cost associated with the read/write operations usually dis-
suades the use of such models. Adopting the reader to reader 
communication in our algorithm results in communication 
complexity similar to LBTA. We compare the performance 
of LBTA, CALBA, and the centralized maximum flow algo-
rithm through their fairness index, the number of iterations 
required to achieve that fairness index and the maximum 
reading time for a single reader in Table 2. For our simu-
lations, we consider four different values of the diffusion 
parameter, � (0.1, 0.3, 0.5, 0.7) in LBTA. The results are 
shown for readers with communication radius 2 and inter-
rogation radius 1.
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Our simulation results confirm that none of the values 
of the diffusion parameter, � for LBTA constantly performs 
well. The values 0.5 and 0.7 appear to exhibit comparatively 
better performance. Our proposed algorithm CALBA con-
stantly outperforms LBTA by ≈ 4% which is quite a sig-
nificant margin for the large RFID systems. CALBA also 
requires less number of iteration to achieve its maximum 
fairness index levels. Similar comparison results are shown 
in Table 3 for communication radius 1 and interrogation 
radius set to 2. The performance gap between CALBA and 
LBTA is less significant ( ≈ 2% ) in this case. The reason 
behind this scenario is that, when we use an interrogation 
radius of 2, a tag under the surveillance of two readers 
positioned in opposite direction may fail to get migrated to 
improve the fairness index.

7.3  Performance of CALBA with fault tolerant 
procedure

We compare the performance of CALBA with our proposed 
fault-tolerant procedure for two different metrics. We also 
observe the performance of LBTA where no fault tolerant 
approach is implemented. All of the comparisons are done 
by executing the algorithm in an identical instance of the 
network.

For our simulation, we consider 5 different scenarios. In 
every scenario, the number of readers, tags and the grid size 
is fixed. Now each of the scenarios is run for 10 different 
instances. At the beginning of each instance, the readers and 
tags are placed randomly. We also randomly select some of 
the readers to be damaged for every instance. Afterwards, 
we observe the performance of our fault-tolerant procedure 

Table 2  Comparison among LBTA, CALBA and Max Flow for Interrogation Radius 1

Grid size Numbeer of 
readers

Number of tags Algorithms Initial fairness 
index

Iterations Final fairness 
index

Maximum 
reading 
time

70 × 70 3500 7000 LBTA � = 0.1 0.66 1 0.66 9.1
� = 0.3 2 0.77 5.5
� = 0.5 5 0.89 5.2
� = 0.7 6 0.88 6.2

CALBA 5 0.94 3.4
Max flow N/A 0.93 2.8

60 × 60 2500 5000 LBTA � = 0.1 0.65 1 0.65 9.3
� = 0.3 2 0.80 6.5
� = 0.5 5 0.89 4.9
� = 0.7 6 0.89 5.6

CALBA 4 0.94 3.3
Max flow N/A 0.92 2.8

50 × 50 2000 4000 LBTA � = 0.1 0.66 1 0.66 8.8
� = 0.3 2 0.79 5.2
� = 0.5 5 0.91 3.8
� = 0.7 7 0.90 5.0

CALBA 5 0.94 3.2
Max flow N/A 0.94 2.5

40 × 40 1200 2400 LBTA � = 0.1 0.66 1 0.66 7.8
� = 0.3 2 0.78 5.6
� = 0.5 5 0.91 3.95
� = 0.7 7 0.90 4.0

CALBA 4 0.95 3.2
Max flow N/A 0.92 3.05

30 × 30 700 1500 LBTA � = 0.1 0.65 1 0.65 8.2
� = 0.3 2 0.79 5.8
� = 0.5 5 0.91 4.6
� = 0.7 7 0.90 4.8

CALBA 5 0.94 3.6
Max flow N/A 0.93 3.4
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using the two different metrics and also the performance 
of LBTA where no fault tolerance is used. Our simulation 
results (Table 4) indicate that in all cases, our fault tolerant 
procedure assigns the orphan tags successfully to other read-
ers while LBTA algorithm fails to do so.

7.4  CUDA implementation of the proposed load 
balancing algorithm

To take the greater advantage of all the available cores 
of a graphics processing unit (GPU), we implement our 
algorithm in parallel programming environment. NVIDIA 
CUDA (Garland et al. 2008) is used as the parallel program-
ming tool.

For the experiment, we initially use NVIDIA GeForce 
GT 525 m as the GPU which has compute capability 2.1. It 
is observed from our experiment that our algorithms imple-
mentation in CUDA provides identical results compared to 

the implementation in Python (Munir et al. 2016). However, 
the computation time in CUDA is faster than the alternate 
implementation in Python or any other serial implementa-
tion based on the central processing unit (CPU) (Nickollsa 
et al. 2008). CUDA allows programmers to write host code 
(CPU) and device code (GPU) in a single source program 
(Garland et al. 2008; NVIDIA 2017). The device code is 
known as Kernel. The multiple GPU threads can execute 
these kernels in parallel. All the threads that are in a paral-
lel execution phase form a grid. It is observed that CUDA 
implementation of our algorithm is relatively faster than the 
Python implementation. Dynamic Parallelism can further 
improve the time complexity. However, Dynamic parallelism 
can cause an overhead issue for huge kernel launch which 
will degrade the speed (Wang and Yalamanchili 2014; Yang 
et al. 2015; Chen and Shen 2015). Moreover, requirement of 
expensive GPU makes it cost inefficient.

Table 3  Comparison among 
LBTA, CALBA and max flow 
algorithm for interrogation 
radius 2

Grid size Number 
of read-
ers

Number of tags Algorithms Initial 
fairness 
index

Iterations Final 
fairness 
index

Maximum 
reading 
time

70 × 70 3500 7000 LBTA � = 0.1 0.66 1 0.66 8.7
� = 0.3 2 0.80 5.2
� = 0.5 6 0.94 4.9
� = 0.7 8 0.94 4.65

CALBA 5 0.95 3.3
Max flow N/A 0.95 2.5

60 × 60 2500 5000 LBTA � = 0.1 0.65 1 0.65 8.8
� = 0.3 2 0.80 4.67
� = 0.5 6 0.94 4.1
� = 0.7 6 0.94 4.0

CALBA 5 0.95 3.65
Max flow N/A 0.93 2.05

50 × 50 2000 4000 LBTA � = 0.1 0.66 1 0.66 8.2
� = 0.3 2 0.81 4.8
� = 0.5 7 0.94 3.9
� = 0.7 7 0.94 4.6

CALBA 4 0.95 3.2
Max flow N/A 0.92 2.3

40 × 40 1200 2400 LBTA � = 0.1 0.65 1 0.65 8.0
� = 0.3 2 0.81 4.8
� = 0.5 5 0.94 4.0
� = 0.7 7 0.94 4.05

CALBA 4 0.96 3.3
Max flow N/A 0.94 2.6

30 × 30 700 1500 LBTA � = 0.1 0.67 1 0.67 8.3
� = 0.3 2 0.83 4.6
� = 0.5 9 0.93 3.7
� = 0.7 11 0.93 3.5

CALBA 6 0.95 3.3
Max flow N/A 0.91 3.0
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8  Conclusion

In this paper, we develop and implement (in a parallel envi-
ronment) a strictly localized load balancing algorithm as a 
solution to the fast tag reading problem of an RFID system. 
We express the addressed problem as a load balancing prob-
lem of the RFID system and exploit cellular automaton (CA) 
to propose a solution to the problem. We consider an RFID 
system with multiple readers where the readers communi-
cate among themselves prior to tag interrogation to avoid 
collision among the tags. We also introduce a set of rules 
to ensure the successful collection of information even if 
some of the readers become defective which confirms the 
fault tolerance feature of our proposed load balancing algo-
rithm. We validate our proposed algorithm through rigorous 
simulation and compare the performance of our algorithm 
with state of the art algorithms. Comparison results suggest 
that the proposed localized load balancing algorithm outper-
forms the existing localized solution and gives a competitive 
result compared to the centralized algorithm. If any existing 
reader becomes faulty, our algorithm successfully assigns 
its associated tags to other readers while balancing the load. 
Currently, our work only addresses the RFID systems with 
static tags. In the future, we intend to build upon this work 
so that similar problems can be solved with mobile tags.
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