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Abstract
A malignant tumor in brain is detected using images from Magnetic Resonance scanners. Malignancy detection in brain and 
separation of its tissues from normal brain cells allows to correctly localizing abnormal tissues in brain’s Magnetic Resonance 
Imaging (MRI). In this article, a new method is proposed for the segmentation and classification of brain tumor based on 
improved saliency segmentation and best features selection approach. The presented method works in four pipe line proce-
dures such as tumor preprocessing, tumor segmentation, feature extraction and classification. In the first step, preprocessing 
is performed to extract the region of interest (ROI) using manual skull stripping and noise effects are removed by Gaussian 
filter. Then tumor is segmented in the second step by improved thresholding method which is implemented by binomial mean, 
variance and standard deviation. In the third step, geometric and four texture features are extracted. The extracted features 
are fused by a serial based method and best features are selected using Genetic Algorithm (GA). Finally, support vector 
machine (SVM) of linear kernel function is utilized for the classification of selected features. The proposed method is tested 
on two data sets including Harvard and Private. The Private data set is collected from Nishtar Hospital Multan, Pakistan. 
The proposed method achieved average classification accuracy of above 90% for both data sets which shows its authenticity.

Keywords Brain MRI · Thresholding · Geometric features · Texture features · SVM

1 Introduction

In the domain of computer vision, detection and classifica-
tion of medical infections gained much attention due to their 
emerging applications as medical imaging (Havaei et al. 
2017; Irum et al. 2015; Masood et al. 2013). In this mod-
ern world with developments in the domain of information 
technology, several image processing and machine learning 
methods are introduced for accurate detection and classifica-
tion of disease symptoms. These methods detect and classify 
disease regions accurately and then classify them into the 
respective category. This process can help doctors in fast 
and accurate diagnosis and categorization of tumor or lesion 

region. Brain tumor tissues affect normal growth of brain. 
Several factors exist for tumor threat such as location, tumor 
shape, size, and tumor texture. The tumor tissues consume 
space in brain and affect brain cells. Normally brain tumor is 
known as malignant. Human body parts suffer due to attack 
on brain tissues (Calabrese et al. 2007; Kadam et al. 2012) 
which can cause many problems for human health. There-
fore, early detection of tumor is necessary to save humans 
from severe health loss and decrease the death rate. Moreo-
ver, correct identification of brain tumor is also important 
because wrong detection of tumor can cause causalities (Ajaj 
and Syed 2015; Raza et al. 2012).

A brain tumor consists of two types including malig-
nant or benign. The malignant tumor cultivates rapidly 
producing weight inside the brain cells. If this problem is 
not detected accurately and timely, it can cause death (Mos-
quera et al. 2013). Primary and secondary are two major 
types of tumor. Tumor which starts inside the brain is called 
as Primary brain tumor. This kind of tumor is most malig-
nant one. Secondary brain tumor is found in other parts of 
body and then spread to the brain or spinal tissues (Ohgaki 
and Kleihues 2013). MRI of brain is an easy and protected 
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test which utilizes radio waves and magnetic field to get the 
comprehensive image of a human brain (Chua et al. 2015). 
Normally four MRI modalities including T1, T1c, T2 and 
T2f weighted are used to diagnose tumor part in the image 
(Bauer et al. 2011). These MR images have some noise due 
to thermal effects. Therefore, before segmentation of brain 
tumor, the removal of noise is important.

In this article, MR images are used as shown in Fig. 1. 
In figure, T1 weighted image is obtained by using Time to 
Echo (TE) and Repetition time (TR), T2 image is shaped by 
using long TE and TR as compared to T1 weighted imaged 
and FLAIR image is composed in the same way as T1 or T2 
except that its TE and TR are longer as compared to both.

1.1  Motivation and problem statement

Image processing and Computer vision (CV) are interdis-
ciplinary areas that deal with images and videos. In these 
areas, images are processed by external sources and gener-
ate required results. The generated results are in the form of 
images or numeric values. These areas including machine 
learning gained much attention in the field of medical imag-
ing. Brain tumor, skin cancer and stomach infections are 
major areas of medical imaging that deal with computer 
based methods using CV and machine learning approaches. 
In this article, brain tumor is dealt from MR images. The 
doctors utilize MR images for brain tumor segmentation 
and classification. For this purpose, computer based systems 
are introduced that comprise of four primary steps includ-
ing tumor contrast stretching, tumor segmentation, feature 
extraction and classification. But still several problems exist 
in these systems that affect the system accuracy. The major 
problems include tumor shape, size, location, irregularity, 
and tumor diameter. To resolves these issues, in this arti-
cle, an improved thresholding method is proposed for tumor 

segmentation and further multi model feature optimization 
based classification is performed.

1.2  Contribution

The proposed method comprises of four primary steps. In 
the first step, preprocessing is performed to remove noise 
factor in images. Then in the second step, tumor region is 
segmented by improved thresholding method. In the third 
step, nine geometric and four Harlick features are extracted 
which are fused by a serial method. In the very next step, GA 
is implemented for best features selection and classified by 
SVM. The major contributions are given below:

1. An improved segmentation method is implemented 
based on three stages. In the first stage, binomial mean 
is calculated from the preprocessed image, then in the 
second step their variance is computed and afterwards 
these values are substituted in a threshold function. The 
threshold function gives a binary image which is later 
optimized by morphological operations.

2. Information of nine geometric and four texture features 
is fused and a GA is implemented for the optimization 
of fused features. GA selects best features based on their 
fitness function.

3. A Private data set for the evaluation of proposed method 
is designed and also validated for each single, fused and 
selected feature vector to show the system authenticity.

1.3  Paper organization

The organization of this manuscript is as follows: Litera-
ture review is described in Sect. 2. Section 3 gives detailed 
discussion of proposed method which includes improved 
thresholding method, feature extraction and GA based 

Fig. 1  Brain MRI Types (Amin et al. 2018)



1065Brain tumor segmentation and classification by improved binomial thresholding and…

1 3

features selection. In Sect. 4, detailed experimental results 
are presented. Conclusion of the paper is given in Sect. 5.

2  Literature review

Nowadays a number of images data are generated in clini-
cal laboratories which are difficult to segment within the 
acceptable time. Additionally, manual review of images is 
difficult, tiring and time consuming (Popuri et al. 2012). 
Computer based methods for the segmentation and clas-
sification of tumor prove to be more effective and desir-
able. But these methods contain several challenges such as 
texture, appearance, distinct shape, an association between 
natural texture and tumor, irregularity, discontinuity and 
border. Major aim of computer based methods is correct 
detection and classification of tumor region.

In general, detection and classification of tumor region 
consist of four major steps including preprocessing or 
normalization, tumor segmentation, feature extraction and 
classification. The preprocessing step plays a vital role 
because the rest of steps such as segmentation and fea-
ture extraction are dependent on it. Several artifacts exist 
in MR images which have effects on segmentation accu-
racy. These artifacts are noise in images, poor contrast, 
irregularity and more (Patil and Udupi 2012). Therefore 
in literature, several methods are proposed to remove these 
problems. Wu et al. (Wu et al. 2014) presented a method 
in which noise is removed from MR images using struc-
tural knowledge. In (Chaddad et al. 2014), morphological 
operations are utilized to remove extra artifacts. Local and 
non local neighborhood spatial information is utilized in 
(Damodharan and Raghavan 2015) to remove the noise 
effects.

Moreover, several other filters are used in the processing 
step to remove noise and other artifacts such as high pass 
filter (Hamamci et al. 2012), sharpening filter, histogram 
equalization technique (Senthilkumaran and Thimmiaraja 
2014), Gaussian high pass filter (Acunzo et al. 2012) and 
edge detectors. Furthermore, stripping the skull region is a 
procedure which is important in brain tumor detection and 
used to remove the skull region from MR images (Liu et al. 
2014). Skull stripping can be done manually or using some 
morphological operations (Doshi et al. 2013). Abbasi et al. 
(Abbasi and Tajeripour 2017) implemented local binary 
pattern (LBP) and histogram of gradient (HOG) based fea-
tures for tumor detection. Bias filed correction and histo-
gram matching method are used in the preprocessing step. 
Then Otsu thresholding is applied for tumor detection. 
Thereafter, HOG and LBP features are extracted and clas-
sified by Random Forest (RF) classifier. The introduced 
method is evaluated on BRAST 2013 data set and shows 

improved performance. An Artificial Bee Colony (ABC) 
and fuzzy c-means (FCM) based algorithm is implemented 
in (Menon and Ramakrishnan 2015) for brain tumor detec-
tion. The ABC algorithm is used to search threshold value 
for fitness function. In order to get a fitness function, the 
original image is disintegrated by discrete wavelet trans-
form (DWT) method. Lastly, segmented regions are con-
verted into clusters by FCM which help in finding out the 
tumor region. Ariyo et al.(Ariyo et al. 2017) introduced 
a fusion of spatial FCM and K-means clustering method 
for brain tumor segmentation from MR images. The FCM 
is incorporated with spatial neighborhood to remove the 
noise effects. Then K-means clustering is employed to sort 
image pixels. Then these pixels are grouped into a singular 
cluster. The introduced algorithm results are calculated by 
comparing their values with ground truth values and shows 
improved performance as contrasted to existing methods. 
El Abbadi and Kadhim (2017) described a new tumor clas-
sification method based on feature extraction and proba-
bilistic neural network (PNN) approach. The implemented 
approach includes three primary steps as preprocessing, 
gray level co-occurence matrix (GLCM) and gray level 
run length matrix (GLRLM) feature extraction and finally 
classification by PNN. The implemented method is tested 
on 50 images and achieved accuracy up to 98%.

Other methods are introduced as well in literature 
which efficiently detect and classify tumor regions from 
MR images such as Gabor wavelet and statistical features 
based approach (Nabizadeh and Kubat 2015), convolu-
tional neural network (CNN) based brain tumor segmenta-
tion (Pereira et al. 2016), Gaussian mixture model (GMM) 
based brain tumor classification (Chaddad 2015), hybrid 
methods (Sharma et al. 2018), texture features based clas-
sification (Soltaninejad et al. 2018) and few more (Hore 
et al. 2015; Moraru et al. 2016, 2017; Rajinikanth et al. 
2018; Rani et al. 2017; Samanta et al. 2015; Tian et al. 
2017; Wang et al. 2018). These existing techniques give 
importance to segmentation and feature extraction tech-
niques for brain tumor diagnosis and classification from 
MR images. Therefore in this study, focus is on hybrid 
features and segmentation methods to make the system 
more efficient.

3  Proposed methodology

A novel brain tumor detection and classification approach 
is proposed in this article from MR images. The proposed 
method consists of four major steps including preprocess-
ing, region of interest (ROI) detection, multiple feature 
extraction for best features selection and classification. 
After classification, tumor area is detected from tumor 
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images as shown in Fig. 2. The comprehensive explana-
tion of each step is given below.

3.1  Image preprocessing

Image preprocessing is an essential part of several computer 
vision and image processing applications. In medical image 
processing, this step gained much attention due to several 
factors such as image acquisition, illumination, low con-
trast and complex background. An effective preprocessing 
step plays its primary role in producing better segmentation 
results which in turn produces high classification accuracy 
(Gao et al. 2011). Therefore, a hybrid image preprocessing 
technique is proposed which follows skull stripping, image 
de-noising and size normalization. All these steps are essen-
tial and are required to facilitate segmentation phase where 
the salient region/tumor is identified and separated from the 
background. Here in this research work, primary focus is 
to identify the tumor which is initially marked using skull 
stripping method. Later noise is removed from the database 

images so that infected regions are extracted with greater 
accuracy. The implemented approach is applied to two 
selected data sets namely Harvard imaging data set and Pri-
vate collected images. Both data sets contain some noise 
and resizing issues, therefore this technique helps to remove 
these factors. The sample images are shown in Fig. 3.

Let � denotes the selected data sets, I(i, j)denotes an input 
image having dimension M × N , where I(i, j) ∈ � . In MR 
images, focus is to detect ROI, where ROI denotes the tumor 
region. Therefore, initially skull stripping is used. In MR 
images, a skull is a region which is neither a tumor nor ROI. 
A manual skull striping method is utilized to detect ROI 
(Kalavathi and Prasath 2016) which is brain tumor. There-
fore, all those regions which belong to brain tumor are of 
high priority whilst rest of the information is of low priority. 
The effects of skull stripping on Private and Harvard data 
sets are shown in Fig. 4.

Afterwards, a Gaussian filter is used to remove noise 
effects in the skulled images because these images hold a lot 
of speckle noise. Recently, several techniques are introduced 

Fig. 2  Flow diagram of proposed detection and classification of brain tumor from MR images
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which deal with image de-noising such as (Ashour et al. 
2018a, b; Dey 2015 # 37). The Gaussian filter (Deng and 
Cahill 1993) does not defeat the peak signals and only mini-
mizes variance among raise and fall of signals. According to 
center limit theorem, noises combined effect tends towards 
Gaussian. Therefore, Gaussian filter is utilized for speckle 
noise removal as well as for other minimal noises if they 

exist. Gaussian filter undoubtedly makes the edges blur but 
this problem is controlled by using different ranges of std 
and mean. � = 0.3 is initialized in this research. The Gauss-
ian filter is defined as in Eq. (1) and Eq. (2).

(1)IG(i, j) = I� × (i, j) = I�
(

1

2��2
e(−i

2−j2)∕2�2
)

Fig. 3  Sample tumor images 
from Private data set and Har-
vard data set

Fig. 4  Clinical Dataset Skull Stripping (Above Row) and Harvard dataset (2nd Row). a Normal image, b skull stripped, c tumorous image, d 
skull stripped
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where, IG(i, j) denotes the de-noising image using Gaussian 
function, �2 denotes the variance of noisy skulled image, 
i and j are distances from the origin in x and y axes and 
X ∈ (i, j) respectively. The effects of de-noising method 
using Gaussian function are shown in Fig. 5.

After all, the size of de-noising image is normal-
ized based on image intensity range. Size normalization 
is a process in which images are resized to some stand-
ard resolution which is 256 × 256 whereas images from 
the original database are of resolution 228 × 212. Hence, 
it is quite clear from the resolution that there is a mini-
mal change in size. This process transforms the gray scale 
enhanced image IG(i, j) with multiple dimensions having 

(2)�2 = E
(
X2

)
− [E(X)]2 intensity ranges from IG(i, j) ∶

(
X ⊆ ℝ2

)
→

{
IMin to IMax

}
 

to a new gray scale image with new intensities as 
INew(i, j) ∶

(
X ⊆ ℝ2

)
→

{
IMinN to IMaxN

}
 . The normalization 

process is performed linearly and defined as follows in Eq. (3).

Here IMin , IMax are the min and max intensities before nor-
malization and IMinNew , IMaxNew are the new min and max inten-
sities after normalization. The implementation detail of preproc-
essing method is given in Algorithm 1. The resized image is 
passed to segmentation method for the detection of tumor region.

(3)INew(i, j) =

(
IG − IMin

) (
IMaxN − IMinN

)

IMax − IMin

+ IMinN

Fig. 5  Clinical dataset de-noising (1st Row) and Harvard data set (2nd Row). a Normal noisy image, b de-noising Image, c tumorous noisy 
image, d de-noising Image
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3.2  Tumor segmentation

In MR images, segmentation of tumor region is a difficult 
and stimulating task due to several factors such as irregular-
ity, shape and similarity with a healthy region. Therefore, to 
resolve these factors, several methods are introduced in lit-
erature for the segmentation of tumor and lesion regions such 
as FCM based tumor segmentation (Bahadure et al. 2018), 
principal component analysis (PCA) based brain tumor seg-
mentation from MR images (Kaya et al. 2017), uniform seg-
mentation (Nasir et al. 2018), modified K-means clustering 
(Kumar and Mathai 2017) and few more (Yasmin et al. 2014). 
To follow these techniques, a new improved thresholding tech-
nique is implemented based on binomial mean, variance and 
standard deviation. The description of segmentation method 
is given below:

Let normalized image is INew(i, j) with L gray levels 

(0, 1, 2,… , L − 1) and total number of pixels N =
L−1∑
i=0

ni , 

where ni are pixels at certain gray level. The probability of 
each level is computed as follows by Eq. (4).

The output of proposed improved thresholding method is in 
logical form containing two classes Cj=1 ∈ {0, 1, 2,… t1} and 
Cj=2 ∈ {t1 + 1, …L − 1} with binomial mean value �(t1) and 
binomial variance �2

k

(
t1
)
 respectively. Then the cumulative 

probability Pk

(
t1
)
 is calculated as below in Eq. (5) and Eq. (6).

where, k̃ represents class k ≠ 1 . Binomial mean and variance 
for each class are calculated through Eq. (7) to Eq. (13).

(4)Pj =
p(ni)

N

(5)Pk(t1) =

(
n

x

)
pk(1 − p)n−k

(6)P
k

(
t1
)
= 1 − P(k−1)(t1)

(7)�k(t1) =

t1∑

x=1

n!

(x − 1)!(n − x)!
px(1 − p)n−x,

(8)�
k
(t1) =

1

Pk(t1)

L∑

x=t1+1

xi(�k

(
t1
)
)

(9)�2
t1
= E

(
x2
)
− [E(x)]2

(10)= E(x(x − 1)) + E(x) − E(x)2

(11)= n(n − 1)p2 + np − n2p2

Thereafter, these values are substituted into a threshold 
function to get final threshold values from Eq. (14) and 
Eq. (15).

where, � =
N∑
i=1

p(ni)

N
 which denotes the mean value. Hence, 

the final threshold is selected as in Eq. (16) and Eq. (17).

where, �̃�T is a threshold value, L are gray level pixels and 
IB(i, j) is binary image. Some morphological operations like 
clossing and filling are performed on binary image in the 
last step to optimize the segmentation results. The sample 
results for both data sets are shown in Figs. 6 and 7 which 
reflects that the proposed segmentation method performed 
good for MR images.

3.3  Feature extraction

In the area of machine learning, feature extraction tech-
niques got much attention for several research domains such 
as human action recognition (Khan et al. 2018; Sharif et al. 
2017), signature verification (Sharif et al. 2018), license 
plate recognition (Khan et  al. 2017), medical imaging 
(Zhou et al. 2018) etc. The effective and more related fea-
tures always produced best classification results. Therefore, 
in this step, efficient and robust features are much impor-
tant because irrelevant and redundant features degrade the 
system classification accuracy. In the presented technique, 
nine geometric and four GLCM features are extracted for the 
classification of healthy and tumor images. The idea behind 
the geometric and Harlick feature extraction is to catch the 
information of tumor part in one vector to generate the best 
classification accuracy. After that, fused features are opti-
mized by GA. GA gives best features based on their fitness 
function which is later provided to SVM for classification. 

(12)�2
t1

=

t1∑

i=1

np(1 − pi)

(13)�2�

t1
=

L∑

i=t1+1

np(1 − pi)

(14)�2
b
(t) = �2

t1
− �2�

t1

(15)�2
b
(t) = Pk

(
�k

(
t1
)
− �

)
+ P

k

(
t1
)
(�

k

(
t1
)
− �)

(16)�̃�T = arg 0 ⩽ t1 ⩽ Lmax𝜎2
b
(t)

(17)IB(i, j) = INew(i, j)

{
1 if L ⩾ T

0 if L < T
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The flow diagram of feature extraction, fusion and selection 
is shown in Fig. 8.

3.3.1  Geometric features

Geometric features, also known as shape features, are 
extracted in the proposed method from the whole data set. 
In this work, the purpose of geometric features extraction is 
to measure the shape information of tumor region. There-
fore, nine geometric features are extracted (Sharif et al. 
2018) such as area, major axis length, filled area, orienta-
tion, extent, perimeter, solidity, circularity and minor axis 
length. These features are computed from segmented tumor 
regions one by one for all images and combined in one 
matrix denoted by R. The matrix R includes the extracted 
geometric features and labels for all images. The computed 
matrix R is further utilized in the next step of features fusion. 
The major aim of these features extraction is to obtain the 
geometric information of tumor and fused in texture features 
for better classification accuracy. These features are calcu-
lated from a final binary image as follows:

Area of image is calculated by total number of pixels in 
the image using Eq. (18).

(18)Area =

m∑

x=1

n∑

y=1

I(x, y)

Filled Area denoted by ƑA,is calculated by the number of 
‘ON’ pixels in the image after filling all the holes, given in 
Eq. (19). The total number of 1’s in the image corresponds to 
filled area; it will be 0 in case of healthy images. The value 
returned by this function is a subset of Area.

Orientation corresponds to angle θ between horizontal 
axis of the segmented image and major axis of an image. It 
gives a scalar value in return which is stored in feature vec-
tor. The perimeter is total number of boundary pixels in the 
binary image. Solidity of image can be calculated by divid-
ing the area by its calculated convex area. Major axis length 
is the longest distance of two points from the foci of an 
ellipse. It is the distance between two farthest points on the 
longest diameter of ellipse. Minor axis length is the shortest 
distance between two points from the foci of an ellipse. It 
is the distance between two farthest points on the shortest 
diameter of ellipse. Circularity gives the scalar value and 
is computed from area divided by the square of perimeter 
and multiplied by some constant value. These features are 
calculated as follows from Eq. (20) to Eq. (25).

(19)FA ⊂ Area

(20)Extent =
1

�

m∑

x=1

n∑

y=1

I(x, y)

(21)Perimeter = 2 ∗ (� + �)

Fig. 6  Segmentation results on Clinical data set. a Normalized image, b Proposed segmented image, c ROI extraction on original image
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Fig. 7  Segmentation results on Harvard Medical School Images. a Normalized image, b Proposed segmented image, c ROI extraction on origi-
nal image

Fig. 8  Flow diagram of feature extraction and selection for classification
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Here ϱ and � represent bounding box and convex hull 
area respectively, x and y are points on the ellipse and f is 
focal point of the ellipse, � and � are the length and width of 
boundary of the segmented image. Thereafter, these features 
are stored in one vector R having length 1 × 9 and further 
fused with Harick texture features.

3.3.2  Texture features

Lately, in the area of computer vision, texture features gain 
much importance for texture analysis of an image. In the 
domain of medical imaging, texture features are utilized for 
the analysis of lesion or tumor because these features are 
reflected as a surface property of tumor whereas each tumor 
has its own statistical texture representation. Therefore, they 
differ from each other (Kalaivani and Chitrakala 2018). In 
this work, Harlick texture features are extracted for clas-
sification. As discussed above that these features lie in the 
category of texture features to get texture information of an 
image, therefore these are calculated from the gray scale 
images and give spatial information and intensity variation. 
Texture features calculation helps for better classification. To 
calculate the texture features, two approaches are being used 
that are structured and statistical. In the presented technique, 
second order statistical features are extracted.

The texture of an image I(i, j) is stored in a matrix called 
GLCM (Albregtsen 2008) represented as �t(s, t|�i, �j) , here 
0 ⩽ s ⩽ Gl − 1 and 0 ⩽ t ⩽ Gl − 1 and Gl represent total 
number of gray levels in the image. The components of 
matrix �t

(
s, t|�i, �j

)
 contain the value of frequency with two 

(22)Solidity =
1

�
Area

(23)Major Axis = x + y

(24)Minor Axis =

√
(x + y)2 − f 2

(25)cir = 2�

∑m

x=1

∑n

y=1
I(x, y)

(� + �)2

pixels having Gl , where x and y are separated by some dis-
tance (�i, �j) . The �t(s, t) is calculated for one direction only 
which is θ = 0 and distance δ = 1 as shown in Fig. 9.

As mentioned above, four texture features are extracted 
such as contrast, correlation, uniformity and homogeneity. 
One of the primary reasons of selecting only four features is 
to select most robust information. Contrast is a property of an 
image that returns intensity contrast of a pixel and its adjacent 
pixel from the whole image and values are stored in a feature 
vector. Result of contrast is 0 if there is no variance in the 
image. Correlation is a property of an image that returns a 
value which expresses how a pixel in the image is inter related 
to its adjacent pixel, its value can be 1, − 1 or NaN. Uniformity 
is a property of an image that returns a value which is sum of 
square elements of GLCM; it can be 0 or 1. Homogeneity is 
a property of an image that calculates intimacy of elements’ 
distribution in texture feature vector, its value is 1 for diago-
nal GLCM and it is also known as inverse difference moment 
(IDM).

The features are calculated as follows from Eq. (26) to 
Eq. (29).

The range of contrast features is [0, (S(G(s, t), 1) − 1)2 ], 
correlation is [− 1, 1] and other two features is [0, 1]. There-
after, mean, standard deviation, skewness and kurtosis are 
computed for each extracted texture feature. GLCM analyzes 

(26)Contrast =

Gl−1∑

s

Gl−1∑

t

(||s − t||)2G(s, t)

(27)Correlation =

Gl−1∑

s,t=0

1

�i�j
[{s.t × G(s, t)} − �i�j]

(28)Uniformity =

Gl−1∑

s

Gl−1∑

t

{G(s, t)2

(29)Homogenity =

Gl−1∑

s

Gl−1∑

t

{1 + (s − t)2}−1G(s, t)

Fig. 9  Texture feature calcula-
tion
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the pairs of horizontally adjacent matrix. To calculate the 
skewness and kurtosis, initially GLCM features are calculated 
from a binary segmented image which analyzes the pairs of 
horizontally adjacent matrix of size 2 × 2 = 4 and final vec-
tor of size 1 × 16. Mathematically, kurtosis and skewness are 
defined as follows:

where, S denotes the skewness value, KR is kurtosis, E 
is expected mean value and xi denotes the adjacent scale 
matrix.

After that, geometric and texture features are fused by a 
serial based simple concatenation method. The fusion pro-
cess denotes that two sets of features having distinct pattern 
information are combined in one vector to get more accurate 
results. The fusion of these features is computed as follows.

Let �g be the geometric feature vector, �t be the texture 
feature vector and then the fusion vector �f  is given as below 
in Eq. (30).

where, i � {1,… , 9} and j � {1,… , 16} . Hence the final 
vector can also be defined as in Eq. (31).

where, m = 1,2,3,..9 and n = 1,2,3,…16. The dimensions for 
the fused feature vector is 1 × 25 for each image. Afterwards, 
these fused features are fed to GA for feature optimization. 
Here an existing GA approach is utilized for feature selec-
tion (Sharif et al. 2018) having cost function mean squared 
error (MSE). The best selected features are fed to SVM for 
classification.

3.4  Classification

In this step, the selected features are classified by SVM. SVM 
is a supervised learning classifier mostly used for classifica-
tion in the domain of machine learning. Several kernels func-
tions are implemented for SVM. Few kernel functions such 
as linear kernel function, cubic kernel function, quadratic 
kernel function, polynomial kernel function and radial basis 

S =
E
(
xi
3
)
− 3��2 − �3

�3

KR = E

[(xi − �

�

)4
]

�g = �i

�t = �j

(30)�f =
[
�i, �j

]

(31)�f =

{
m∑

i=1

n∑

j=1

(�i, �j)

}

function (RBF) kernel function are utilized for classification. 
In the proposed method, least square SVM with linear kernel 
function is selected because of having binary classes.

For classification, first inputs and their corresponding 
labels 

(
IT1,�

)
are given to it , where IT1 denotes the selected 

features of given images and � denotes assigned labels pro-
vided to the classifier. In the presented work, binary clas-
sification is performed for the classification of healthy and 
tumor images.

Let training data is given by {
(
IT1,�1

)
… ,

(
ITn, �n

)
} 

and feature set is defined by �f =
{
�

f

1
… , �

f
n

}
, where 

�
f ∈ ℝnand � ∈ [−1, 1] to show healthy or unhealthy 

images. For this purpose, least squares SVM is used for clas-
sification with linear kernel function (Suykens and Vande-
walle 1999). The detailed classification results are given in 
Results section.

4  Experimental results

In this section, proposed algorithm is evaluated on two data 
sets including Harvard medical Images (Hamamci et al. 
2012) and Private dataset. The experiments are performed 
in two steps. In the first step, segmentation results are dis-
cussed in terms of tanimoto coefficient (TC), DOI (Jacca-
rdIndex), number of pixels and area. Then in the second 
step, classification results are calculated for which SVM is 
used as a leading classifier and its performance is compared 
with several other classification methods such as linear SVM 
(LSVM), quadratic SVM (QSVM), cubic SVM (CSVM), 
k nearest neighbor (KNN), decision tree (DT) and bagged 
tree (BT). The performance of these classification methods 
are calculated in terms of sensitivity, specificity, false posi-
tive rate (FPR), accuracy and false negative rate (FNR). All 
experiments are performed in MATLAB 2017b using a per-
sonal computer with 16 GB of RAM.

4.1  Tumor segmentation results

In this section, segmentation results are analyzed to check 
the authenticity of proposed improved thresholding method. 
Four parameters including TC, DOI (JaccardIndex), num-
ber of pixels and area are calculated to examine the per-
formance. These parameters are calculated as follows from 
Eq. (33) to Eq. (35).

(33)Area =

m∑

x=1

n∑

y=1

I(x, y)

(34)� =

∑m

i=1

∑n

j=1

�
I� ∧ I

�

∑m

i=1

∑n

j=1
(I� ∨ I)
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where, � denotes TC and � denotes DOI parameters. The 
value of TC is between 0 and 1, 0 ≤ TC ≤ 1. For segmentation 

(35)� =
�

(1 + �)∕2

results, 20 brain tumor images are taken from both selected 
datasets and their results are computed. The selected param-
eters are calculated by their ground truth images. The ground 
truth images of Harvard data set are designed by an expert 
doctor and the ground truth images of Private data set are 
already shown in Fig. 3. The segmentation results for Private 
data set are given in Table 1 having average TC as 0.926 
and DOI as 0.918. Thereafter, same parameters are calcu-
lated for Harvard data set using ground truth images and 
achieved average TC value as 0.935 and DOI as 0.961 given 
in Table 2. The proposed segmentation method performed 
better on Harvard data set as compared to existing method 
(Vishnuvarthanan et al. 2016) in terms of TC and DOI val-
ues as presented in Table 3. Moreover, a comparison is con-
ducted for Private data set with existing methods in terms 
of average TC and average DOI values as given in Table 4.

4.2  Classification results

The proposed classification results are validated on two 
publicly available data sets. The first data set is private 
which consists of total 85 images having 39 healthy and 
46 unhealthy. A ratio of 50:50 is chosen for the validation 
of presented algorithm. All results are calculated using 
10-fold cross validation (Desai et al. 2016). Initially, fusion 
of geometric and texture features results is obtained having 
maximum accuracy 98.13%, sensitivity 97.99%, specificity 
97.09% and FPR as 0.023 on LSVM as given in Table 5. 
Then the classification results are calculated for feature 
selection algorithm in two different training/ testing ratios. 
In the first test, training/ testing ratio 40:60 is selected and 
achieved classification accuracy 98.29%, sensitivity 98.13%, 
specificity 98.19 and FPR as 0.045 on LSVM presented in 
Table 6. In the second test, selection of training/ testing ratio 
50:50 is done to achieve classification accuracy 99.99%, sen-
sitivity 99.99%, specificity 99.99% and FPR as 0.001 given 
in Table 7. The classification results from Table 7 show that 
the proposed algorithm performed efficiently for feature 
selection algorithm on ratio 50:50 for training and testing. 
Moreover, the accuracy results for separate feature extrac-
tion method are calculated to show the strength of proposed 
fused and selection approach. The classification accuracy 
of each feature extraction type is given in Table 8 which 
shows the presented system authenticity. Further, a graphical 
comparison is presented in Fig. 10 to show that the LSVM 

Table 1  TC, DOI and tumor area calculation on clinical images

Images TC DOI No. of pixels Area in  nm2

Image 01 0.8905 0.9308 2372 8.206×  1013

Image 02 0.8810 0.9379 5915 2.406×  1014

Image 03 0.9547 0.9039 5427 1.878×1014

Image 04 0.8749 0.9059 1793 6.203×1013

Image 05 0.9892 0.9946 3227 2.106×1014

Image 06 0.9632 0.9777 3439 3.112×1013

Image 07 0.9417 0.9445 3277 5.116×1013

Image 08 0.9533 0.9679 1945 4.219×1014

Image 09 0.8999 0.9249 5093 6.126×1034

Image 10 0.9555 0.9657 2777 1.1161014

Table 2  TC, DOI and tumor area calculation on Harvard images

Images TC DOI No. of pixels Area in  nm2

Image 01 0.9577 0.9784 4873 1.686×1014

Image 02 0.9869 0.9934 1659 5.739×1013

Image 03 0.8601 0.9248 4391 1.519×1014

Image 04 0.8586 0.9239 3117 1.078×1014

Image 05 0.9361 0.9670 3962 1.370×1014

Image 06 0.9421 0.9613 4089 4.006×1014

Image 07 0.9555 0.9753 1749 2.116×1013

Image 08 0.9779 0.9889 4789 6.146×1014

Image 09 0.9834 0.9992 5035 5.336×1013

Image 10 0.9468 0.9540 3671 3.246×1013

Table 3  Comparison of 
MSE, PSNR, TC and DOI of 
PROPOSED algorithm with 
(Vishnuvarthanan et al. 2016) 
on Harvard data set

Technique TC DOI

Kernel 0.22 0.36
Graph Cut 0.27 0.43
SOM 0.23 0.37
FKM 0.22 0.36
SOM-FKM 0.31 0.47
Proposed 0.935 0.961

Table 4  Comparison of TC and 
DOI on clinical data set with 
existing techniques

Method Year Technique Average TC Average DOI

Avina et al. (Avina-Cer-
vantes et al. 2016)

2016 HCSD Multilevel Otsu 0.822 0.889
HCSD K-means 0.842 0.91

Benson et al. (2016) 2016 Mathematical morphology 0.91 0.94
Proposed 2018 Geometric + texture + CSVM 0.926 0.948
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achieved best classification performance on selection based 
algorithm.

Next, proposed algorithm is tested on Harvard data 
set which consists of total 120 MR images including 41 
healthy and 79 tumors. For classification results, a ratio 

of 50:50 for training and testing is selected. It means that 
20 healthy and 40 tumor images are utilized for testing. 
Initially, fused feature vector is applied for classification 
results and achieved maximum accuracy 97.80%, sensi-
tivity 96.92% and specificity 95.10% on LSVM as given 
in Table 9. Then classification accuracy is calculated for 
proposed feature selection method in two different steps. 
In the first step, 40:60 training/testing approach is used and 
achieved accuracy 98.90%, sensitivity 97.99% and speci-
ficity 98.67% as given in Table 10. Then in the second 
step, 50:50 ratio is chosen for training/testing and achieved 
maximum accuracy 99.69%, sensitivity 98.39% and speci-
ficity 99.99% as presented in Table 11. From Table 11, it 
is clear that LSVM performed significantly well for 50:50 
approach and produced better results as compared to fused 
feature vector performance. Moreover, the classification 
accuracy for each extracted feature is computed as given in 
Table 12 which makes the proposed system more effective. 
A graphical comparison for classification performance 
of fused features and selected features is also given in 

Table 5  Classification results 
for Clinical data set using fused 
features

Classifier Performance Measures

FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%) AUC 

LSVM 0.023 1.87 97.99 97.09 99.97 98.94 98.13 0.977
QSVM 0.031 2.01 96.90 97.01 97.96 98.79 97.99 0.969
CSVM 0.031 2.01 96.92 96.69 97.73 98.67 97.99 0.969
DT 0.077 15.4 76.90 92.30 90.91 90.92 84.6 0.923
KNN 0.057 7.7 84.69 93.99 93.93 91.75 92.3 0.943
BT 0.060 8.81 90.23 92.49 91.93 98.94 91.19 0.94

Table 6  Classification results 
for clinical data set using feature 
selection ratio 40:60

Classifier Performance Measures AUC 

FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%)

LSVM 0.045 1.71 98.13 98.19 98.49 99.83 98.29 0.955
QSVM 0.077 2.80 96.09 94.50 96.25 99.81 96.20 0.923
CSVM 0.075 2.80 96.20 96.20 96.25 98.78 96.20 0.925
DT 0.048 1.90 97.99 97.20 97.90 99.19 98.10 0.952
KNN 0.046 1.87 97.99 97.60 98.31 98.23 98.13 0.954
BT 0.058 2.86 96.29 96.20 96.96 97.96 97.14 0.942

Table 7  Classification results 
for clinical data set using feature 
selection ratio 50:50

Classifier Performance Measures

FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%) AUC 

LSVM 0.000 0.01 99.99 99.99 99.99 99.99 99.99 1.00
QSVM 0.038 1.90 98.13 96.2 97.21 98.37 98.10 0.962
CSVM 0.038 1.90 97.99 96.2 97.60 98.37 98.10 0.962
DT 0.038 1.90 97.99 96.2 97.99 98.37 98.10 0.962
KNN 0.010 0.99 99.00 99.09 98.87 99.49 99.01 0.99
BT 0.038 1.80 98.9 96.2 98.03 98.90 98.20 0.962

Table 8  Classification accuracy for separate features using clinical 
data set

Classifier Extracted features

Geometric Texture Geometric + texture

LSVM 96.13% 94.21% 98.13%
QSVM 92.24% 93.23% 96.20%
CSVM 90.27% 92.39% 96.20%
DT 95.20% 95.10% 98.10%
KNN 94.34% 91.11% 98.13%
BT 93.33% 92.29 97.14%
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Fig. 11 which proves the authenticity of proposed method. 
Finally, the classification accuracy of presented method is 
calculated on Harvard data set in Table 13 which shows 
its outperformance as compared to several other existing 
methods of same domain in literature.

4.3  Discussion

Detection and classification results in both graphical and 
numerical forms are discussed in this section. The pro-
posed method consists of four major steps as shown in 

Fig. 10  Comparison of LSVM 
classification accuracy with 
other classification methods 
using Private data set

Table 9  Classification results 
for Harvard data set using fused 
features

Classifier FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%)

LSVM 0.049 2.20 96.92 95.10 96.50 98.10 97.80%
QSVM 0.073 4.50 94.90 92.70 94.98 96.40 95.50%
CSVM 0.059 3.40 93.29 92.70 96.19 97.80 96.60%
DT 0.084 5.10 92.99 93.60 94.30 96.10 94.90%
BT 0.093 7.20 90.19 94.10 92.82 94.90 92.80%

Table 10  Classification results 
for Harvard data set using 
feature selection ratio 40:60

Classifier FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%)

LSVM 0.024 1.10 97.99 98.67 98.63 99.40 98.90
QSVM 0.096 4.50 93.92 92.73 93.28 96.90 95.50
CSVM 0.039 2.20 95.29 95.12 96.68 99.10 97.80
DT 0.044 1.87 96.01 97.66 96.99 99.28 98.13
BT 0.094 4.07 91.23 98.62 98.31 97.71 95.93

Table 11  Classification results 
for Harvard data set using 
feature selection ratio 50:50

Classifier FPR FNR (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%) AUC 

LSVM 0.009 0.31 98.39 99.99 99.99 99.91 99.69 0.991
QSVM 0.038 0.23 95.80 97.60 98.10 98.80 97.70 0.962
CSVM 0.029 1.80 96.79 98.21 98.14 99.13 98.92 0.971
DT 0.010 0.71 99.09 99.80 99.60 99.46 99.29 0.990
BT 0.036 2.30 95.80 98.69 98.49 99.01 97.70 0.964
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Fig. 2. In tumor segmentation step, an improved segmen-
tation method is implemented which is tested on two data 
sets and gives efficient performance as shown in Figs. 6 
and 7. Moreover, the segmentation qualitative results for 
both data sets are given in Tables 1 and 2. The comparison 
of proposed segmentation results is also given in Tables 3 
and 4.

Thereafter, classification results are presented in four dif-
ferent steps. In the first step, classification is performed on 
fusion of feature vector and results are given in Tables 5 and 
9. Then in the second step, best features selection method is 
performed and classification results are obtained on 40:50 
training/ testing ratio as given in Tables 6 and 10. It is clear 
from these tables that the proposed selection method per-
formed better as compared to fused features. In the third 
step, a 50:50 procedure is adopted and achieved better 
results as compared to the first two steps as given in Tables 7 
and 11. In addition, negative predictive value (NPV) and 

positive predictive value (PPV) for each classifier are cal-
culated given in Tables 5, 6, 7, 9, 10 and 11.

In order to justify that proposed segmentation algorithm 
performs well; the proposed method is compared with pop-
ular existing techniques such as Otsu, multi-thresholding, 
Watershed and k-means on selected data sets such as Har-
vard and Private (Fig. 12). To compare the performance of 
proposed method with existing techniques, recall rate, preci-
sion rate and F-Measure are calculated for Private data set as 
given in Tables 13 and 14 and Fig. 13 which show that the 
proposed method outperformed. Moreover, the comparison 
is also conducted on Harvard data set in terms of recall rate 
and precision rate. An additional parameter of F-measure is 
also considered which shows a fair comparison of some of 

Table 12  Classification accuracy for separate features using Harvard 
data set

Classifier Extracted features

Geometric Texture Geometric + texture

LSVM 97.2% 89.9% 97.80%
QSVM 89.8% 87.6% 95.50%
CSVM 88.8% 91.0% 96.60%
DT 93.3% 88.8% 94.90%
BT 90.23% 87.56% 92.80%

Fig. 11  Comparison of LSVM 
classification accuracy with 
other classification methods 
using Harvard data set

Table 13  Comparison of proposed segmentation method with some 
existing techniques using Private data set in terms of recall rate (%)

Image # Method

Otsu K-Means Watershed M-thresholding Proposed

1 0.6799 0.7126 0.7618 75.1585 0.8905
2 0.7141 0.7380 0.7539 74.8426 0.8810
3 0.5820 0.7216 0.7951 75.597 0.9547
4 0.7821 0.8169 0.7999 67.2878 0.8749
5 0.8019 0.7222 0.8619 75.6782 0.9892
6 0.6309 0.6942 0.9017 77.2149 0.9632
7 0.6184 0.6901 0.9048 34.1552 0.9417
8 0.5997 0.8100 0.8953 58.9978 0.9533
9 0.4906 0.7490 0.8037 73.1434 0.8999
10 0.7829 0.8953 0.9022 79.4619 0.9555
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the precision and recall. Achieved average rates using pro-
posed method are 93.79%, 93.91% and 94.29%, respectively. 
Few numeric results are also plotted in Figs. 14, 15 and 16.

The performance of extracted features is also tested as 
given in Tables 8 and 12. In Table 8, geometric features 
achieved classification accuracy 96.13% whereas texture fea-
tures reached up to 94.21%. But after fusion of geometric 
and texture features, the classification accuracy is improved 
and reached up to 98.13% using LSVM. In Table 12, the 
classification accuracy for geometric features is 97.2% 
whereas for texture features, best accuracy achieved is 91% 
on CSVM. After fusion, LSVM performed well and attained 
accuracy of 97.80%.

A graphical comparison of classification accuracy for 
both data sets is shown in Figs. 10 and 11. The proposed 
features selection performance for 10-fold cross valida-
tion of ratios 50:50, 40:60 and all fused features set are 
plotted in Figs. 16 and 17. Figure 16 shows that the clas-
sification accuracy range of Clinical dataset on selected 
classifiers is 84–98% for fused features, 96–98% for pro-
posed method of 40:60 approach and 98–99.90% for 50:50 
approach. Similarly in Fig. 18, the classification accuracy 
range is given for Harvard dataset. Both Figs. 17 and 18 
show that the proposed method significantly outperformed 
on ratio 50:50 and achieved best accuracy. Lastly, classifi-
cation results of the proposed method for Harvard data set 
are compared in Table 15. Yang et al. (Yang et al. 2015) 

Fig. 12  ROC curve for both selected data sets

Table 14  Comparison of proposed segmentation method with some 
existing techniques using Private data set in terms of precision rate 
(%)

Image # Method

Otsu K-Means Watershed M-thresholding Proposed

1 0.6719 0.7216 0.7513 0.7615 0.9145
2 0.7144 0.7398 0.7639 0.7784 0.9219
3 0.5910 0.7389 0.7856 0.7759 0.9649
4 0.7841 0.8019 0.7894 0.7078 0.9028
5 0.8109 0.7212 0.8715 0.7878 0.9793
6 0.6309 0.6849 0.9119 0.7914 0.9739
7 0.6094 0.7001 0.9247 0.4455 0.9617
8 0.6195 0.8090 0.9254 0.6199 0.9433
9 0.5104 0.7560 0.8339 0.7714 0.9003
10 0.7919 0.9251 0.9223 0.7646 0.9765

1 2 3 4 5 6 7 8 9 10
F1-Score 90.23 90.10 95.98 88.86 98.42 96.85 95.16 94.83 90.01 96.59
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Fig. 13  F-Measure for Private data set using feature selection ratio 
50:50 Figure
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achieved classification accuracy 97.78% on Harvard data set 
which is later improved by Zhang et al. (Zhang et al. 2015). 
Moreover, Wang et al. (Wang et al. 2016) achieved 98.67% 
accuracy but presented method performed well and reached 
up to 99.69%.

Lately, HOG and LBP features are utilized for brain 
tumor classification. The LBP features also known as tex-
ture features are originally introduced for face recognition 

Fig. 14  Comparison of pro-
posed segmentation method 
with some existing techniques 
using Harvard data set in terms 
of recall rate (%)

Fig. 15  Comparison of pro-
posed segmentation method 
with some existing techniques 
using Harvard data set in terms 
of precision rate (%)

1 2 3 4 5
F1-Score 0.920 0.945 0.965 0.930 0.975
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Fig. 16  F-Measure for Harvard data set using feature selection ratio 
50:50

Fig. 17  Box plot: clinical data set using features fusion, 40:60 
approach and 50:50 approach
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and HOG features known as shape based features are used 
for human detection. However, recently several researchers 
extract LBP and shape features for brain tumor classifica-
tion such as (Lenz et al. 2018), (Nabizadeh and Kubat 2015) 
and (Abbasi and Tajeripour 2017). These methods show 
improved performance in terms of Jaccard Index, sensitiv-
ity, specificity and Dice on Brats 2013, real and simulated 
data sets.

5  Conclusion

Medical imaging applications gained much attention from 
last few years in the area of computer vision. Brain tumor 
diagnosis and classification is an important step in this 
domain and recently through computer vision techniques, it 
may be helpful for doctors in their clinics. In this paper, an 
improved thresholding and best feature extraction approach 
for tumor segmentation and classification from MR images 
is proposed. Preprocessing problem is resolved in the first 
step by the implementation of a Gaussian filter. Then tumor 
part is segmented by a novel improved thresholding method 

which is further optimized by morphological operations. 
Thereafter, geometric and Harlick features are extracted 
which are fused by a serial based method. After that, GA 
is used to select best features from a fused vector which are 
later on fed to LSVM for classification. The proposed seg-
mentation method is tested on two data sets such as Private 
images and Harvard Medical School dataset having accu-
racy 91.8% and 96.1%. Moreover, best classification results 
are achieved by features selection algorithm with accu-
racy 99.99% and 99.69% for Private and Harvard datasets, 
respectively. Experimental results show that segmentation 
and classification accuracy of proposed technique is signifi-
cantly well as compared to several existing methods. From 
the above discussion, it is concluded that accurate tumor 
segmentation is much important to obtain the best accuracy. 
Also, the fusion of texture and geometric features along with 
best features selection algorithm provided good results as 
compared to individual features. The proposed system has 
few limitations which will be dealt in future work. The limi-
tations of this system are oversegmentation, classification 
on large datasets, and selection of best features. The over-
segmentation is done when a tumor appears on the border 
regions whereas, the classification accuracy is affected by 
irrelevant features.
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