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Abstract
Content-based microblogging networks like Twitter have a significant and fast evolution of the information amount. In 
addition to textual content and member activities, analyzing structural information concerning user neighborhood and 
communities is an opportunity for several applications such as user interest modeling. In this context, this work proposes a 
new approach for temporal topics of interest derivation and tracking in the Twitter micro-blogging network. The challenge 
of this approach is to take into consideration the different dimensions of the user’s interest such as personal, social and 
temporal aspect. We propose a new definition of an ego network that incorporates friendship reliability and dependency 
between members. The belief function theory that allows combining evidence from dependent or independent sources in 
an uncertain context is introduced. This theory has been widely utilized in various decision-making systems. To model the 
topics of interest evolution, we introduce the aging theory suggested mainly for event life-cycle detection and modeling in a 
micro-blogging network. We present an experimental study performed on the actual Twitter users, validating our approach. 
This model is compared to other methods using the same database.

Keywords  Belief function · Aging theory · Topics · Interest discovery · Temporal topics · Social medias mining · Social 
filtering

1  Introduction

Micro-blogging networks actually, like Twitter, Weibo, and 
Tumblr, are the most popular social platforms for interaction 
and discussion in real-time between members. Social activi-
ties proposed in these platforms (e.g. like, dislike, replies, 
… ) enhance greatly the interactions between members. Fur-
thermore, social services such as message sharing, following 
other members and entering in new communities form the 
booster elements of the micro-blogging network dynamics. 
Due to social services and activities, interests, behaviors and 

opinions are formed in important nodes and gradually spread 
in the network from one user to another through interactions. 
This phenomenon is linked to several other facts such as 
influence between users, dependency, and friendship degree. 
Subsequently, with huge reachable and diversified informa-
tion, online the social medias constitute a major opportunity 
for capturing and analyzing user profiles.

Discovering users’ trends in social media and their evolu-
tion has attracted much research attention in recent years. It 
represents the fundamental step for important applications 
like recommendations (Dai et al. 2018), personalizations 
(Maleki-Dizaji et al. 2014; Karidi et al. 2017), marketing 
spreading analysis (Rechy-Ramirez et al. 2017) and user’s 
activitie prediction (Boukhechba et al. 2017). In fact, dis-
covering emerging topics of interest in the network has 
been treated lately with different technics. The incremental 
classification (Boschee et al. 2013), the LDA model (Latent 
Dirichlet Allocation) with matrix factorization (Wang et al. 
2012), the pLSA model (Probabilistic Latent Semantic Anal-
ysis) (Chen et al. 2015) and others tools have been intro-
duced to discover popular and trending topics over sharing 
publications. These works are particularly interested in the 

 *	 Mondher Sendi 
	 sendi.mondher@gmail.com

	 Mohamed Nazih Omri 
	 mohamednazih.omri@fsm.rnu.tn

	 Mourad Abed 
	 mourad.abed@univ‑valenciennes.fr

1	 MARS Research Lab LR 17ES05, University of Sousse, 
Sousse, Tunisia

2	 LAMIH, UMR CNRS 8201, University of Valenciennes 
and Hainaut-Cambresis, Valenciennes, France

http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-018-1050-6&domain=pdf


3410	 M. Sendi et al.

1 3

global information in the network. In most cases, popular 
topics do not concern all profiles and communities and do 
not allow recognizing the real image of a network. Subse-
quently, these approaches are not sufficient for discovering 
and tracking specific and personal topics of interest in the 
network.

Combining structural and textual information for discov-
ering topics of interest has been the subject of several recent 
works. Models based on the principle of homophily such as 
ego-centric networks (On-At et al. 2016), user communi-
ties (Mislove et al. 2010) and user neighborhood (Wen and 
Lin 2010), have been used to infer topics of interest. These 
approaches differentiate between personal and social user 
interests (On-At et al. 2016). Personal interest is the topic 
related only to a given user and can be discovered from their 
publications and activities. These interests are formed by 
some users in the network but can be transmitted to neigh-
borhood users with the information dissemination phenom-
enon in the social media (TalebiFard and Leung 2014). An 
inferred topic of interest from the neighborhood is called 
a social topic of interest. In fact, homophily in the social 
network approves that members tend to create relationships 
with similar members in terms of age, interest and location, 
… . Utilizing this principle, we can infer topics of interest 
of the least active users. Thereby, we can exploit the user’s 
locations in the network to explain the formation of users’ 
interests.

Personal and social topics of interest have a temporal 
aspect in the microblogging networks. Indeed, nothing is 
stable in these platforms. Users daily publishe messages, 
interact with each other and create new relations according 
to their tastes. Some works have been interested in detecting 
and modeling temporal and dynamic elements like temporal-
community detection (Pietilänen and Diot 2012), trend iden-
tification (Mathioudakis and Koudas 2010), event extrac-
tion and lifecycle modeling (Chen et al. 2003; Ferrari et al. 
2014). Topics in the microblogging network emerge in users 
publications. Their popularity increases and finally, they dis-
appear. Recent approaches have taken into account the tem-
poral aspect of topics of interest (Cheng et al. 2008; Li et al. 
2014; Abel et al. 2011). In most of these approaches, time 
is divided into fixed intervals. At the end of each time inter-
val, an update is made to determine the remaining topics, 
the ones that disappear and the new emerging one. Users’ 
history is analyzed to discover the last emerging topics of 
interest. Different decay functions have been introduced to 
follow the evolution and regression of the interest in topics.

Despite these proposals, other problems related to tem-
poral interest tracking in the microblogging network have 
not been addressed. Indeed, with the significant and fast 
evolution of the amount of information (350,000 tweets per 

minute1), centralized algorithms become non-sufficient for 
analyzing large-scale microblogging networks and streamed 
content. Thus, the random feature of the appearance and 
disappearance of topics remains a major difficulty. We pro-
pose in this work an approach for the discovery of temporal 
topics of interest and their tracking over time. The two main 
contributions of our approach are the following:

–	 Proposal of a model to infer topics of interest from ego-
networks.

–	 Proposal of a model to tracking the temporal evolution 
of topics of interest.

In the first contribution, we are using the ego-network to 
model links between each user and his neighbors. Several 
factors will have to be taken into account like the reliabil-
ity of the links in an ego-network, the dependency and the 
similarity between users. The social topics of interest of each 
user are inferred from his personal network. For this task, we 
introduce the belief function theory to combine the evidence 
from different neighbors. Unlike the previous approaches 
based on belief function, the combination rule that we use 
in this approach takes into account the dependency between 
sources. It allows identifying the inter-dependence (depend-
ence among features of a system) and the outer-dependence 
(dependence among the evidence sources). This strategy 
minimizes the redundancy when we combine evidence.

The second contribution consists of modeling the topics 
of interest evolution. For this task, we introduce the aging 
theory that allows for tracking the event or topic evolution in 
social media. Most of the previous approaches use the decay 
function to model the temporal topics of interest evolution. 
Unlike decay function, the aging theory allows modeling the 
different steps in the life cycle of topics of interest. Thus, it 
allows measuring the importance of the topics of interest at 
each time interval by taking into account the latest informa-
tion in the network.

The rest of this paper is organized as follows: We survey 
the related works in Sect. 2 and we present the theoretical 
framework in Sect. 3. Section 4 presents the different steps 
and the architecture of the proposed approach. We present 
the experimental results and interpretations of our model in 
Sect. 5. Section 6 concludes our work.

1  http://www.inter​netli​vesta​ts.com/twitt​er-stati​stics​/

http://www.internetlivestats.com/twitter-statistics/
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2 � Related works

Our approach combines the derivation of users’ interests 
from personal networks and the tracking of their evolution. 
These issues have been addressed in several works. We 
present in this section the most ones similar to our work.

2.1 � Inferring users’ interests

The derivation of users’ interests from personal networks 
or user communities is mainly based on the homophily 
concept. The approaches for inferring users’ interests 
assumed that the users’ interests are strongly related to the 
interests of their neighbors. Several techniques have been 
introduced to this task. In the work (Zheleva and Getoor 
2009), topics of interest were inferred from the users’ 
community. Each hidden interest, called a sensitive inter-
est, had a set of possible values from the interest of the 
community. The probability of each topic was determined 
based on the number of users in the community interested 
in this topic. In the approach proposed by Mislove et al. 
(2010), users’ interests were inferred from global and local 
communities. Each interest had an affinity value in the 
community determined by the number of links sharing 
this interest. Topics that had important affinities were more 
susceptible to be the interests of the user.

Wen and Lin (2010) combined the LDA model with 
matrix factorization to derive users’ interests. Two 
matrixes were utilized: The first one represented the rela-
tionships between members and topics, and the second one 
represented the influence between users. The distance in 
the network and the strength of communications between 
each user and other members were utilized to select the 
most important profiles for a given user. The work (Bhat-
tacharya et al. 2014) was based on the idea that topics of 
interest of each user were driven by the interests of experts 
followed by this user. It discovered experts’ interests from 
the list specified by users (each user could specify an inter-
est list for experts) and then inferred users interests.

Other approaches are interested in identifying inter-
ests using social filtering technique (De Maio et al. 2018; 
Vinagre et al. 2015). In the approach (Li et al. 2013), the 
list of user interests is identified from the analysis of his-
torical social application usage records. This list is then 
enriched by the interests of the user’s neighbors. The 
approach proposed by Zarrinkalam et al. (2016) used a 
graph of emerging topics and a graph of followership to 
infer the topics of interest. In the approach sugested by 
Tchuente et al. (2013), each user profile had a personal 
and social dimension. Topics of interest of the second 
dimension were inferred from communities around the 

user. Community interests were determined by the com-
bination of the interests of its members. The social interest 
of a given users was determined utilizing the combined 
interest of communities. Wang et al. (2014) put forward 
an approach to infer users’ interests from neighbors. He 
represented a social network using a bipartite graph that 
contained hubs and authority nodes. The weight of each 
link in the network represented the strength of relation-
ships and the influence between both ends. The similarity 
between nodes from the same class was taken into account 
in the interest inference process.

The work of Han et al. (2015) gave an experimental study 
that showed the homophile of interest in the online social 
networks. Thus, he proposed an approach to infer users 
interests from neighbors’ based on features like geographic 
distance, friend similarity, and interest entropy. Cosine simi-
larity was introduced to determine the affinity of interests 
between two users.

2.2 � Modelling of temporal interests

Approaches for temporal interest discovery consist in 
detecting the emergence of new topics, tracking their evolu-
tion and identifying the disappearance moments of these 
topics. Different techniques have been introduced for the 
topics’ emergence detection. Contrariwise, most of these 
approaches have used the decay function to track the evolu-
tion of interests.

The method suggested by Cheng et al. (2008) was based 
on two assumptions: (1) human interests would decrease 
over time, and (2) forgetting speed would slow down gradu-
ally and the accumulated interests would become more sta-
ble. Two classes have been used to represent temporal inter-
ests: long-term and short-term. The forgetting function was 
introduced to track the interest evolution. The same principle 
is used by Li et al. (2014). He put forward an approach for 
discovering the temporal interest based on a time-sensitive 
interest weighting scheme. The LDA model was introduced 
to discover the topics of interest. Then the profile history 
analysis permitted distinguishing between durable and tem-
porary interests. The approach (Ahmed et al. 2011) also 
used the LDA model to discover temporal topics of inter-
est. Long-term interests were generated from the history 
of users, and short-term interests were generated based on 
the last user publications. The decay interest function was 
utilized to compute the interest lifetime. The time-varying 
hierarchical interest model derived by content popularity 
enabled discovering the evolution over time.

Abel et al. (2011) gave an experimental study of content 
adoption and the evolution on their popularity in twitter 
microblogging. The lifetime of users interest depends on 
the timestamp of content. The interest decay function was 
determined according to the temporal distance between the 
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topic occurrence time and the given timestamp. Bao et al. 
(2013) proposed to model temporal topics for predicting 
users future interests in microblogging networks. The matrix 
factorization technique was introduced to learn users and 
topics features. The fusion of social structure and the history 
of users’ interests allow controlling the interest propaga-
tion between nodes and then predicting the future topics of 
interest.

Time window technique is also used for modeling tem-
poral evolution of generated content in microblogging net-
works (De Maio et al. 2018; Vinagre et al. 2015). In the 
approach suggested by Budak et al. (2014), the time was 
divided into the fixed intervals. The probability that the user 
was interested in a given topic of interest at any time period 
is determined utilizing the probabilistic model. Previous 
interests, user activities and neighbors’ influences were taken 
into consideration in each time step. On-At et al. (2016) used 
the neighbor’s in the egocentric network to derive users’ 
interests. Each derived interest had a temporal weight that 
would determine its lifetime. This value was computed uti-
lizing word frequencies and the link strength between the 
user and the source of interest (neighbors).

The temporal approach we propose in this work is differ-
ent from the previous works in two principal points:

–	 The treatment of the temporal aspect
–	 The methodology for discovering users’ interests.

For the treatment of the temporal aspect of topics’ of inter-
est, previous approaches have used two principle ways. The 
first one is the division of time into the fixed interval. The 
interest in each time interval is determined utilizing the pre-
vious interests and accumulated content up to the current 
state. At the end of each interval, the interest list is updated. 
Contrariwise, the emergence of the topic can be triggered at 
any time. Thus, the topic can disappear at any time. The sys-
tem must always be able to identify new topics and update 
the list of user interests. The second way to model the tem-
poral aspect is the use of the decay function which computes 
the lifetime of topics. This method does not take into con-
sideration the nutrition that feeds the existence of a topic. In 
our approach, the temporal aspect is modeled utilizing the 
aging theory. This method takes into account the impulsive 
appearance of interests, nutrition and decay factors.

Some previous approaches of topics of interest discovery 
do not consider the structural information in the social net-
work. In fact, users’ topics of interest are not only in personal 
publications. A user can be influenced by the topics created 
or adopted by his neighbors. The location of a given node in 
the social graph can contribute to the decision of its interests. 
Other approaches exploited this structural information to infer 
topics’ of interest from neighbors, user communities, experts 
profiles, … . Nevertheless, these approaches did not take much 

importance on the modeling of dependencies and the links reli-
ability between users. In this approach, we propose to model 
these elements through egocentric networks. We exploit the 
activities of social media members to determine the depend-
encies and the links reliability between the members of these 
networks.

3 � Theoretical framework

The belief function theory proposed by Shafer (1976) was a 
formal framework for computation and reasoning with partial 
(uncertain, imprecise) information. The belief theory per-
mitted the fusion of information from different dependent or 
non-dependent sources and provided the tools needed for final 
decision making. Uncertain and imprecise information was 
modeled with mass functions that were subsequently merged 
using a combination rule. We present in this paper the basic 
elements of the Dempster theory. For more details, the reader 
can take a look at the following works (Dubois and Yager 
1992; Cattaneo 2003; Destercke and Dubois 2011; Shafer 
1976; Hajlaoui et al. 2017b).

A frame of discernment Ω =
{
w1, ...,wn

}
 is a finite domain 

containing all possible events for a given problem. Any 
assumptions given by an agent must necessarily belong to the 
set 2Ω =

{
Ai ∣ Ai ⊆ Ω

}
 containing all possible combinations 

of the elements of Ω . A hypothesis Ai given by an agent vj is 
accompanied by its degree of certainty in the form of a basic 
belief assignment mj(Ai) . The belief basic assignment (BBA) 
is a mapping from 2Ω into [0,1] satisfying the following condi-
tion in (Eq. 1):

when mj(Ai) > 0, the subset Ai is called a focal set of mj . 
A belief function is called a Bayesian BBA if all the focal 
elements are singletons. In this case, it is similar to a proba-
bilistic distribution over the frame of discernment Ω . The 
BBA is said to be consonant if the focal elements are nested 
and we can then determine the measure of possibility and 
necessity for this BBA. Other facets of the same information 
enable making other interpretations, such as belief (Eq. 2), 
plausibility (Eq. 3), and pignistic probability (Eq. 4). Details 
of other facets can be found in Denœux (2008). The three 
facets utilized in this work are the following:

(1)
∑
Ai⊆2

Ω

mj(Ai) = 1

(2)bel(A) =
∑

�≠B⊆A

m(B)

(3)pl(A) =
∑

�≠B∩A

m(B)

(4)BetP(A) =
∑

�≠B⊆2Ω

|A ∩ B|
|B| ∗

m(B)

1 − m(�)
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where:

–	 bel(A) is the degree of belief in A,
–	 pl (A) is the plausibility measure and the upper bound of 

the belief degree,
–	 BetP (A) is the pignistic probability and the compromise 

between the two previous facets; bel(A)< BetP(A)< 
pl(A).

When the focal elements of m are nested, pl represents the 
distribution of possibility and bel represents the necessity on 
the set 

{
Ak ∣ mj(Ak) > 0

}
 . Generally, a possibility distribu-

tion over a finite set can be seen as a consonant BBA.
The combination of different BBAs is the main step in the 

belief function theory. It allows synthesizing the received 
information in order to make a more reliable decision. The 
choice of the combination rules depends on certain initial 
assumptions such as the independence of the sources of 
information, the management of conflicts between sources 
and the reliability of sources. The first proposed rule is the 
Dempster-Shafer rule (Shafer 1976) used for the conjunction 
or disjunction operator (Eq. 5):

where A,Xi ∈ 2a and K= 
∑

X1∩⋯∩Xn=A
(
∏n

i=1
mi(Xi)) represent 

the conflict degree between sources. It can be defined as the 
contradiction among the mass functions of several agents 
for a given hypothesis. If the sources are in strong conflict 
(K is large), the Dempster rule can lead to erroneous results 
(Dubois and Yager 1992). There are different sources of 
conflict such as the unreliability of sources or observation 

(5)

m
�

(A) = ⊕mi=1,…,n(A) =
1

1 − k

∑
X1∩⋯∩Xn=A

(
n∏
i=1

mi(Xi)

)

of different phenomena. The discounting of the BBA given 
by the source is suggested to solve the problem. Assuming 
that αj is the degree of reliability and the discount rate for a 
source vi , a BBA can be transformed into another BBA prior 
to the merger (Eq. 6) as follows:

Dependency among sources is an important factor that 
cannot be ignored when merging information. The Demp-
ster combination rule supposes the independence between 
sources of information but this is not the case in practice. 
Other rules are proposed to remedy this problem. In most 
of these methods, dependence is considered by modifying 
the combination rule or by changing the belief function. 
The method put forward by Cattaneo (2003) favored the 
maximum consistency, instead of independence, to mini-
mize the conflict between the sources. The combination 
rule suggested by Destercke and Dubois (2011) adapted 
the minimal operator proposed in the theory of possibility 
for combining different BBAs. The work (Basir et al. 2005) 
opted for treating dependence by learning to minimize con-
flicts between sources. Moreover, Su et al. (2015) proposed 
a method for combining belief functions by identifying the 
inter-dependence(dependence among features of a system) 
and the outer-dependence (dependence among the evidence 
sources) (Table 1).

(6)

{
m

j
α(A) = αj mj(A), ∀ A ∈ 2Ω

m
j
α(Ω) = (1 − αj) (1 − mj(Ω)

Table 1   Principal notations Variable Description

Fr (u, v) Friendship degree for directed link (u,v)
fki ,Pu

Frequency of keyword ki in publications of user u
IPN(u) Influential personal network of user u

δ
j
u

Dependency degree of user vi in personal network of user u

mj(Ai) Belief assignment for hypothesis Ai from source j
Fr (u,v) Friendship degree between user u and v
An(ai, aj) Number of times that ai annotate aj in their publications
Rt(ai, aj) Number of times that ai retweet publications of user aj
Rp(ai, aj) Number of times that ai reply to publications of user aj
N(ta)

(zi) Nutrition of topic zi at instant ta
nE(zi) New energy for topic zi
rE(zi) Remaining energy for topic zi
β Decay nutrition factor
Du Dependency matrix between members in personal network of user u
Mt Matrix contains relations between the keywords and the user’s
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4 � Motivation and problem formulation

4.1 � Content‑based microblogging networks

Users’ content on microblogging networks is diversified. In 
fact, members in the virtual social space interact with each 
other with several services. The principal communication 
way is the sharing of publications in the personal network. In 
most cases, users integrate hashtags on the shared message 
to clarify and summarize the subject of publication. This 
activity has a great success in social media (75% of people 
on social media use hashtags2). Actually, each emerging 
event and topic in microblogging networks is represented 
by hashtags. Furthermore, users on social media interacts 
also utilizing annotation. They have the possibility to join 
the identifiers of other users in the publication, say that a 
message interests such a person. If a user is interested in a 
message shared by one of their following, he reacts utiliz-
ing retweet (share) or reply and gives their opinion on the 
subject of publication.

The structural information of social network is used 
in our approach. The structural indices (e.g. centrality of 
nodes) are used in several approaches for social network 
analysis and content recommendation on social media. In 
this work we are interested more particularly in the number 
of common followings and the number of triadic closures. 
These two pieces of information will be used to determine 
the friendship degree among users.

The first objective of our approach is the discovery of top-
ics of interest in the microblogging network. Personal topics 
of interest will be discovered using single-pass classification. 
For social topics of interest, we exploit ego networks to infer 
the relevant interests for ego user. We utilize in this step the 
belief function theory. The second objective is to track the 

evolution of users’ interests towards the interests change in 
their ego network. We introduce the aging theory for this 
task. Indeed, the belief and aging theories well adapt to the 
problematic of our work. On the one hand, the belief theory 
allows combining evidence given by several sources and 
takes into account the uncertainty of the provided informa-
tion. We combine in our case the beliefs given by members 
of the ego network. On the other hand, the aging theory is 
among the few models proposed for the modeling of infor-
mation life cycle. It has been used beforehand for modeling 
the life cycles of events and topics.

4.2 � Problem formulation

In this section, we introduce the formulation of the tempo-
ral topics of interest discovery problem with definitions and 
formal concepts.

4.2.1 � Influential personal network

Social media like Twitter and Tumblr contain a social net-
work where links between users are directed. It can be mod-
eled with a directed graph G = (U, E) where U is the users 
set and E the set of directed links (Fig. 2). In our model, the 
directed network is composed of a set of directed and con-
nected ego-networks. Each ego network has an ego node 
(focal node) and nodes connected directly to an ego called 
“alter” (On-At et al. 2016; Mcauley and Leskovec 2014). 
Each node in the network has his/her own ego network, and 
all ego networks interlock to form the social network.We 
invent the concept of Influential Personal Network (IPN) 
extracted from the ego network (Fig. 1). It only contains 
nodes that have the ability to influence the ego node. For a 
given ego node u, we define the sets of nodes that constitute 
the IPN of u.

Fig. 1   Influential personal 
network construction: Ego 
network contains three types of 
links between the ego node and 
the alters node, (1) reciprocal 
links, (2) non-reciprocal links 
from ego to alters, and (3) non-
reciprocal links from alters to 
ego. In the Influential personal 
network, the third type links are 
eliminated (from alters to ego)

2  https​://sprou​tsoci​al.com/insig​hts/how-to-use-hasht​ags/.

https://sproutsocial.com/insights/how-to-use-hashtags/


3415Discovery and tracking of temporal topics of interest based on belief‑function and aging…

1 3

Definition 1  The IPN for a user u is IPN (u) = ( Wu ∪ Vu , 
A) = (U ⧵Xu ∪ Yu , A) where :

–	 Vu =
{
vi|vi ∈ U, (u, vi) ∈ E and (vi, u) ∈ E

}
 users that 

have reciprocal links with user u.
–	 Wu =

{
wi|wi ∈ U, (u,wi) ∈ E and (wi, u) ∉ E

}
 users fol-

lowed by the user u.
–	 Xu =

{
xi|xi ∈ U, (u, xi) ∉ E and (xi, u) ∈ E

}
 containing 

the user that follows u.
–	 Yu =

{
yi|yi ∉ U, (u, yi) ∉ E and (yi, u) ∉ E

}
 users not 

linked to u.
–	 A is the set of directed links between the users in Wu ∪ Vu.

This new network contains only the nodes that are likely 
to influence the focal node: nodes representing users fol-
lowed by u. We assume that Wu is the most significant set 
for the user u. Indeed, users can create several types of links, 
essentially to sources of information or to personal friends 
(Aiello et al. 2014). The links between personal friends are 
mostly reciprocal but do not necessarily imply that their 
interests are close ( Vu ). Another type of links in the Twit-
ter microblogging is the follow back: The same users fol-
low back to their followers as an act of courtesy (Takemura 
et al. 2015; Imamori and Tajima 2016). Links to information 
sources are more relevant than links to personal friends. In 
fact, if a user follows an information source, the publica-
tions of this source will influence the topics of interest of 
the user. We will use this assumption to weight links accord-
ing to their types in the IPN of each user (Sect. 4.2.2). The 
nodes Xu cannot involve directly in the inference of topics 

of interest of u but they can be involved through their fol-
lowers. If a user v is followed by u and follows a user x, he 
can be influenced by the interests of x, and subsequently his 
interests can be transmitted to u.

4.2.2 � Topic of interest

Active users in microblogging networks publish tweets by 
inventing certain topics. Thus, they read and react with pub-
lications of other users in their ego networks. When reacting 
with the publications of its neighbors, a user may be inter-
ested in existing topics either with agreement or disagree-
ment. A topic of interest can be defined by a set of keywords 
over users’ publications. We propose the following common 
definition for a personal and social topic of interest.

Definition 2  A topic of interest is a set of trending key-
words related to a specific subject z =

{
k1,… , kn

}
 where 

each ki is a keyword or tag. The keywords are identified 
based on their TF-IDF degree. A topic can be the interest of 
one or more users in the microblogging network. It can be a 
personal or social interest.

Users in the microblogging network can be represented by 
their personal topics of interest extracted from their publica-
tions Zu =< z1

u
,… , zk

u
> . This method is limited for two rea-

sons. Firstly, users who do not have publications in their time-
lines do not have topics of interest and we have no information 
about them. Secondly, it is difficult to follow people who rarely 
share publications in their timelines. Inferring social topics of 

Fig. 2   Overview of our 
approach : We combined the 
structural information (in the 
IPN), the textual information 
(user publications) and the 
users’ activities to construct the 
belief function model
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interest from the IPN is the solution that we propose in this 
work to remedy the two previous difficulties. Let u be user 
where Zu =< z1

u
,… , zk

u
> and Za =< z1

a
,… , zk

a
> are respec-

tively the personal topics of interest of user u and member 
a ∈ Wu ∪ Vu . Given a list of the topics of interest of personal 
network members, we will be able to infer the social interests 
of u and track their evolution.

5 � Proposed approach

5.1 � Model Preparation

5.1.1 � Identification and classification of keywords

Based on the timeline of each user, we rank the most utilized 
words according to their frequency. When a new word appears 
with a high frequency, the classifier assigns it to a class (topic) 
or creates a new class. A word is recognized as important if its 
TF-IDF (Eq. 7) is greater than a threshold as follows:

where Pu is the set of publications shared by the user u and 
fkj,Pu

 is the frequency of the word ki in Pu.

(7)

TF − IDF(ki, u) =
fki,Pu

maxki (fki,Pu
)
∗ log

( ||Pu
||

||pi ∈ Pu ∶ ki ∈ pi
||

)

Based on the co-occurrence between words, the single-
pass algorithm determines the new topics (Fig.  3). The 
matrix Mt contains the relationship between the identified 
words and the user publications. Mt (i,j) = 1 if the word kj 
appears in a pi publication, and 0 otherwise. After this clas-
sification, users who have shared publications must have a 
set of personal topics of interest that represents their profile 
before the inference process.

5.1.2 � Link reliability

An IPN contains links among an ego node, their followers 
and followings. Not all links are important for a given user. 
Thus, the topics of interest can change over time and the 

links can persist, but they have no meaning (e.g. one user 
interested in the election will be interested in a politician 
profiles, but he becomes disinterested after a certain period). 
For this reason, we propose a link reliability measure based 
on friendship degree and semantic similarity. It allows deter-
mining whether a link between two users is important or not.

Friendship degree The degree of friendship between 
two users can be determined from the communication flow 
between them. In the work of Cheng et al. (2011), the friend-
ship degree was determined by the number of messages sent 
between two users. In the work of Hopcroft et al. (2011), two 
users would be considered as friend if each one followed the 
other. In our approach, we put forward another definition 
for the degree of friendship utilizing the structural network 
features. More precisely, we introduce triadic closures and 
common followings. The number of triadic closures in a 
non-oriented social network is considered as the number of 
common friends between two nodes (Hajlaoui et al. 2017c). 
This measure is used in several approaches for the prediction 
of the new links in the network. The triadic closure can be 
introduced to weight links in the IPN. In fact, the three nodes 
forming a triadic closure have higher trust to each other. 
It gives the incentive to follow updates for each other. If 
the number of triadic closures increases between two users, 
we can be more certain that the relationship between them 
is important. Since the links in the microblogging network 
are oriented, we utilize for each reciprocal link < u, v > two 

Fig. 3   The matrix Mt contains the relation between the keywords and 
the user’s publications. Starting with k1 word, the first topic contains 
only this word, say T1 . At this point, T1 contains only one item, k1 , so 
the centroid of k1 is simply the vector for k1 ; T1 =< 1, 0, 1, 0 > . For 
1 < i < m , if SIM(ki,Tj) >threshold and k2 ∈ Tj , then the centroid of 
Tj is the average vector for T1 and T2 . Else construct the new topic 
Ts = ki

Fig. 4   Triadic closure and com-
mon following
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measures representing the friendship weight of (u, v) and 
(v, u). We use the number of triadic closure to determine the 
strength of the relationship between them. If the user u only 
follows the user v, we count the common followings (Fig. 4) 
without checking whether there is a triadic or not. These fol-
lowings are users followed at the same time by both users.

Definition 3  The friendship degree for a link (u, v) is 
important if and only if the number of triadic closures or 
the number of the common-following users is is greater than 
a given threshold. The friendship degree is computed as fol-
lows (Eq. 8):

Semantic similarity The second measure that we use 
to compute the link reliability is the semantic similarity 
between the topics of interest of two users. Each user has a 
list of interests in each time interval u < z1

u
,… , z1

u
> . In the 

first step of our approach, this list is initialized by the set of 
personal topics of interest extracted from the publications of 
each user. The similarity between two profiles is determined 
utilizing the dot product similarity (Eq. 9):

After computing the semantic similarity between two users, 
we compute the link reliability using the combination of two 
previous formulas (Eq. 10):

where λ ∈]0, 1[ is a control variable.
The function R is not symmetric and “R(u, v) ≠ R(v, u)”. 

Hence, in some cases, one of two functions is null (when the 
relation }} < u, v >�� is not reciprocal).

5.1.3 � Dependency in influential personal network

In addition to the structural information of the network, we 
utilize the activities of users to determine the dependency 
degree. More precisely, we use the retweets, replies, and 
annotation between users. The retweet is the activity of shar-
ing tweets of other users. The replies are the comments writ-
ing to response for some publications and the annotations 
are the markings of one user by another in a publication or 

(8)Fr (u, v) =

⎧
⎪⎨⎪⎩

Tr(u,v)∑
a Tr(u,a)

if (u, v) is reciprocal.

�IPN(u)∩IPN(v)�
�IPN(u)∪IPN(v)� elsewhere.

(9)

⎧⎪⎨⎪⎩

sim(u, v) = max
zi
u
∈Zu,z

j
v∈Zv

(sim(zi
u
, z

j
v))

sim(zi, zj) =

∑
wk∈zi∩zj

w2
k√∑

ws∈zi
(w2

s
)∗
√∑

wl∈zi
(w2

l
)

(10)R(u, v) = λ Fr(u, v) + (1 − λ) Sim(u, v)

comment. Using these activities, we propose a definition for 
the dependency between users.

Definition 4  Two users in a microblogging network are 
dependent on each other if the number of retweets, replies 
and annotations among them are greater than a given 
threshold.

We utilize the method suggested by Su et al. (2015) inte-
grating dependencies between sources in the combination 
rule (outer-dependence). The dependence in our case is not 
symmetric. If a user u1 depends on another user u2 , it is not 
necessary that u2 depends on user u1 . The dependency matrix 
Du is determined utilizing the users’ activities as follows 
(Eq. 11):

where:

–	 A(ai, aj) = Rt(ai, aj) + Rp(ai, aj) + An(ai, aj)

–	 ai, aj ∈ IPN(u)

–	 Rt(ai, aj) and Rp(ai, aj) are the number of times that the 
user ai retweets and replies to the publications of aj.

–	 An(ai, aj) is the number of time that the user ai annotates 
the user aj.

The total dependence degree (Eq. 11) for each user ai in the 
personal network of u can be computed utilizing the matrix 
D as follows (Eq. 12):

The weight of dependency (Eq. 13) of each user is deter-
mined as follows:

5.2 � Inferring topics of interest using belief theory

Each profile in the microblogging network is represented with 
a vector of topics of interest Zu =< z1

u
,… , zm

u
> where each 

topic contains a list of keywords zi
u
=< k1,… , ks > . The topics 

(11)

Du =

⎡⎢⎢⎢⎣

d11 … … d1n
.............

.............

dn1 … … dnn

⎤⎥⎥⎥⎦

dij =
A(ai, aj)

maxas∈IPN(ai)(ai, as)

(12)Tdi =

n∑
j=1,j≠i

dij

(13)δi
u
=

1

Tdi∑
j

1

Tdj
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list can be empty (|Zu| = 0) if the user u did not share any pub-
lication. We use the belief function theory to infer the social 
topics of interest of each user. The frame of discernment in our 
problem is the set Ωu = k1,… , kn containing all the keywords 
identified in the IPN(u). The set 2Ωu = Ai|Ai ⊆ Ωu contains all 
possible combinations of the elements of Ωu ; all possible top-
ics that may interest the members of the IPN(u). The belief of 
h ∈ IPN(u) on its personal topic of interest zi is computed from 
the importance of keywords composing this topic (Eq. 14):

The combination of BBAs from the following and friends 
of the user u does not happen in the same way. We sup-
pose that the followings are more reliable than friends. The 
conjunction operator is utilized with the Dempster rule for 
the combination of beliefs from friends and the disjunctive 
combination for the beliefs from followings (Eq. 15):

(14)mh(zi) =

∑
kj∈zi

TF − IDF(kj)

�Zj�

(15)mθ(zi) =
1

1 − k

∑
b1Λ…Λbs=zi

(
n∏
i=1

R(u, ai) . δ
i
u
.mi(bi)

)

where R(u, ai) is the reliability of the links (u, ai) defined in 
Sect. 4.2.2, bi ∈ 2Ωu ,Λ is the conjunction operator if ai ∈ Vu 
or the disjunction operator if ai ∈ Wu and θ ∈

{
Vu,Wu

}
.

The third fusion is the combination of the results found by 
(Eq. 15) and the BBAs given by u. We suppose that we have 
three sources of belief: w (beliefs from following), v (beliefs 
from friends) and u. For each topic zk resulting from the first or 
second combination ( f1 or f2 , we use the conjunction operator 
to combine the beliefs as follows (Eq. 16):

After the fusion of the BBAs utilizing the three steps, we 
can make the decision to identify the most related topics of 
interest for a given user. We use the measure in (Eq. 2) defined 
for the belief degree. The list of topics is sorted from the most 
to the least “important” (Fig. 5).

(16)mc(zk) =
1

1 − k
.

∑
b1∪b2∪b3=zk

mV (b1) .mW (b2) .mu(b3)

Fig. 5   We use three combina-
tions of belief functions: f1 
is for the fusion of beliefs 
that come from friends of u 
(V = v1,… , vs) , f2 for the 
fusion of beliefs that come from 
followers of u (W = w1,… ,wr) 
and f3 for the fusion of beliefs 
from the personal network of u 
(W ∪ V) and their own beliefs. 
The result is an ordered list of 
interesting topics for the user u
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5.3 � Tracking of topics of interest

Topics of interest can be evolving over time for several rea-
sons. They may be due to the emergence of new events, the 
creation of new friendship relationships or following new 
information sources. Whenever the interests of a given mem-
ber change, updating the interests of their friends is neces-
sary to keep the correct image of the network.

The lifetime of a topic of interest begins with the emer-
gence step when the keywords describing this topic appear. 
The popularity of the topic increases after its adoption by 
several users, and finally it disappears. Feeding a topic so 
that it can stay in the network consists in publishing tweets 
similar to it. The decrease in the number of publications 
related to the topic implies the decline in its popularity. This 
assumption has been used in previous works to model the 
life cycle of events (Chen et al. 2003) and subjects (Bao et al. 
2015; Chen et al. 2007). Our modeling of the life cycle of 
topics of interest is inspired by these approaches. The aging 
theory can be utilized to model the temporal aspect of the 
interest in the microblogging network.

Like events, the importance of topics falls regressively 
in the network. To discover if a user is still interested in a 
given topic, we analyze the activities of the other users in 
their personal networks. If the users in the IPN(u) react again 

about this topic, it is more likely that the user u is still inter-
ested in this topic. We define the new nutrition that permits 
estimating whether the topic zi =< k1,… , kn > will remain 
in the user profile or no at each instant ta as follows (Eq. 17):

where:

–	 fipn(kj) is the frequency of the keyword kj in the IPN(u),
–	 f (kj) is the frequency of the keyword kj in the network.

When the frequencies fipn(kj) and f (kj) go up, we recompute 
Nta

(kj) to determine the new lifespan. If these frequencies 
remain unchanged in a time interval, we suppose that the 
lifespan of this topic is finished. The new energy nE(zi) for 
the topic of interest zi is utilized to estimate the remaining 
topic life. The remaining energy rE(zi) for the topic of inter-
est must be greater than a given constant β [decay nutrition 
factor (Chen et al. 2003)] in order to remain in the list of 
interests (Eq. 18):

If rEta
(zi) ≤ 0 , the topic of interest zi disappears.

A topic of interest then has a lifespan that can be extended 
if other related publications on this subject appear. This 
model enables following the evolution of topics in the net-
work. Indeed, whenever a topic appears in a node u, this 
node must inform other nodes representing the people it fol-
lows to update their lists of interests. When members of the 
IPN (u) receive the update of u, they determine the relevance 
of this new topic with their profile using the belief function 
model given in Sect. 3. The disappearance of a topic of inter-
est from a given profile is determined utilizing the decay 
factor. If rEta

(zi) < β , the topic must be deleted.

6 � Experimentation

6.1 � Data collection and experimentation process

6.1.1 � Crawling data from twitter

The database that we use for the evaluation of our 
approach is collected from the Twitter site. Diversified 
data are available from this micro-blogging. In our model 
we have interested in users’ activities (replies, retweets, 
and mentions), publications, and the social network 

(17)

⎧
⎪⎨⎪⎩

Nta(zi) =

∑
1<j<�zi � Nta(kj)

�zi�

Nta(kj) =
f (kj)

maxth<ta
(f (ks))

.e

�
fipn (kj )

maxth<ta
fipn (kj )

�

(18)

{
nEta

(zi) =
Nta

(zi)

maxth<ta
(Nta

(zj))

rEta
(zi) = rEta−Δt

(zi) + nEta
(zi) − β
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containing directed links. We collect the data generated 
between January 1st, 2017 and April 31st 2017.

Over than 3 million tweets (Table 2) are collected in 
this period to extract and track the topics of interest. This 
database contains active users that publish and react fre-
quently in the network and less active users. We crawl over 
than 48,000 profiles on Twitter including users’ activities 
and directed links (followers and followings) to construct 
the ego network for each user. Users’ activities, such as 
mentions, replies and retweets, are collected utilizing the 
Twitter query. For every two users linked on Twitter, we 
search the activities carried out each other. Figures 6 and 7 

illustrate the distribution of followers, followings, tweets, 
and tags. These graphics show that our data proportion is 
normal.

6.1.2 � Preparation and procedure of experiments

The main preprocessing steps in the experimentation study 
are the following:

–	 StopWords elimination
–	 TF-IDF computing using Eq. 5 to identify keywords
–	 Keywords classification into topics for each profile

Tweets are separated into two sets. The first one con-
tains tweets shared between January 1st, 2017 and Febru-
ary 15th, 2017 and the second one contains tweets shared 
between February 15th, 2017 and 30th March.

The first set is utilized to learn personal topics of inter-
est for the members of the network. Topics are identified 
using the single-pass classification algorithm after iden-
tifying keywords with the TF-IDF measure. Users that 
have no keywords (subsequently have no personal topics 
of interest) in the first period represent 25% of the network. 
All profiles will be enriched utilizing our inferred topics 
of interest from the IPN.

The second set is utilized for the evaluation of discov-
ered and tracked temporal topics of interest. When a key-
word is captured, and if it already exists in one topic, the 
keyword frequency will be increased. Else, we compute 
the similarity between new keywords and topics. If none 
of them is close to it, we create a new topic contains only 
the last keyword. When list of personal topics of interest 
is modified for a given user, their neighbors must update 
their list of interests. This change may be due to the 
appearance of a new topic or the disappearance of another 
if its remaining energy becomes insufficient (verified with 
the aging theory). In this second period, 324,032 new top-
ics are captured and the disappearance of 462,134 topics 
is registered. These topics of interest are used for tracking 
the evolution of the profiles in the network.

Fig. 6   Distribution of followers and followings

Fig. 7   Distribution of tweets and tags

Table 2   Data base 
characteristics

Data type Data size

Users 48,833
Links 1,193,254
Tweets 3,303,270
Key-words 8,405,867
Retweets 3,627,453
Mentions 751,384
Replies 962,463
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6.1.3 � Evaluation metrics

For evaluating the precision and recall of our approach, a 
recommendation system is used. For each user, relevant 
tweets are chosen (containing user keywords). All tweets are 
combined in a single data corpus to return relevant tweets for 
each user. This model allows recognizing the capacity of our 
approach to return relevant tweets for each user after learn-
ing user profiles with discovered topics of interest (Sendi 
et al. 2017). We utilize precision P@5, P@10, P@20 and 
P@30 respectively for the first 5, 10, 20 and 30 returned 
tweets. We use the F-measure that combines precision and 
recall to compare our approach with others.

where pi
j
 is a publication returned by the recommendation 

system.

6.2 � Results and discussion

6.2.1 � Consistency of topics

Table 3 contains 10 topics discovered for different users in 
the three time slices. It shows that most topics containing 

(19)P@X =

∑n

i = 1
Pi@X

n
, Pi@X =

∑x

j = 1
relevance(Ei

j
)

X

(20)R =

∑n

i = 1
Ri

n
, Ri =

|relevant elements returned|

|relvant elements|

(21)F =
2*(P*R)

(P + R)
, P =

∑
P@X

4

less keywords are more coherent. For example, in the topics 
T1 , only words w1 and w2 do not have the same meaning as 
the other keywords. To highlight this consistency, we com-
pute the internal consistency of topics of interest Cs(zi) . This 
measure is based on the co-occurrence between keywords in 
the same topic (Eq. 18):

where c(ws,wg) is the number of co-occurrences between 
keywords such that ws,wg ∈ zi . We have two possibilities 
to compute the consistency among keywords. The first one 
consists of using an external resource such as WordNet to 
determine semantic relations between keywords (Hajlaoui 
et al. 2017a). The second way is the computation of the co-
occurrence of keywords in the corpus of tweets. The prob-
lem in the first method is the non-existence of important 
numbers of keywords in external resources like abbrevia-
tions and names. Therefore, we opt for utilizing the second 
method and we propose the following measure.

When we compute the consistency of each topic, this 
value can be important only if most of the topic’s keywords 
co-occur in several tweets. For this, in the classification pro-
cess, we limit the size of topics between 6 and 22 keywords 
in order to find meaningful results.

6.2.2 � Decay nutrition factor

In the aging theory, the role of the decay nutrition factor 
( β ) is the control of the destruction and regeneration of 
topics of interest in the networks. In other approaches, 
this value is learnt using the aging theory (Chen et al. 

(22)

⎧⎪⎨⎪⎩

Cs(Zi) =
2∗

∑
ws≠wg

cs(ws,wg)

�z2
i
�−�zi�

cs(ws,wg) =
c(ws,wg)

maxr≠hc(wr ,wh)

Table 3   Example of discovered topics

Order number Topics Cs

1 Named, beauty, scientists, discovered, experiment, oddly, particles, lhc 0.351
2 Government, executive, voting, bill, blame, majority, fbi, republican, proof, republican, democrats, nsa, cia, bully, cow-

ardice, legislative
0.562

3 Leadership, protect, economics, pollution, environmentalism, disconnected 0.673
4 Heart, victims, families, london, terror, shake, strength, resilience, british, people, students, attack, attacks, die, hurt, 

school, westminster
0.544

5 Free, signed, disaster,,victims, workers, relief, putting, flood, generously, evacuees 0.362
6 Big, science, intelligence, risk, web, opening, finance, lead, front, cloud, data, technologies, developer, architect, analyt-

ics, scala, java
0.456

7 Interesting, tomorrow, visit, svvr, worlds, familys, lab, creator, technologies, greatly, blind, robots, drones 0.285
8 Order, ban, acting, general, attorney, called, illegal, muslim, fires, enforce, refuses, uncons 0.332
9 Social, super, control, signals, inflammation, bacteria, bacterial, spinal, supple, neuronal, cords, bendy, nanowires, 

viruses
0.347

10 Military, trump, cover, worried, north, parade, russians, korean, leakers, democracykilling, pagesamericas 0.473



3422	 M. Sendi et al.

1 3

2003). To learn this parameter, we use 100 ego networks, 
3,200 topics and we compute precision’s for five-time 
series. The results are in Fig. 8. Precision is maximal 
with β between 0.13 and 0.17. When β increases, the 
topic destruction becomes more severe. In the rest of this 
experimentation, we consider that β = 0.13 for tolerating 
topics with average nutrition.

6.2.3 � Precision in times series

Fig. 9 contains the variation of precision in three time 
slices. It is slightly decreased or increased between the 
three time series. For example, precision P@5 varies 
between first and second time’s series with + 0.005 and 
with − 0.003 in the second interval. The results show 
the stability of our approach when we update topics of 
interest.

6.2.4 � Comparison

In Fig.  10, we compare the results found when we use 
dependency and friendship degree in the Dempster rule 
combination. The precision will decrease significantly when 
we do not consider dependency and friendship degree. The 
friendship degree reflects the relation between two users in 
the network. This degree is computed utilizing the num-
ber of common triadic closures, common followings and 
semantic similarity between two . When we infer topics of 
interest from neighbors, it is more likely that two users are 
interested in same topics of interest if the friendship degree 
is important. Therefore, this value may contribute to the 
combination of belief functions. Furthermore, the considera-
tion of dependency between users in the same ego network 
must eliminate the redundancy of the assigned beliefs to 
the topics.

Figures 11 and 12 show the comparison between our 
approach and two different approaches. Our model has the 
best measure of the three-time slices (Table 4). In the work 
proposed by Li et al. (2014), the temporal aspect was mod-
eled using the decay function e(−αt) . This function gave the 
same period for each interest and did not take into account 
the topic nutrition factor. In the work suggested by Abel 

Fig. 8   Decay nutrition factor

Fig. 9   Precision variation in three times slices

Fig. 10   Dependency and friendship result

Fig. 11   Comparison between our approach and other approaches 
using F-measure
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et al. (2011), time-stamps for topics of interest were given 
by the user. A topic of interest was represented by the set of 
concepts. Each profile was represented by the popular inter-
est in a given time stamp. Thus, in these two approaches, 
topics were discovered only from user publications in each 
time slice. If a user does not post messages, their interests 
remain unchanged. Contrariwise, in our approach, we deter-
mine the interests of a given user from their ego network. 
If the topic of interest in the ego network changes, it will 
be more likely that the interests of the user will change too. 
The aging theory models the temporal aspect and takes into 
consideration the keywords that appear for the nutrition of 
interests. Each topic has its own lifetime.

The approach proposed by On-At et al. (2016) also used 
the exponential decay function. Like our approach, this 
method is based on the principle of social filtering. The 
social interests of each user are identified from his egocen-
tric network. Nevertheless, this method does not manage 
the dependency between the users. Thus, all members of 
an egocentric network are considered when inferring social 
interests whereas only influential members are considered 
in our approach.

6.3 � Discussion

The proposed approach in this work has shown important 
results compared with previous approaches. It is designed 
to run on a real-world application such as the current social 

media platforms by modeling the latent social network and 
identifying users’ interests. However, some modifications 
must be made to the model before deployment. Firstly, the 
determination of the importance of links between the users 
must be carried out from time to time to keep a correct 
image on the egocentric networks. In fact, the frequency of 
activities between members changes over time. Users inter-
ested in specific profiles for a period of time may change 
their interests and they will communicate with new mem-
bers. This change implies the change of influence and the 
dependency in the network. Afterward, the temporal topics 
of interest identification system must be able to discover at 
each time interval the nature of the relationships between 
the members.

The second point to consider when deploying our 
approach is the updates propagation of in the network. In 
fact, each node in the network updates his topics of interest 
list according to the information submitted from his neigh-
bors. Then, this node must inform his neighborhood of the 
change made. The update can be transmitted gradually to 
reach a large number of nodes of the network which may 
alter the performances of the system. The solution that we 
propose to solve this problem consists of determining the 
influence between members of the network. An algorithm 
like PageRank (1999) can be used for this task. Then, a fil-
tering step must be performed on the updates transmitted 
between the nodes. Each node will only take into account 
updates sent by important neighbors.

7 � Conclusion and perspectives

We have proposed in this work an approach for the discovery 
and tracking of temporal topics of interest in the Twitter. 
This model is based on belief function and aging theories. 
The belief theory is introduced for combining evidence 
from different alters in the user ego network. We utilize 
only the direct followings and friends from alter users. We 
have shown that these nodes are the most informative for 
inferring topics of interest of an ego user. Different factors 
are taken into account when combining the evidence mainly 
dependency, friendships, and similarity. Dependency is 
introduced in the combination step for eliminating evidence 
redundancy. Friendship and similarity degrees between users 
are introduced to compute the reliability of links. It permits 
to raise evidence from friends who are close to an ego user 
and decrease other evidence. The aging theory is introduced 
for tracking the temporal evolution of topics of interest. It is 
based on two measures: the nutrition function and the decay 
factor. In our case, the first measure is computed using the 
frequency of keywords in the ego and the global network. 
The nutrition informs us a topic is still an interest or not. 
The decay factor is determined utilizing the experimental 

Fig. 12   Comparison between our approach and other approaches 
using Recall

Table 4   Comparison between our approach and other approaches 
using Precision

Our approach 
(%)

On-At (2016) 
(%)

Abel (2011) 
(%)

Li (2014) (%)

t0 52 48 48 45
t1 53 46 49 48
t2 53 47 48 46
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analysis. This combination between the belief function and 
aging theories allows both treating the uncertain information 
during user profile derivation and tracking the evolution of 
topics of interest over time.

The suggested algorithm in this work can be executed on 
a distributed platform with tracking interest transitions and 
capturing real network images. A node in the microblogging 
network is an ego node. Each node analyzes its generated 
content, determines the degree of friendship with its alters 
and receives the evidence from different participants to infer 
its interests. If a topic appears in a profile, the node inform 
its neighbors to update their interest lists.

Our proposed approach has given important results for 
user profile derivation and tracking the evolution of inter-
ests. In the future, we aim to exploit the proposed model for 
other potential applications. In particular, we will focus on 
the predictions of social and personal interests. It will be 
interesting to incorporate other social information and fac-
tors into the model.
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