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Abstract
With the current growth of multimedia applications, a substantial amount of visual data, including images and videos, is 
transmitted daily, making information forensics and security essential. Thus, protecting secret data from attackers is critical. 
In this work, we propose a AMBTC-based data-hiding method, in which secret data are concealed in individual image blocks 
that are compressed using absolute moment block truncation coding technique. By placing high or low mean values at the 
corner of each block, the secret data are then extracted reversibly and the original host image can be recovered at the decod-
ing end. In addition, the quality of stego images is maintained, which protects the embedded visual data from the suspicion 
of attackers. From the experimental results, we show that the proposed method outperforms other state-of-the-art methods.

Keywords  Information security for image data · Absolute moment block truncation coding (AMBTC) · Reversible data 
hiding

1  Introduction

Due to the fast development of network-related technologies, 
visual data communication through the Internet becomes 
prevalent. Consequently, to prevent data security problems, 
e.g. illegal interception and duplication, through the Internet, 
information forensics is essential. In this paper, we present 
a data-hiding method for absolute moment block truncation 
coding compressed images.

In the past few years, many image-based data-hiding 
techniques have been proposed to protect hidden data and 
guarantee secrecy of the visual data. On the basis of their 
applications, most of them can be classified into two catego-
ries: (1) steganography/encryption, e.g. Li et al. (2015b), 
Suri and Vijay (2018) and Shaheen et al. (2018), and (2) 
and watermarking, e.g. Han et al. (2016), Zhou et al. (2017), 
Zeng et al. (2017) and Martino and Sessa (2018). In the 
method of Zhou et al. (2017), steganography is achieved by 

scattering the hidden data in each pixel, and the secret mes-
sage has no connection to the stego image. The purpose of 
steganography is to protect the secret data only, not the cover 
image. Therefore, recovering the host image is not necessary 
for this type of applications.

The second category of application is called watermark-
ing. In Bhowmik and Oakes (2016), the hidden data pro-
vide additional information about the host image. Although 
embedding data produces distortion inevitably, it is desired 
that the embedding distortion is controlled within a neg-
ligible level. Preserving image quality of the host images 
through the procedure of watermarking is essential for some 
applications, e.g. artwork preservation. Therefore, revers-
ible data hiding schemes provide a solution to this problem 
because the embedding distortion can be totally removed, 
and the host image is recovered.

Moreover, embedding data in a compressed image is 
highly desirable. Most transmitted images are compressed 
first to reduce the file size and increase the network transmis-
sion efficiency. The commonly used compression methods 
typically are divided into four groups: lossy compression, 
lossless compression, predictive compression, and transform 
compression.

In lossy compression methods, gradual changes of color 
are maintained and sudden changes of color are removed. 
Although lossy compression introduces some distortion, it can 
achieve high compression rates. Therefore, lossy compression 
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schemes are commonly used in streaming and Internet mul-
timedia applications. In lossless compression methods, the 
quality of images or videos is not degraded. Moreover, after 
decoding the stego images, the original images can be recov-
ered. Lossless compression has several applications for static 
image communication, such as scanning bank transactions. 
In addition, Portable Network Graphics (PNG) is a famous 
lossless graphics file format commonly used on the Internet. 
However, in lossless compression, because additional keys 
are required for recovering original images, achieving a high 
compression rate is difficult. Compared by the decoding time, 
lossless compression usually takes more time than lossy com-
pression. Predictive compression involves high correlation 
between local space and time limit in image signals. Typically, 
in this technique, neighboring pixels are used to predict the 
value of current pixel and the error of predictive compression 
is quantized. Predictive compression is widely used in pic-
tures with motion, digital television and videophone. Trans-
form compression transforms the image data described in the 
spatial domain into the frequency domain through orthogonal 
transformation, such as Discrete Fourier Transform (DFT), 
Discrete Wavelet Transform (DWT), Discrete Cosine Trans-
form (DCT), and so on. In this work, the proposed data hiding 
method is built based on the block truncation coding (BTC) 
format proposed in Delp and Mitchell (1979), which is a lossy 
compression scheme.

This paper presents a reversible AMBTC-based data hiding 
scheme. Different from other reversible data hiding method, 
the proposed method not only maintains high image quality, 
but also has the property of blind decoding. That is, the origi-
nal host images can be recovered without additional informa-
tion. In Sect. 2, we briefly introduce BTC method and review 
some previous reversible data hiding schemes. In Sect. 3, 
the proposed method is introduced. In Sect. 4, the proposed 
method is compared with other existing methods. Finally, 
Sect. 5 concludes this paper.

2 � Related works

2.1 � Block truncation coding (BTC)

This subsection presents the concept of BTC compression. 
In BTC, the input grayscale image is first divided into non-
overlapped n × n blocks. Subsequently, the mean value ( � ) 
and standard deviation ( � ) of each block are calculated. For 
the purpose of compression, each block is stored only as one 
bitmap and two corresponding quantization levels. For the case 
of n = 4 , the quantization levels A and B are obtained by

and

(1)A = � − � ×

√
q

m − q
,

where m = 16 is the number of pixels in this block, and q 
indicates the number of pixels whose pixel value is larger 
than � . To create the approximation, the bitmap is defined as 
follows. When a pixel value is smaller than the mean value 
of the block, it was set to “0” at that position; and otherwise, 
it was set to “1”. Accordingly, each bit value “0” of bitmap 
is set as A, and each bit value “1” of bitmap is set as B when 
approximating the original (i.e. uncompressed) input image. 
Later, authors in Lema and Mitchell (1984) proposed an 
improving method of BTC to preserve high image perfor-
mance, which is called AMBTC.

2.2 � Reversible data hiding methods

Data-hiding methods usually can be divided into two types: 
(1) irreversible methods, e.g. Coltuc (2011), Zareian and 
Tohidypour (2013), and Qin et al. (2014), and (2) revers-
ible methods, e.g. Fallahpour et al. (2011), Zhang et al. 
(2013), Coatrieux et al. (2013), and Wang et al. (2013). For 
the methods in the irreversible category, the hidden data 
are embedded into original host images to generate stego 
images. Although the secret data can be extracted, the host 
image cannot be recovered from the stego image. By con-
trast, reversible data-hiding schemes can not only extract the 
hidden data but also recover the original host images.

Typically, irreversible data-hiding methods outperform 
reversible schemes in terms of embedding capacity, whereas 
reversible data-hiding schemes have higher image quality. 
The reversible data-hiding schemes usually require addi-
tional information to restore the original images. There-
fore, the compression ratio of the reversible schemes is 
often lower than that of the irreversible schemes. Moreover, 
reversible schemes are more difficult to design than irrevers-
ible schemes.

Several reversible data-hiding methods are proposed 
for AMBTC images. Lin et al. (2015) computed the mean 
value and variation of each block in AMBTC images to 
determine whether the current block can embed data. Next, 
the scheme was used to create four situations in individ-
ual blocks to embed data. Four data-hiding strategies have 
been proposed to manage the four cases specifically in the 
embeddable AMBTC blocks. Later, the method of Lin et al. 
(2015) is improved by the authors in Lin et al. (2017). For 
the improved data-hiding version, it can embed more secret 
data by combining a bitmap with the secret data. However, 
if the secret data are 0 or 1 consecutively, more pixels are 
required to store these positions. Although the latter method 
increases the embedding capacities of the former, it reduces 
the image performance as a compromise.

(2)B = � + � ×

√
q

m − q
,
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On the other hands, histogram shifting is also a popular 
scheme to achieve reversible data-hiding. Ni et al. (2006) 
proposed an embedding method, which is done by modi-
fying this scheme and shifted the peak/zero points of the 
histogram. However, this histogram-shifting scheme suf-
fers from the overflow and the underflow problems. One 
of the major concerns associated with this type of meth-
ods is that the peak/zero points must be embedded along 
with the data while the data are embedded. However, the 
histogram-shifting schemes is not suitable to be directly 
applied in AMBTC images. Lo et al. (2014) proposed a 
histogram-shifting reversible data-hiding method to divide 
the difference between the high and low mean values in the 
AMBTC-compressed block into three groups. In this tech-
nique, after selecting the group, histogram shifting is per-
formed to embed the hidden data by modifying the pairs of 
peak and zero points. Kim et al. (2016) further proposed a 
simple histogram-shifting method for AMBTC-compressed 
images. In this method, the data are embedded in the posi-
tion of a bitmap with value 1. If the secret bit is 0, the value 
1 (bit 1) is maintained. By contrast, if the secret bit is 1, the 
bit value changes to 2.

Some other AMBTC reversible data-hiding methods 
exploit the parity property. Li et al. (2015a) proposed a hid-
ing method by changing the high and low mean values of the 
AMBTC-compressed block. If the to-be-embedded secret 
data is 0, the two mean values will remain the same. If the 
to-be-embedded secret data is 1, the two mean values will 
change. To achieve a higher payload and good image quality, 
Huynh et al. (2018) proposed a novel least-significant-bit 
(LSB) algorithm based on the AMBTC method. The LSB-
substitution method cannot be used to restore the original 
image. To realize reversible property, the minima-maxima 
preserving (MMP) algorithm embeds secret data into the 
AMBTC image blocks by maintaining the first high and 
the first low mean values for each block of the AMBTC 
compressed image; the secret data are then embedded in 
the remaining positions by replacing one or two LSBs. 

Therefore, the total embedding capacity is considerably 
enhanced and the stego images still have high visual quality.

3 � Proposed method

In this section, we propose a reversible data hiding method 
for AMBTC compressed image, as shown in Fig.  1. In 
Sect. 3.1, the overflow/underflow problem is solved by 
histogram modification. In Sect. 3.2, a block classification 
scheme is proposed by analyzing the corner values of each 
block. In Sect. 3.3, four embedding strategies are proposed 
according to different block types. Section 3.4 describes the 
embedding for type 4 blocks and the decoding procedure, in 
which the original host image can be restored.

3.1 � Histogram modification

For an 8-bit grayscale image, the range of pixel value is from 
0 to 255. To avoid overflow/underflow problem occurring 
after embedding secret data, a histogram modification step 
is performed using

where I(x, y) represents the AMBTC image. After applying 
(3), for each block, the low mean (A) and high mean (B) 
values are replaced by

where A′ and B′ represent the substituted low mean and the 
substituted high mean values, respectively. Equations (3) and 
(4) are applied to guarantee that the pixel values of the stego 
image are not duplicated after embedding data.

(3)I(x, y) =

⎧
⎪⎨⎪⎩

1, if I(x, y) = 0

254, if I(x, y) = 255

I(x, y), otherwise

,

(4)
{

A → A� ∶ A� = A − 1

B → B� ∶ B� = B + 1
,

Fig. 1   Flowchart of the secret bits embedding stage
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3.2 � Block classification and corner storage

This subsection describes a block classification scheme in 
which all AMBTC blocks are classified into four types. The 
block classification is achieved by analyzing the corner val-
ues of each bitmap. As shown in Fig. 2, b1 , b4 , b13 and b16 
represent the corner bit values. The corner storage situation is 
determined by orderly checking the property of corner value 
inequality as follows: If b1 ≠ b16 , this block belongs to type 1; 
otherwise, if b4 ≠ b13 , this block belongs to type 2. If b1 ≠ b4 , 
this block belongs to type 3; otherwise, the block belongs to 
type 4, that is, b1 ≠ b4 ≠ b13 ≠ b16 . On the basis of the block 
classification results, we present a data-hiding strategy that 
enables the embedding 16-bit information (i.e., S1, S2,… , S16 ) 
in each block. In this strategy, for block types 1, 2, and 3, S1 
and S2 are embedded by modifying the values of A′ and B′ 
using

and

where D is the difference between A′ and B′ , T is the prede-
fined threshold, and S is the binary-to-decimal result of the 
binary numbers S1S2 , that is,

The parameter Q is the key for the extraction stage (used to 
extract S1S2 ), which is defined as

(5)

A�� =

⎧
⎪⎪⎨⎪⎪⎩

A� −

�
S−Q

2

�
, if Q ≤ S

A� −

�
S−Q

2

�
, if Q > S and D + Q − S > T

A� −

�
S−Q+T

2

�
, otherwise

,

(6)

B�� =

⎧
⎪⎪⎨⎪⎪⎩

B� +

�
S−Q

2

�
, if Q ≤ S

B� +

�
S−Q

2

�
, if Q > S and D + Q − S > T

B� +

�
S−Q+T

2

�
, otherwise

,

(7)S = S1 × 21 + S2 × 20,

By applying decimal-to-binary conversion, Q is stored as 
the binary numbers Q1Q2 , and then these two binary num-
bers are placed in the corners of a block separately. Fol-
lowing the example shown in Fig. 2, if the secret bits are 
S1S2 = 01 , after applying (5)–(8), four values are obtained, 
i.e. A�� = 81 , B�� = 91 , Q1 = 1 , and Q2 = 0 . To reinforce data 
protection, we propose a combined bitmap that stores two 
bits at each pixel position. The key binary numbers, Q1 and 
Q2 , are placed in the corners according to the block type. 
If the block belongs to type 1 (i.e., b1 ≠ b16 ), Q1 and Q2 
are placed at the top left and bottom right corner positions, 
respectively. The first four secret bits are placed as the sec-
ond bit of the combined bitmap, as shown in Fig. 3. Finally, 
the corresponding pixel values of the stego block are com-
puted according to the rules shown in Table 1.

3.3 � Embed the remaining 12 bits for block types 1, 
2 and 3

For block types 1, 2, and 3, we propose four hiding rules to 
embed the remaining 12 secret bits S5, S6,… , S16 according 
to the first two secret bits S1 and S2.

•	 Rule 1 If S1 = 0 and S2 = 1 , the 12 secret bits 
S5, S6,… , S16 are placed separately as the second bit of 

(8)Q = D mod T ,

(a) (b) (c)

Fig. 2   Illustration of block classification. a Order of bit values. b 
Example of a type 1 bitmap. c Corresponding AMBTC block after 
histogram modification, where A� = 81 and B� = 91

(a) (b)

(c)

Fig. 3   Data hiding in corners (type 1 block). a Corner bit values of 
an AMBTC bitmap. b The embedding of secret bits S

1
S
2
S
3
S
4
= 0111 , 

following the example shown in Fig. 2. Based on the block type, the 
secret bits S

1
 and S

2
 are replaced by Q

1
 and Q

2
 using (5)–(8). c Cor-

ners of the resulting combined bitmap and stego block

Table 1   Rule of creating a stego block from the combined bitmap 
(types 1, 2, and 3)

Combined bitmap 00 01 10 11

Pixel value A′′ A�� + 1 B′′ B�� − 1
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the combined bitmap (except for the corners). For exam-
ple, if the bit value in the AMBTC bitmap is 1 and the 
secret bit is 0, the bit value of that position is 10 in the 
corresponding combined bitmap. Thereafter, the corre-
sponding pixel values of the stego block are computed 
according to the rules listed in Table 1. Following the 
example shown in Fig. 3, one example is provided as 
shown in Fig. 4.

•	 Rule 2 If S1 = 0 and S2 = 0 , the 12 secret bits 
S5, S6,… , S16 are placed separately as the first bit of the 
combined bitmap (except for the corners). For example, 
if the bit value in the AMBTC bitmap is 1 and the secret 
bit is 0, the bit value of that position is 01 in the corre-
sponding combined bitmap. Thereafter, the correspond-
ing pixel values of the stego block are computed accord-
ing to the rules listed in Table 1.

•	 Rule 3 If S1 = 1 and S2 = 0 , the 12 secret bits 
S5, S6,… , S16 are placed separately as the second bit of 
the combined bitmap (except for the corners). Unlike 
Rules 1 and 2 which recall Table 1, in Rule 3, the cor-
responding pixel values ( xi ) of the stego block are com-
puted by 

 and 

•	 Rule 4 : If S1 = 1 and S2 = 1 , the 12 secret bits 
S5, S6,… , S16 are placed separately as the first bit of the 
combined bitmap (except for the corners). Unlike Rules 1, 

(9)

if bi = 0,

{
xi = A�� ( in the case of Si = 0)

xi = A�� + 1 ( in the case of Si = 1)
,

(10)

if bi = 1,

{
xi = B�� ( in the case of Si = 0)

xi = B�� − 1 ( in the case of Si = 1)
.

2, and 3, in Rule 4, the corresponding pixel values ( xi ) of 
the stego block are computed by 

 and 

3.4 � Embedding for type 4 blocks and secret 
extraction

Because the four corner values are equal for a type 4 block, 
we can only predict the value of either A′ or B′ from the type 4 
bitmap. Therefore, (5) and (6) are not performed, and the key 
binary numbers Q1 and Q2 are not used for the type 4 blocks. 
The 16 secret bits are thus all placed as the second bit to con-
struct a combined bitmap. The rule in Table 2 is used to com-
pute the pixel values of the corresponding stego block (Fig. 5).

In the following, we describe the procedure used to extract 
the hidden data and to restore the original AMBTC image. In 
the beginning, the first bit values of the corners (i.e. b1 , b4 , b13 
and b16 ) of the combined bitmap are analyzed to determine the 
block type. If this block is type 1, 2, or 3, the four bit values 
Q1 , Q2 , S3 and S4 can be extracted from the second bits of the 
corners, as shown in Fig. 3c. The quantization levels A′′ and 
B′′ are computed by using the rule in Table 1, and the first two 
secret bits S1 and S2 can be obtained using

where D� = B�� − A�� . By transforming the decimal value 
S to its binary representation, the bit values of S1 and S2 
are obtained. To extract the remaining 12 secret bits 
S5, S6,… , S16 , the bit values of each position in the com-
bined bitmap are collected and the four embedding rules are 
recalled. If this block is type 4, the second bits of the com-
bined bitmap are collected to extract the hidden data. Moreo-
ver, the decimal value Q can be obtained by transforming 
the binary numbers Q1Q2 to its decimal representation. The 
difference (D) between A′ and B′ can be obtained by

Thereafter, the values of A′ and B′ can be computed by 
recalling (5) and (6) reversely. For example, if Q is less than 

(11)

if bi = 0,

{
xi = A�� + 1 ( in the case of Si = 0)

xi = A�� ( in the case of Si = 1)
,

(12)

if bi = 1,

{
xi = B�� − 1 ( in the case of Si = 0)

xi = B�� ( in the case of Si = 1)
.

(13)S = D� mod T ,

(14)D = D� − (S − Q).

(a)

(b)

Fig. 4   Data hiding of the remaining 12 secret bits (case of S
1
= 0 

and S
2
= 1 ). a Bit values of the AMBTC bitmap (black) and secret 

bits (red). b Resulting combined bitmap and the corresponding stego 
block

Table 2   Rule of creating a stego block from the combined bitmap 
(type 4)

Combined bitmap 00 01 10 11

Pixel value A′ A� + 1 B′ B� − 1
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or equal to S, B� = B�� −

⌈
S−Q

2

⌉
 and A� = A�� +

⌊
S−Q

2

⌋
 . The 

recovery of the original AMBTC image requires obtaining 
the input AMBTC bitmap and the corresponding high and 
low mean values. To obtain the original bitmap, the four 
proposed hiding rules, which clearly define the values of the 
AMBTC bitmap, can be recalled. To obtain the correspond-
ing high and low mean values, (4) is reversed to obtain A and 
B.

4 � Experimental results

In this section, we list the comparison between the proposed 
method and the three methods we have introduced previously, 
e.g. the methods of Lin et al. (2015), Kim et al. (2016), and 
Huynh et al. (2018). The objective measures include PSNR, 
HPSNR, MSSIM and data capacity. Six standard 8-bit gray-
scale images size of 512 × 512 are selected as the test images: 
Splash, Tiffany, Baboon, Lena, F-16 and House, as shown in 
Fig. 6. The secret data are all produced by the same pseudo-
random generator.

4.1 � Definition of image quality measures

•	 Peak signal noise ratio (PSNR) PSNR is the ratio of the 
maximum possible power (of a signal) to the detrimental 
noise power that affects its representation accuracy. As the 
PSNR value is higher, the quality performance of stego 
images is better. The PSNR value is defined by 

(15)10 × log10

⎛
⎜⎜⎜⎜⎝

W × H × 2552

∑
W,H

�∑
m,n

gi+m,j+n − hi+m,j+n

�2

⎞
⎟⎟⎟⎟⎠
,

 where (W, H) represents the image size. The variables g 
and h represent the input host image and the output stego 
AMBTC-compressed image, respectively.

•	 Human visual peak signal noise ratio (HPSNR) Different 
from PSNR, HPSNR takes the property of human vis-
ual system into account. That is, HPSNR must through 
a Gaussian low-pass filter to simulate the low-pass 
characteristics of human vision. The HPSNR value is 
defined by 

 where q represents the HVS coefficients.
•	 Structural similarity (SSIM) SSIM is an index of image 

evaluation, which evaluates the similarity of image by 
brightness, contrast, and structure, respectively. The 
SSIM value is defined by 

 where �x and �y represent the mean values of images X 
and Y, respectively. �x and �y represent the variance of 
images X and Y, respectively. �xy represents the covari-
ance of images X and Y.

(16)10 × log10

⎛
⎜⎜⎜⎜⎝

W × H × 2552

∑
W,H

�∑
m,n

qm,n(gi+m,j+n − hi+m,j+n)

�2

⎞
⎟⎟⎟⎟⎠
,

(17)
(2�x�y + c1)(2�xy + c2)

(�2
x
+ �2

y
+ c1)(�

2
x
+ �2

y
+ c2)

,

Fig. 5   Flowchart of the data extraction stage
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•	 Mean structural similarity (MSSIM) The MSSIM value 
is defined by averaging the SSIM values of M different 
window sizes. As the MSSIM value is higher, the quality 
performance of stego images is better. The MSSIM value 
can be computed by 

 where the variables g and h represent the input cover 
image and the output stego AMBTC-compressed image, 
respectively.

4.2 � Performance comparison

The general property among different methods is discussed 
as follows. In the methods proposed in Lin et al. (2015) 
and Kim et al. (2016), not all AMBTC blocks are available 
for embedding data. According to their individual rules, the 
AMBTC blocks are classified into embeddable and nonem-
beddable blocks, and then different data-hiding approaches 
have been applied in Lin et al. (2015) and Kim et al. (2016). 
However, when extracting hidden data, the users in the 
extraction end must first distinguish the embeddable blocks. 

(18)
1

M

M∑
j=1

SSIM(gj, hj),

Thus, it requires additional memory to save the locations of 
embeddable blocks, which results in considerable memory 
size because the AMBTC image is large. In the method 
proposed in Huynh et al. (2018), although the bitmap val-
ues are 0 and 1, up to four values appear in a stego block. 
Because the hidden data are extracted by comparing the 
stego block values with the high and low mean values of the 
original AMBTC block, these two values (or, the positions 
which corresponds to these two values) must be stored. This 
increases the complexity of data extraction. Compared with 
these three methods, the proposed method has the advantage 
of a stable embedding capacity (16 secret bits per block). 
Moreover, the memory size is fixed such that for each stego 
block, only high/low mean values and one combined bitmap 
is sufficient to extract hidden data. At the extraction end, no 
additional information is required to extract hidden data, and 
the original AMBTC image can be restored.

Figure 7 shows the overall comparison results among dif-
ferent methods, using the image quality measures defined in 
Sect. 4.1. As shown in Fig. 7, the proposed method outper-
forms the other methods with respect to averaged PSNR, 
averaged HPSNE, and averaged MSSIM. Furthermore, the 
average data capacity of the proposed method is also higher 
than those of the comparative methods. In the method in 
Kim et al. (2016), the secret bits are embedded by adding 
the third value in the stego block, which is computed by 

Fig. 6   The test images. a Splash. b Tiffany. c Baboon. d Lena. e F-16. f House
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averaging the high and low mean values. However, if the 
two mean values are too far from each other, the third value 
results in unnatural noise in a stego block and degrades the 
image quality. In the method in Huynh et al. (2018), the 
secret bits are embedded by applying the least significant 
bit (LSB) substitution to modify the stego block values. 
However, if these two mean values are too close, the modi-
fied stego block value might be equal to the mean value. 
The duplicated problem might cause an error in the decoded 
results. In the proposed method, because the histogram mod-
ification step is implemented, the duplicated problem of a 
stego block is avoided. In addition, four hiding rules are 
separately applied according to the block types, enabling 
embedding of more secret bits while preventing degradation 
of the image quality.

(a) (b) (c)

(d) (e) (f)

Fig. 7   Overall comparison results among different methods

Fig. 8   Visual comparison. a The original grayscale image. b The AMBTC image. c The stego AMBTC image produced by the proposed method

Fig. 9   Comparison of the reversible time (in units of seconds)
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Figure 8 shows the visual comparison of the original 
grayscale image, the AMBTC compressed image, and the 
resulting stego image using the proposed method. As shown 
in the right side of Fig. 8a–c (the enlarged versions of the 
red rectangles), the detail and edge differences between the 
AMBTC image and stego image are almost negligible, which 
indicates the superiority of the proposed method. Figure 9 
shows the comparison of the reversible time used to extract 
the hidden data and restore the original AMBTC image, in 
which the horizontal axis indicates the size of the embedded 
data. On an average, the method in Lin et al. (2015) requires 
the most time for data extraction. In this method, the sys-
tem distinguishes whether the current processing block is an 
embeddable block, which requires collecting and analyzing 
all pixel values in the stego block. Furthermore, if this block 
is embeddable, the pixel values are hierarchically cross-val-
idated to extract the hidden data. Therefore, compared with 
other methods, this method requires more time at the data 
extraction end. Because the embedding rules are concise and 
straightforward, the proposed method requires the least data 
extraction time among all methods.

5 � Conclusion

This paper presents a data-hiding method based on the 
AMBTC compression technique. The proposed method 
has three advantages. First, this is a reversible data-hiding 
scheme that does not require additional memory to achieve 
the reversible property. Second, this paper presents a histo-
gram modification scheme, which prevents possible decod-
ing errors resulting from the duplication of pixel values. 
Third, we design four cases by classifying the bitmap storage 
condition. Therefore, a large amount of secret data can be 
embedded, and image distortion can be considerably reduced 
by slight adjustment of the pixel values. Because of the pro-
liferation of Internet, the security of visual data has become 
more and more crucial. In the future, we plan to extend this 
work to color image domain, and thus this work can provide 
a solution for color hardcopy copyright protection, authenti-
cation, and other forensic applications.
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