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Abstract
Network-on-chip (NoC) has been introduced to increase the performance of chip multiprocessors (CMPs) and execute 
parallel programs. Although NoC is known as a modular and scalable infrastructure for interconnections, there are still 
some challenges with conventional NoC such as high latency and power consumption due to the communication among 
long-distance (LD) cores. In this regard, wireless network-on-chip (WiNoC) is a potential solution that can provide high 
bandwidth and low latency by means of the unique features of wireless interconnects. However, wireless routers (WRs) are 
prone to congestion in WiNoC due to the limited number of wireless channels on a chip and shared use of these channels 
by all processing elements (PEs). In this study, a load-balanced time-based congestion-aware (LTCA) routing algorithm is 
proposed to eliminate the congestion of WRs and distribute the traffic load on the wired and wireless networks in a balanced 
way. LTCA is a deadlock-free routing algorithm in which only a limited number of packets are allowed to use wireless chan-
nels. The required time for transmitting the selected packets through wireless links is measured with regard to the bandwidth 
of the wireless channels and traffic load. Simulation results on synthetic traffic patterns and real-world 3-tuple traffic patterns 
indicated a considerable improvement in latency, throughput, wired and wireless link utilization and packet loss probability.
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1 Introduction

Silicon technologies have grown significantly in recent 
years. Along with the scaling down of silicon technologies, 
chip designs are moving towards integrating a large number 
of cores on a single chip (DiTomaso et al. 2011). Multicore 
platforms employ NoC architecture as the preferable inter-
connection backbone (Duraisamy et al. 2017). Furthermore, 
the NoC paradigm is introduced as a regular and scalable 
infrastructure for interconnections (Murray et al. 2016a). 
As the number of PEs increases and data exchanges among 
them grow, the wired links are becoming insufficient for 
handling the required data rates, and may form a bottleneck 

for system performance (Matolak et al. 2012). Moreover, 
by increasing the NoC scale, these multi-hop wireline paths 
lead to high latency in a conventional NoC. In addition, as 
the number of PEs increases, the wired links consume con-
siderable power in multi-hop LD communication. Therefore, 
to alleviate the long wire delays and high power consump-
tion of CMPs, alternative technologies such as photonic NoC 
(Vantrease et al. 2008), 3D-NoC (Davis et al. 2005) and 
WiNoC have been introduced.

Wireless interconnects are a potential solution to save 
energy and reduce latency by means of unique benefits of 
wireless channels. Wireless links have significant benefits: 
high power efficiency for LD communication, reduced com-
plexity compared to a system with wave-guides or wires and 
compatibility with CMOS wireless technologies (DiTomaso 
et al. 2015). However, it should be noted that wireless links 
are used as a complement in WiNoC but they do not com-
pletely replace wired links (Rayess et al. 2017). Using both 
wired and wireless links and, also, the division of the net-
work into smaller subnets can improve system performance. 
Wireless links play an important role in LD communications 
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by reducing the hop distances among LD cores. Conse-
quently, it leads to low latency in WiNoC.

With regard to the limited number of wireless channels 
on a chip and given the different bandwidths of wired and 
wireless links, congestion control and routing in WiNoC 
require more attention. Hence, some methods are needed 
for efficiently allocating the valuable wireless channel to 
the packets. Furthermore, WRs are prone to congestion due 
to the shared use of wireless links by all the PEs (Hu et al. 
2015). The congestion probability in WiNoC might be even 
more than that of conventional NoC (Rezaei et al. 2016). 
Although low latency is regarded as one of the major objec-
tives in WiNoC, the issue of WRs congestion leads to high 
latency in WiNoC. Therefore, the congestion-aware archi-
tectures or congestion-aware routing algorithms are required 
to prevent the congestion of WRs; otherwise, the overuse of 
wireless channels leads to the congestion on WRs and on the 
paths leading to them in WiNoC.

In recent years, various methods have been proposed to 
reduce the congestion of WRs. Some of them tried to solve 
the congestion problem by means of additional hardware 
resources and by increasing the size of the buffers around 
WRs (Wang et al. 2012). Some other studies tried to elimi-
nate the congestion of WRs by developing congestion-
aware routing algorithms. When congestion-aware routing 
algorithms are combined with other methods such as the 
WRs replacement (Wang et al. 2012; Hu et al. 2015; Rezaei 
et al. 2016), application mapping (Rezaei et al. 2015, 2017) 
and task migration (Wang et al. 2012; Rezaei et al. 2015, 
2016, 2017), they are usually able to reduce congestion and 
improve latency.

In this paper, a load-balanced congestion-aware routing 
algorithm is proposed which uses the time interval-based 
approach for allocating wireless channels to the LD cores. 
Without increasing hardware resources of the system, the 
proposed algorithm is able to reduce the congestion of WRs 
and improve latency. This algorithm selects only a few LD 
packets to use wireless links with respect to some crite-
ria such as the wired hop distance between the source and 
destination, the number of the hybrid wired/wireless hops, 
the network frequency, and the transmission rate of wired 
and wireless channels. Then, with regard to the bandwidth 
of wireless links and the size of packets, the required time 
for passing authorized packets through wireless channels 
is measured. In this measurement, the traffic load is also 
considered to balance the network load between the wired 
and wireless channels. During this time span, all the new 
packets injected into the network adopt the conventional 
wired routing. Hence, by considering the network load and 
transmitting an appropriate number of packets towards WRs, 
LTCA algorithm balances the utilization of wired/wireless 
links and reduces the congestion of WRs. The followings are 
considered as the contributions of this paper:

• Taking into account some network parameters such as 
the network frequency, wired and wireless hop distance 
between the source and destination and the bandwidth 
of the wired and wireless links, the proposed method 
selects the packets intelligently for transmitting through 
the WRs.

• By applying time interval and considering network load, 
LTCA balances the load on the wired and wireless net-
works and achieves better performance than the other 
methods.

• The proposed algorithm has the minimum hardware 
requirement in comparison with other related work.

The rest of the paper is organized as follows: Sect. 2 pro-
vides a brief review of the related work and congestion-
aware routing algorithms. Section 3 elaborates the load-bal-
anced interval-based congestion-aware routing algorithm to 
reduce WRs congestion. Section 4 reports the performance 
evaluation of the proposed algorithm. Finally, Sect. 5 pro-
vides the conclusion of the paper.

2  Related work

In line with the development of technology, the number of 
cores within a chip increases. As a notable instance of multi-
core systems, the 256-core processor of the Intel company in 
which 22 nm technology has been applied can be mentioned 
(Chen et al. 2015); or the 48-core cloud computer (Howard 
et al. 2011) and 100-core processors of Tilera company are 
other instances of multi-core systems. In all these examples, 
NoC is considered as a regular infrastructure to establish 
interconnections among different cores. However, the system 
performance degrades by increasing latency and energy con-
sumption due to the multi-hop communications between LD 
cores in conventional NoC. WiNoC utilizes high-bandwidth 
wireless channels on a chip to minimize the long hop dis-
tances among LD cores. It results in considerable improve-
ment in latency and energy consumption.

Wireless communications in WiNoC are carried out using 
antenna and transceivers (Murray et al. 2016b). Different 
types of antennas are used in WiNoC, such as millimeter-
wave antennas and carbon nanotube (CNT) antennas. In Lin 
et al. (2007), millimeter-wave antennas are introduced as 
efficient antennas for long-range communications on the 
chip. They operate at frequencies of tens of GHz. In Lee 
et al. (2009), the antennas located on a polyamide layer 
have extended communication up to 1 cm. In addition to 
the above-mentioned technologies, other antennas have been 
designed which can function in different frequency chan-
nels (Deb et al. 2013) and prevent the interference between 
channels. At the architecture level, on–off key modulation 
is a good choice since it has a simple and uncomplicated 
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circuit design with little area overhead and efficient power 
consumption (Murray et al. 2016b). In DiTomaso et al. 
(2011), OOK-based transceivers are used which provide 16 
non-overlapping wireless channels with a total bandwidth 
of 512 Gbps. Whereas millimeter-wave antennas achieve 
a bandwidth of 10 s of GHz, CNTs are antennas which 
operate at terahertz frequencies (Kempa et al. 2007) and 
achieve a bandwidth of around 500 GHz. Researchers in Lee 
et al. (2009) used sub-THz antennas in a polyamide layer to 
provide 16 non-overlapping channels at the frequency of 
100–500 GHz where each channel includes 20 Gbps data 
rate with 10–20 mm transmission range. According to the 
various technologies which were mentioned above, different 
numbers of wireless channels with different bandwidth can 
be used on a chip.

In addition to various wireless technologies, different 
kinds of topologies have been used in WiNoC. One of the 
most common topologies in WiNoC is a two-dimensional 
mesh topology. According to the different kinds of architec-
tures presented in various literature (DiTomaso et al. 2015; 
Hu et al. 2015; Rezaei et al. 2017), wireless channels are 
shared by a group of PEs in WiNoC. Due to the limited 
number of wireless channels on a chip and shared use of 
these channels by all PEs, it is possible for various LD cores 
to select the same wireless channel for transmitting their 
packets, which will cause the hotspots effects and lead to the 
congestion at the wireless node. The hotspot effects could 
make the load distribution extremely unbalanced (Qiuli et al. 
2018) and lead to the congestion of overloaded WRs. This 
will eventually result in a large amount of packet loss and 
degrade the network performance (Qiuli et al. 2018). During 
the congestion, nodes have to drop packets to accommodate 
the new incoming packets (Bansal et al. 2018). Therefore, 
different algorithms have been proposed to reduce the con-
gestion of WRs and balance the load distribution between 
the wired and wireless networks. One of the methods of con-
gestion control in conventional NoC is task mapping (Chou 
and Marculescu 2008; Carvalho et al. 2010; Fattah et al. 
2012, 2013); in a similar vein, it has attracted lots of atten-
tion in WiNoC. However, the methods proposed in conven-
tional NoC do not cover the congestion of WRs. Therefore, 
in Rezaei et al. (2017) a congestion-aware platform based on 
OOK transmitters is introduced for WRs. A dynamic task 
mapping approach and the strategy of task migration are 
used in this paper to reduce the congestion of WRs. Task 
migration refers to the migration of a task being executed in 
a core to another core and executing the remaining part of 
the task in that core (Rezaei et al. 2015). The main purpose 
of task migration is to improve network performance.

In Wettin et  al. (2014), authors used a token-based 
scheme to communicate the state of the input buffers of a 
WR to the wireline switches. Packets are transmitted through 
the wired links if the WR buffers are full. A blocking scheme 

is proposed in Abadal et al. (2018) to avoid packets to enter 
a congested area. It uses a block signal that forces all the 
packets to go through the wired links when the WRs suffer 
from congestion. In DiTomaso et al. (2015), a reconfigu-
ration algorithm was proposed to adapt to traffic patterns. 
This algorithm uses the hardware counters for collecting 
historical statistics from WRs. It gives more bandwidth to 
nodes with the most traffic. In Wang et al. (2012), the con-
gestion information is globally and locally exchanged among 
subnets. Simulated annealing (SA) method is used in Wang 
et al. (2012) for the replacement of WRs. The main rationale 
behind SA has been adopted from annealing in solids (Hu 
et al. 2015). Sometimes, SA method selects bad solutions 
in order to avoid the local optimum problem. Furthermore, 
the authors of this method focus on parallel buffers to reduce 
the congestion of the paths leading to WRs. Finally, it can 
be concluded that increasing system resources significantly 
improves WiNoC performance in these papers.

The location and the number of optimal WRs are regarded 
as the important issues in WiNoC; therefore, the idea of 
WRs placement is used in other studies, such as Hu et al. 
(2015) and Bahrami et al. (2016). Researchers in Hu et al. 
(2015) used SA method to find the appropriate place for 
WRs in order to reduce latency in WiNoC. At the outset of 
executing the algorithm, WRs are located at the center of 
each subnet. In each step, a WR is selected and its location 
is exchanged with one of its neighboring routers. In case this 
replacement reduces the cost function, it will be accepted 
by the algorithm. Cost function refers to the average hop 
distance between all the source and destination pairs. How-
ever, if the replacement of WR increases the cost function, 
the probability of its acceptance will be so low. This bad 
solution is selected just for avoiding local optimal. In the 
next step, the ∆ parameter is used to balance the transmitted 
packets to WRs. In this regard, only if the wired hop distance 
between the source and destination is greater than the total 
wireless hop distance and the ∆ parameter, the hybrid wired/
wireless routing will be applied. Otherwise, packet transmis-
sion will be carried out through conventional wired links. 
The ∆ parameter depends on the network size and is used 
to balance the utilization of wired and wireless links. This 
parameter is experimentally obtained through numerous 
simulations on uniform random traffic pattern and 3-tuple 
traffic patterns. Therefore, a new value may be required to 
calculate for this parameter by changing traffic patterns, the 
bandwidth of wireless channels and network size.

The above-mentioned methods try to reduce the congestion 
of WRs and enhance the system performance by increasing 
hardware resources of the system, finding the location of WRs 
and task migration. Nevertheless, a dynamic routing algorithm is 
more important than task migration and application mapping for 
reducing the congestion of WRs (Rezaei et al. 2016). Thus, in 
this paper, a load-balanced congestion-aware routing algorithm 
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for WRs is proposed which can balance the utilization of wired 
and wireless links and reduce latency. The proposed algorithm 
does not use any application mapping, task migration or WR 
replacement algorithms. Therefore, the complexity of the pro-
posed algorithm is lower than the other algorithms. Moreover, 
this method can be used for different traffic patterns and it can 
improve system performance in WiNoC without increasing 
hardware resources of the system such as a buffer size.

3  Load‑balanced time‑based 
congestion‑aware routing algorithm 
(LTCA)

WiNoC consists of wired and wireless networks. A packet 
can be transmitted through wired links, wireless links or 
hybrid wired/wireless links in WiNoC (Hu et al. 2015). Fig-
ure 1 depicts a 10 × 10 WiNoC with 100 PEs. Each PE is 
connected to a conventional router. Since mesh topology is 
regarded as the most commonly used topology in NoC, in 

this study, LTCA is evaluated in a two-dimensional mesh. As 
shown in Fig. 1, WiNoC includes 5 × 5-subnets and a WR is 
located at the center of each subnet. The routers and subnets 
are numbered in a row. Given the limitation of the number of 
wireless channels on a chip and for enhancing WiNoC scal-
ability and reducing the occupied area by WRs, only one WR 
is used at the center of each subnet in this paper, and the WR 
located in each subnet is shared by all the PEs of that subnet.

In this algorithm, while making a decision about routing 
through wireless channels, different factors are taken into 
consideration so that resources can be used more effectively. 
Hop count in the hybrid wired/wireless routing should be 
shorter than the hop count in the conventional wired routing; 
however, this condition is not by itself sufficient for selecting 
a wireless channel in routing. Although the average hop dis-
tance is significantly reduced by transmitting more packets 
via wireless links, it may lead to the congestion of WRs and 
high latency. Moreover, the issue of competition in accessing 
wireless channel occurs, especially in LD traffic patterns. 
Several other factors such as network frequency, the internal 
latency of routers, the capacity of buffers, the width of wired 
channels and the dominant traffic type of the network (local 
or LD) can impact on the latency parameter in the hybrid 
wired/wireless routing. Taking these issues into considera-
tion can result in a balanced utilization of wired and wireless 
links. At the outset, it is demonstrated that selecting the LD 
traffic which is true in Eq. (4) can lead to latency reduction. 
The size of each subnet is assumed to be n × n. The symbols 
used in the equations are briefly described in Table 1.

(1)DRWired = width × frequency

(2)NumWL = HPwired

(

wrs ⋅ wrd
)

∕n

(3)
HPwireless(s,d) = HPwired

(

s,wrs
)

+ NumWL + HPwired

(

wrd, d
)

(4)

HP
wired (s,d) > HP

wireless(s,d)

+
(

DR
wired

∕DR
wireless

)

(NumWL) − NumWL.Fig. 1  A 10 × 10 WiNoC

Table 1  Symbols used in the 
equations of this study

Symbol Description

S Source node
D Destination node
wr

s
WR located in source subnet

wr
d

WR located in destination subnet
HP

wired
Hop distance between the source and destination using conventional wired links

HP
wireless

Hop distance between the source and destination using hybrid wired/wireless links
NumWL Number of wireless links on the path between source and destination
width Width of the wired link
Frequency Network frequency
DR

Wired
Data rate of wired channel

DR
wireless

Data rate of the wireless channel
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Equation (4) briefly indicates that a wired hop is not always 
equal to a wireless hop. Therefore, latency might be different in 
each of them. Equation (4) determines an equivalent of a wire-
less hop based on the wired hops. In this equation, wrr refers 
to the WR which is located in the R th subnet. NumWL stands 
for the number of required wireless links in the route between 
the source and destination. It is measured according to the 
wired hop count between two adjacent WRs (n) and the length 
of the wired route between wrs and wrd . Also, DRwired refers 
to data transmission rate of wired links and DRwireless d enotes 
data transmission rate of a wireless link. DRwired∕DRwireless 
indicates the ratio of the transmission speed of a wired chan-
nel to a wireless channel. Finally, since NumWL has been once 
included in the HPwireless formula in Eq. (3), it is subtracted 
from the Eq. (4).

Figure 2 depicts the routing process between PE73 and 
PE87. This example indicates that using the condition 
HPwired > HPwireless in the selection of a wireless channel is 
not by itself adequate to reduce latency. Network frequency is 
1 GHz, the width of wired channels is 64 bits and data rate for 
each wireless channel is 20 Gb/s. Furthermore, it should be noted 
that the WR is shared by all the PEs in a subnet (Hu et al. 2015). 
The frequency division multiple access (FDMA) technique is 
adopted in each subnet for dividing the wireless channel. With 
regard to the existence of two wireless neighbors around the 
WR2, the transmission rate of each wireless link in this exam-
ple is, on average, equal to 10 Gb/s. According to all the above-
mentioned assumptions, Eq. (4) is obtained in the following way:

DRWired = width × frequency = 64 Gb/s

HPwired(s,d) = 5

HPwireless(s,d) = 3

5 ≯ 3 +
(

64

10

)

(1) − 1.

In this example, HPwired(s,d) > HPwireless(s,d) ; however, the 
hybrid wired/wireless routing for this source–destination pair 
might not improve latency parameter because it does not sat-
isfy Eq. (4). It should be noted that the transmission speed of a 
wired hop in this example is more than the transmission speed 
of a wireless hop. This instance shows that one wired hop is 
not always equal to one wireless hop. Furthermore, the two 
factors of the high frequency of wired links and the division of 
wireless channel result in higher data rate for wired links than 
the wireless links during routing. With regard to the above-
mentioned arguments, Eq. (4) is considered to transmit traffic 
through wireless channels in this paper. It takes advantage of 
the high data rate of the wired links in shorter distances and 
employs wireless links for longer distances.

In the proposed method, at first, the number of packets which 
are true in condition 4 is determined in each subnet. Then, the 
permission for using the wireless channels is given to them. 
The routing decision is made at the source and the permission 
will not be refunded until the packet reaches the destination. 
Next, the required time for transmitting these packets through 
the wireless channels is calculated according to Eq. (5).

In this equation, WLcapacity denotes the wireless chan-
nel capacity in each subnet; Packetsize indicates the size 
of a packet; numPacket refers to the number of author-
ized packets in a subnet and Δt refers to the required time 
for transferring of authorized packets from the wireless 
channel and is measured according to the bandwidth of 
wireless links and the packet size. The number of author-
ized packets in each subnet is variable. Therefore, Δt has 
different values in different subnets. In this equation, load 
factor, ( 0 < Lf ⩽ 1 ), is defined to balance the utilization 
of wired and wireless links in WiNoC. It depends on the 
network load and increases by increasing the network load. 
The lower the network load, the smaller the value ofLf  ; 
consequently, the larger the Δt value. Therefore, the uti-
lization of wireless links is low when the network load is 
low. By increasing the network load, Lf  becomes larger; 
consequently, Δt becomes smaller and the utilization of 
wireless links increases gradually. The maximum value of 
Lf  is related to saturation load, where the wired links are 
saturated completely and maximum utilization of wireless 
links can improve network performance. As a result, the 
utilization of wired and wireless links is more balanced by 
using the Lf  parameter.

In the proposed LTCA, permission to a packet is given 
at the beginning of the routing process at the source. After 
the packet has received the required permission to trans-
mit through the wireless links, its related core transmits 
it towards the WR of its subnet. Then, this core waits for 

(5)Δt =
numPacket × Packetsize

WLcapacity

×
1

Lf
.

Fig. 2  Routing from source 73 to destination 87
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Δt seconds. In other words, the time interval between 
the transmissions of two authorized packets from a core 
is equal to Δt seconds. At this time, if a new packet is 
injected into the network from that core, the core will 
transmit it through the wired channels. As a result, the 
transmission of packets will never stop. Algorithm (1) 
shows the pseudo-code related to the proposed LTCA.

In this algorithm, Δt refers to the time interval between 
two consecutive transmissions of the authorized packets 
from one core to wireless channels. Δt is calculated inde-
pendently for each subnet. Current–Time refers to the cur-
rent time of the system and NT  denotes the next permitted 
time for accessing to wireless channels. In case a packet 
has been recently injected into the network and has not 
yet received any permissions, it will receive permission 
1 for using wireless channel if condition 4 is true about 
that packet. In this algorithm, access to the wireless chan-
nel is indicated by 1 and the lack of access to the wire-
less channel is indicated by 0. The core whose packet has 
received permission 1 waits for the Δt second; after this 
time, it gives the new permission for its other packets to 
go through the wireless channel. Hence, if a new packet 
is injected by this core throughout this time interval, it 
will be routed in a wired way even if condition 4 is true 
about it.

The packets injected by different cores can use wire-
less channels if condition 4 is true about them. In fact, Δt 

indicates the required time for passing all the authorized 
packets of a subnet through the wireless channel related to 
that subnet. Also, since the number of authorized packets 
may be different in various subnets, hence, the Δt value in 
the various subnets will be different. Furthermore, dimen-
sion-order (XY) routing algorithm has been adopted in 
each of the wired and wireless networks. In this method, 
a packet is routed first in the x-dimension, then in the 
y-dimension to reach the destination (Dally and Towles 
2004). Since the XY routing algorithm is deadlock-free, 
routing in each wired and wireless network in the proposed 
LTCA will be deadlock-free. This issue has been proven 
and demonstrated more exhaustively in Hu et al. (2015).

Table 2  Simulation parameters

Parameters Setting

Frequency 1 GHz
Number of cores on chip 100
Switching technique Wormhole
Routing XY
Number of virtual channels (VCs) 2
Number of wireless routers 4
Flit width 64 bits
Packet size 256 bits
Number of buffers available per VC 1
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4  Performance evaluation

The proposed LTCA is compared with baseline NoC and 
with the algorithm proposed in Hu et al. (2015) in a 10 × 10 
mesh-based WiNoC. The simulations of the proposed LTCA 
and the other algorithms are carried out by using HNOCS 
(Ben-Itzhak et al. 2012) package in the omnet + + simula-
tor. HNOCS is a NoC simulator which supports heterogene-
ity feature with the different link capacities. In this paper, 
HNOCS simulator is developed for implementing WRs and 
wireless channels. Table 2 gives a summary of simulation 
settings.

WiNoC is divided into 5 × 5 subnets, and a WR is located 
at the center of each subnet. The width of the wired links 
is 64 bits and is equal to the size of a flit. The buffer size of 
the WRs is equal to the buffer size of conventional routers. 
Both synthetic and application traffic patterns are taken into 
consideration in evaluating the performance of the proposed 
method. The synthetic traffic pattern includes uniform ran-
dom traffic pattern and application traffic includes 3-tuple 
traffic patterns.

The spatial and temporal features of real-world applica-
tions in Soteriou et al. (2006) are considered with respect 
to three parameters: (1) burstiness, (2) injection distribu-
tion, and (3) hop distance (Hu et al. 2015). The burstiness 
indicates how often and how much bursts are injected 
into the network; it is modeled by the Hurst parameter, 
0.5 < H ⩽ 1.0 (Hu et al. 2015). The closer H value to 1.0, 
the higher the level of burstiness. In this paper, two levels 
of burstiness are modeled: moderate burstiness (H = 0.65) 
and high burstiness (H = 0.9). Injection distribution refers to 
the way packets have been distributed among the process-
ing nodes. Two modes, namely hot-spot and evened-out are 
considered here. In the hot-spot mode, 10% of nodes receive 
68% of the entire network traffic. While, in the evened-out 
mode, 20% of nodes receive the same amount of traffic. The 
third parameter is the hop distance which indicates the hop 
distance from the source to the destination. Accordingly, 
two traffic types, local traffic and LD traffic are defined as 

follows: in the local traffic, 20% of the entire traffic will 
have hops greater than (4) However, in LD traffic type, 80% 
of the entire traffic will go through a route which is greater 
than 8 hops. The permutation of these three parameters is 
given in Table 3.

In this section, 8 different 3-tuple traffic patterns, as 
well as random uniform traffic pattern, are evaluated in a 
10 × 10 WiNoC. In this study, latency is defined as end-to-
end latency and throughput is defined based on the num-
ber of delivered packets to the destination at the time unit. 
Furthermore, the utilization of the wired/wireless links and 
packet loss probability are used as other criteria for evaluat-
ing WiNoC performance.

Another significant issue in this paper is related to detect-
ing and finding the balance point of the wired and wireless 
link utilization in proposed LTCA. It should be determined 

Table 3  3-tuple traffic categories (Hu et al. 2015)

Burstiness Injection Hop distance

3tc0 Moderate Hot-spot Local
3tc1 High Hot-spot Local
3tc2 Moderate Evened-out Local
3tc3 High Evened-out Local
3tc4 Moderate Hot-spot Long distance
3tc5 High Hot-spot Long distance
3tc6 Moderate Evened-out Long distance
3tc7 High Evened-out Long distance Fig. 3  Variations of a latency and b throughput in uniform random 

traffic pattern
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how much load for wired and wireless links will result in 
minimum latency and maximum throughput in WiNoC. In 
this paper, that amount of load is referred to as the balance 
point of the wired/wireless channels. For finding this point, 
WiNoC is analyzed in three different situations: low load, 
moderate load and high load. Figures 3, 4 and 5 depict aver-
age latency and throughput variations by putting the load at 
different capacities of wireless links with regard to instances 
of various traffic patterns. Each traffic pattern is evaluated 
under low, moderate and high load. The horizontal axis 
represents the wireless channel bandwidth used by LTCA. 
Parameter B refers to the total bandwidth of the wireless 
channel in each subnet. The results are classified into three 
groups as follows:

• When the network load is low, the wired links are quiet. 
Therefore, the more utilization of wireless links (com-
pared to wired links) leads to unbalanced utilization of 
wired/wireless links and high latency. Hence, latency 
reduction is achieved by less utilization of wireless links 
in low load situation.

• When the network load is moderate, the best performance 
with regard to latency and throughput is achieved when 
50% of wireless link capacity is used. Simulation results 
indicated that the greatest amount of reduction regard-
ing latency parameter in the proposed LTCA is achieved 
when the traffic load is put at approximately 50% of the 
capacity of wireless channels. In other words, when about 
50% load is injected on wireless links, the utilization of 
the wired and wireless channels will be more balanced.

• When the network load is high, the wired links are satu-
rated. In this situation, the more utilization of wireless 

Fig. 4  Variations of a latency and b throughput in 3tc2 traffic pattern

Fig. 5  Variations of a latency and b throughput in 3tc7 traffic pattern
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links can improve throughput in WiNoC (especially in 
LD traffic patterns).

To fit Δt with network load, Lf  parameter is used in this 
paper ( 0 < Lf ⩽ 1 ). This parameter increases gradually by 
increasing network load. When the network load is low, the 
Lf  value is small. By increasing traffic load, Lf  increases 
gradually. The maximum amount of Lf  is equal to 1 when 
the network is saturated. At this point, the maximum utiliza-
tion of wireless channels is taken in order to achieve high 
throughput. Therefore, Lf  adjusts Δt according to network 
load; consequently, it balances the utilization of wired and 
wireless links in different traffic loads. In this study, Lf  is cal-
culated simply by considering saturation point,SatPoint , in 
conventional NoC and current traffic load, TrLoad , (Eq. 6). 
For example, if Satpoint = 0.2 andTrLoad = 0.1 , Lf  is equal 
to 0.5 (half of wireless link capacity). If Satpoint = 0.2 
andTrLoad = 0.2 , Lf  is equal to 1 (maximum use of wire-
less link capacity in LTCA).

Figure 6 is related to the saturation throughput of LTCA 
and other algorithms. The improvement regarding through-
put in uniform random traffic pattern is negligible, i.e. about 
2%. Figure 7 illustrates end-to-end latency in the uniform 
random traffic pattern. The maximum improvement of 
latency in the uniform random traffic pattern in the LTCA 
algorithm is equal to 12.8%. While injecting a packet into 
the network according to the uniform random traffic pattern, 
the destination of the packet is selected randomly. Also, the 
packets injected from one core at different cycles select dif-
ferent destinations. Regarding such patterns in which the 
destinations of packets are not pre-determined, Δt value will 
be measured approximately. For example, assuming that the 
size of each subnet is n × n,  n2 packets will be produced in 

(6)Lf = TrLoad∕Satpoint.
each subnet during a cycle. Also, assuming that packets have 
been uniformly distributed, 3

4
 of the injected packets in each 

subnet will be transmitted to the adjacent subnets. Thus, the 
Δt indicates the required time for transmitting 3n

2

4
 packets 

through a wireless channel in a subnet which is measured 
via Eq. (7):

Figures 8, 9, 10 and 11 indicate end-to-end latency in the 
local traffic patterns. The maximum improvement in latency 
in LTCA algorithm in local traffic patterns is related to 3tc3 
traffic pattern with 62% in comparison to baseline NoC. The 

(7)Δt =
3 n2

4
×

Packetsize

WLcapacity
×

1

Lf
.

Fig. 6  Comparison of throughput in LTCA and other methods

Fig. 7  Comparison of latency in uniform random traffic pattern

Fig. 8  Comparison of latency in 3tc0 traffic pattern
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maximum throughput enhancement in the local traffic pat-
terns is achieved up to 5.8% at saturation load and is related 
to 3tc1 traffic pattern. In the majority of local traffic pat-
terns, the proposed LTCA demonstrated more improvement 
than the method proposed in Hu et al. (2015) with regard to 
latency parameter. Nevertheless, in some cases, method (Hu 
et al. 2015) demonstrates a better performance than LTCA 
close the saturation. Such a result indicates that, in local traf-
fic patterns, the idea of WRs replacement can significantly 
enhance WiNoC performance.

Although Δ in method (Hu et al. 2015) is experimen-
tally measured through several simulations, its value seems 
to be appropriate in the majority of traffic load in local 

traffic patterns. However, this is not true in LD traffic pat-
terns (3tc4–3tc7). As shown in Figs. 12, 13, 14 and 15, the 
reduction of latency in method (Hu et al. 2015) is mainly 
related to the close to saturation points and beyond them. 
Even in some cases, average latency in pre-saturation points 
is worse than that of baseline NoC. In the majority of LD 
traffic patterns, the proposed LTCA demonstrates notably 
more improvement than its wired counterparts and method 
(Hu et al. 2015) in terms of latency and throughput. LTCA 
has more adaptability than the algorithm proposed in Hu 
et al. (2015) since the Δt value is different in different traffic 
patterns and is measured according to the specific features of 
each traffic pattern. Moreover, LTCA considers the network 
load to determine the accurate value of Δt . In contrast, the 
Δ parameter which is defined in method (Hu et al. 2015) for 

Fig. 9  Comparison of latency in 3tc1 traffic pattern

Fig. 10  Comparison of latency in 3tc2 traffic pattern

Fig. 11  Comparison of latency in 3tc3 traffic pattern

Fig. 12  Comparison of latency in 3tc4 traffic pattern
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preventing congestion of WRs, is constant in all the local 
and LD traffic patterns. In general, it can be argued that the 
idea of WRs replacement in local traffic patterns is highly 
suitable. However, in LD traffic patterns, preventing the con-
gestion of WRs is the more significant issue.

In LD traffic patterns, maximum latency reduction in 
comparison with the baseline NoC is 68% which occurs in 
the 3tc5 traffic pattern. Maximum throughput enhancement 
is about 11% in comparison with conventional NoC which 
is related to the 3tc7 traffic pattern. The improvement of the 
proposed method is significant in LD traffic patterns where 
the use of wireless links is more important.

Figure 16 illustrates the comparison of the proposed 
LTCA and algorithm (Hu et al. 2015) with regard to the utili-
zation of wireless links. Although wireless link utilization in 

all the traffic patterns in method (Hu et al. 2015) is more than 
that of the proposed LTCA, as shown in Fig. 17, the overall 
link utilization, i.e. both wired and wireless links, is better 
improved in LTCA than the method (Hu et al. 2015). Fur-
thermore, excessive use of wireless links in comparison with 
wired links in method (Hu et al. 2015) leads to high packet 
loss probability. Figure 18.a depicts packet loss probability 
at the saturation point. Figure 18.b indicates the packet loss 
probability at 2/3 saturation point. Both of the Fig. 18.a and 
18.b indicate that the proposed LTCA routing algorithm has 
a better improvement than baseline NoC and method (Hu 
et al. 2015) with respect to packet loss probability.

Figures 19 and 20 depict other simulations that are car-
ried out on samples of local and LD patterns in order to 
further investigation and comparison of different algorithms 

Fig. 13  Comparison of latency in 3tc5 traffic pattern

Fig. 14  Comparison of latency in 3tc6 traffic pattern

Fig. 15  Comparison of latency in 3tc7 traffic pattern

Fig. 16  Wireless link utilization
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with regard to packet loss probability. 3tc3 and 3tc7 traffic 
patterns are randomly selected from among local and LD 
traffic patterns for further investigation. Based on the overall 
obtained results, it seems that Δ parameter in method (Hu 
et al. 2015) is unable to sort out the congestion problem in 
WRs, especially in LD traffic patterns and pre-saturation 
load. Consequently, it leads to the loss of packets. As a 
result, although wireless channels are regarded as valuable 
resources in WiNoC and their maximum utilization is sig-
nificant, balanced use of wired and wireless links is regarded 
as a more critical issue which should be taken into consid-
eration for reducing latency.

Fig. 17  Wired/wireless link utilization

Fig. 18  Packet loss probability at a saturation load b 2/3 saturation 
load

Fig. 19  Comparison of packet loss probability in 3tc3 traffic pattern

Fig. 20  Comparison of packet loss probability in 3tc7 traffic pattern
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5  Conclusion

WiNoC consists of wired and wireless channels. It takes 
advantage of the high data rate of wired links for shorter 
distances while using wireless links for longer distances. 
Long multi-hops wired links are replaced with a single 
wireless hop in WiNoC. However, WiNoC has only a lim-
ited number of wireless channels which are shared by all 
the cores. When a lot of LD traffic wants to go through 
wireless channels, congestion occurs at WRs which leads 
to system inefficiency and high latency.

In this paper, a load-balanced congestion-aware routing 
algorithm was proposed which balances the network load 
between wired and wireless networks and reduces the con-
gestion of WRs by controlling access to the wireless chan-
nels. The proposed algorithm considers some criteria such 
as network frequency, the width of wired channels and the 
transmission rate of wireless channels for selecting author-
ized packets during the hybrid wired/wireless routing. Then, 
it calculates the required time for transmitting the selected 
packets through wireless channels with regard to traffic 
load; meanwhile, it adopts the conventional wired routing 
for transmitting other packets. When the determined time 
span is finished, the licensing process for the new packets 
resumes again. Regardless of WR replacement techniques 
and without using extra hardware, the proposed method is 
able to reduce the congestion in WRs. It also distributes the 
traffic load between the wired and wireless network in a 
balanced way to achieve low latency by applying load fac-
tor in hybrid wired/wireless routing. The results of evaluat-
ing the proposed LTCA algorithm indicated it was able to 
significantly improve system efficiency parameters such as 
latency, throughput, wired/wireless link utilization and the 
packet loss probability.

As for directions for further research, congestion informa-
tion can be exchanged among different subnets by means of 
unique features of wireless interconnects. Also, the appro-
priate size of the time intervals should be investigated and 
determined. Furthermore, methods should be applied for 
selecting the proper number of packets according to the 
respective interval for reducing latency and balancing the 
utilization of wired/wireless links.
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