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Abstract
Hand gesture recognition (HGR) is a promising enabler for human–computer interaction (HCI). Hand gestures are normally 
classified into multi-modal actions, including static gestures, fine-grained dynamic gestures, and coarse-grained dynamic 
gestures. Among them, the fine-grained action detection is limited under the small-scale image region condition. To solve this 
problem, we propose the HandSense, a new system for the multi-modal HGR based on a combined RGB and depth cameras 
to improve the fine-grained action descriptors as well as preserve the ability to perform general action recognition. First of 
all, two interconnected 3D convolutional neural network (3D-CNN) are employed to extract the spatial–temporal features 
from the RGB and depth images. Second, these spatial–temporal features are integrated into a fusion feature. Finally, the 
Support Vector Machine (SVM) is used to recognize different gestures based on the fusion feature. To validate the effec-
tiveness of the HandSense, the extensive experiments are conducted on the public gesture dataset, namely the SKIG hand 
gesture dataset. In addition, the feasibility of the proposed system is also demonstrated by using a challenging multi-modal 
RGB-Depth hand gesture dataset.
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1  Introduction

The articulated hand gesture recognition (HGR) is one of 
the core technologies for human–computer interaction in the 
augmented reality and virtual reality applications since this 
technology provides a natural way for the users to interact 
with virtual environment (Priyal and Bora 2013). Recently, 
the HGR system has been applied in many applications such 
as computer games (Li 2012), sign language communica-
tion, robotics, and interactive interview systems (Tsai and 
Lee 2011). In this circumstance, a smart multi-modal HGR 
system is developed in this paper with the goal of robustly 
recognizing the hand gestures performed by different users 
under the challenging real-world settings.

Motivation for multi-modal gestural interfaces Among 
the touch, tactile, and gestural human–computer interfaces 
(HCI), the gestural HCI is recognized to have certain advan-
tages compared to the other two, such as the low visual load, 
high level of user acceptability, and low operational error 
rate (Parada-Loira et al. 2014). For the driver assistance 
system, in particular, the reduction in visual load and non-
intrusive nature stimulates many automotive companies to 
investigate the HCI systems to alleviate the growing concern 
of distraction from the complicated interfaces in the vehicles 
(Jahn et al. 2009).

In this paper, we focus on developing a new vision-based 
HGR system to classify various hand gestures performed by 
different users with good robustness under the challenging 
environments. As far as we know, the dynamic hand ges-
tures is normally divided into the fine-grained and coarse-
grained hand gestures according to the range and speed of 
hand movement. The fine-grained gestures are defined as the 
very brief and subtle hand movements which are primarily 
performed by driving the fingers and articulating the wrist, 
such as the press and click, rather than the ones from the 
large muscle groups. The fine-grained hand gestures have 
been widely used in daily life to provide more information 
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compared with the coarse-grained hand gestures, especially 
for the non-verbal applications. For example, wagging index 
finger means ‘No’ and moving index finger up and down can 
be mapped to the meaning of pressing virtual button in the 
somatic games. Besides, the fine-grained gestures has medi-
cal value since it can be used to provide a window into pre-
cise telesurgery. In addition, the study in Singh et al. (2015) 
claims that the fine-grained gestures provide the patients 
with mobility impairment with good control over the envi-
ronment without the fatigue over the time.

In addition to the general study of robust descriptors and 
fast classification schemes for the coarse-grained hand ges-
tures (Liu and Kehtarnavaz 2016; Pal and Kakade 2016; 
Rao et al. 2018), we are also motivated to show the advan-
tages of the fine-grained hand gestures (Prakash et al. 2017; 
Wen et al. 2016; Sharp et al. 2015)over the traditional HGR 
systems.

Challenges for vision-based multi-modal HGR system 
There are some general problems of the HGR systems. 
These systems are required to generalize over the users and 
variation of the gestures. The associated algorithms should 
be robust to the varying global illumination changes and 
shadow artifacts. For example, the HGR in volatile envi-
ronment such as the vehicle interior differs from the one in 
indoor environment in terms of the illumination condition. 
In addition, recognizing the fine-grained gestures is a com-
plicated and challenging task. First of all, detecting the fine-
grained gestures defined by the low inter-class variability is 
challenging. Second, for the fine-grained gestures, the finger 
commonly self-occludes itself throughout the performance 
of the gestures. Third, the fine-grained gestures are much 
difficult to be detected under the small-scale image region 
condition.

In this paper, we collect a multi-modal RGB-depth 
(RGBD) hand gesture dataset, including 10 static gestures, 
10 fine-grained gestures, and 8 coarse-grained gestures, for 
the testing. Examples of hand samples are shown in Figs. 13, 
14 and 15. The collected dataset allows to study the orienta-
tion invariance, impact of occlusion, and illumination vari-
ability. In addition, different feature extraction methods are 
also compared on this dataset.

Up to now, a set of common spatial–temporal descriptors 
(Vieriu et al. 2011; Simonyan and Zisserman 2014a; Ji et al. 
2013; Wang et al. 2012; Karpathy et al. 2014) for action rec-
ognition are evaluated in terms of recognition rate. Different 
descriptors are compared over the modalities with different 
classification schemes, such as the Hidden Markov Model 
(HMM) and Convolutional Neural Network (CNN) used for 
finding the optimal combination and gaining insight into 
the strength and limitation of different approaches. In this 
paper, we propose a new HGR system, namely HandSense, 
based on the combination of depth and RGB videos. The 
HandSense adopts the 3D-CNN architecture which selects 

multiple continuous frames as the input and relies on alter-
nating the 3D convolutional and pooling layers to extract 
the spatial–temporal features. In addition, the heterogeneous 
information from the RGBD sensors is integrated to achieve 
high recognition accuracy under different lighting condi-
tions. Finally, we introduce a new multi-modal hand ges-
ture dataset, including the static, fine-grained, and coarse-
grained hand gestures, to validate the performance of the 
HandSense. In all, the three main contributions of this paper 
are summarized as follows.

•	 The 3D-CNN architecture in the HandSense has the abil-
ity of effectively learning the spatial–temporal features 
from the continuous frames.

•	 The proposed method runs fast with over 160 frames per 
second on a single GPU, and thereby the real-time capac-
ity for the HGR can be well guaranteed.

•	 To validate the HandSense, the proposed method is sys-
tematically evaluated on a public gesture dataset, namely 
SKIG, and meanwhile a multi-modal RGBD hand gesture 
dataset is also collected for the testing.

The rest of paper is organized as follows. Section 2 pre-
sents some related work on hand gesture recognition. The 
architecture of proposed system is described in Sect. 3. Sec-
tion 4 evaluates the performance of HandSense. Finally, the 
conclusion and some future directions are given in Sect. 5.

2 � Related work

Since the quality of RGBD output from the cameras 
improves and the hardware cost declines, a wide array of 
applications have spurred significant interests in the HGR. 
In this section, we will focus our literature review on the 
fine-grained HGR systems as well as the associated HGR 
methods.

2.1 � Fine‑grained HGR systems

Although a variety of methods have been proposed in recent 
years to recognize hand gestures, most of them focus on 
the videos with coarse gestures (Ji et al. 2013; Xue et al. 
2018; Ge et al. 2016; Hu et al. 2014). In recent years, as the 
smartphones and many other mobile devices spread, many 
application scenarios, such as mobile HCI systems, require 
to recognize the fine-grained hand gestures. The fine-grained 
HGR has drawn significant interest due to its potential to 
improve gestures resolution (Kojima et al. 2017; Ma et al. 
2018; Zhao et al. 2017; Rohrbach et al. 2016; Yamada et al. 
2017). In Kojima et al. (2017), the authors employ the spa-
tial–temporal extension of histogram of the oriented gradient 
variation to represent the appearance and temporal change 
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of the fine-grained hand gestures. The authors in Ma et al. 
(2018) utilize the deep learning method to improve fine-
grained gestures discrimination while preserving the abil-
ity to perform the general gestures recognition. In Zhao 
et al. (2017), the authors consider the performance of the 
traditional hand segmentation methods with the abundant 
manually labeled training data to propose an online-learning 
hand segmentation approach for the fine-grained HGR with-
out any manual labeled data for the training. The authors 
in Rohrbach et al. (2016) show the benefit of hand-centric 
approach for the fine-grained gestures classification and 
detection. In addition, the authors in Yamada et al. (2017) 
apply the dense trajectory information to recognize the simi-
lar and fine-grained hand gestures.

2.2 � HGR methods

Most of the vision-based HGR systems are based on the 
sparse or dense extraction of the spatial–temporal hand-
crafted features. These systems normally consist of the 
feature descriptor phase followed by feature encoding. The 
authors in Wang et al. (2012) propose a HMM-based system 
for the dynamic gesture trajectory modeling and recognition 
by using the Histograms of Gradient (HOG) feature. For the 
sake of reducing the high dimensionality of the HOG fea-
ture, the authors in Klaser et al. (2008) propose an accurate 
system for the HGR by applying the Principal Component 
Analysis (PCA) to compress the HOG feature. In addition, 
the authors propose a new local descriptor based on the his-
tograms of oriented 3D spatial–temporal HOG for the HGR. 
However, it turns out that most of the current methods are 
dataset-dependent and there is no all-embracing method that 
can surpass all the others. Besides, there is a growing trend 
in learning low and middle level features either in the super-
vised or unsupervised way.

Late advancements in hardware development, particularly 
the powerful GPUs, are important in the revival of deep 
learning. The CNN architecture has become an effective tool 
for extracting the high-level features and shown outstanding 
success in the classification task (Simonyan and Zisserman 
2014b; Simonyan et al. 2013; Chung et al. 2016). Different 
from the traditional image classification task, the most chal-
lenging aspect of the HGR is the spatial–temporal variability 
since different hand gestures are with different shape, dura-
tion, and integrality. Recently, the deep learning methods 
have been adapted for the HGR. For example, the authors in 
Simonyan and Zisserman (2014a) propose a 2D-CNN based 
two-stream convolutional network architecture, which incor-
porates the spatial and temporal networks for the HGR in 
the videos. In Baccouche et al. (2011), the authors extend 
the 2D-CNN to the video domain by treating the space and 
time as two separate dimensions of the input for the convo-
lution. In addition, the unsupervised learning scheme based 

on the convolutional gated Restricted Boltzmann Machines 
(RBM) for training the spatial–temporal features is proposed 
in Taylor et al. (2010) to learn the latent representation of 
successive image sequences. At the same time, the 3D-CNN 
is also proposed to recognize hand gestures (Molchanov 
et al. 2015). The proposed 3D-CNN architecture contains 
two sub-networks: high-resolution network and low-reso-
lution network, with independent network parameter. The 
final class-membership probabilities for the gesture classifier 
are computed by multiplying the class-membership prob-
abilities from the two networks. Different from the tradi-
tional 2D-CNN, the input of 3D-CNN is defined as image 
sequences, which contain not only the spatial information 
but also the relevant information between adjacent images. 
Inspired by the 3D-CNN, we propose a new vision-based 
model for the spatial–temporal features learning to recognize 
the fine-grained hand gestures in a robust manner.

3 � System description

3.1 � Architecture of HandSense

The architecture of HandSense is shown in Fig. 1. The sys-
tem is composed of a Kinect device and a PC. Kinect is 
actually a 3D camera with low price. For Kinect, there is 
a color camera, an Infrared Ray (IR) projector and an IR 

Fig. 1   Architecture of HandSense
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camera. To obtain 3D images, the IR projector emits IR, and 
then the IR camera detects the reflected IR from the object 
to calculate the Time of Flight (TOF). After that, the TOF 
is sent to a PC via USB transmission for further processing. 
Kinect provides 640 × 480 RGB and depth images (about 
30 frames/s). For the depth image, its effective depth ranges 
from 0 to 4096 mm. Besides, Kinect is capable of calibrating 
the sensors automatically under the presence of obstacles.

In general, hand gestures can be classified into three cat-
egories, static, fine-grained, and coarse-grained gestures. 
Each of them demands proper recognition means by which 
they can be properly defined to machines. As far as we know, 
there is no general method to be used to extract features 
from diverse types of hand gestures. Thus, HandSense is a 
promising HGR architecture. The workflow of HandSense 
is shown in Fig. 2. The process of HandSense incorporates 
three main components as follows.

Video data preprocessing Due to the fact that videos of 
diverse hand gesture datasets are with variable duration, we 
re-sample each hand gesture video into 30 frames to normal-
ize the temporal length of gestures. Besides, all the video 
frames are resized into 320 × 240 pixels.

Hand gesture features extraction Different from tradi-
tional method, HandSense extracts spatial and temporal 
features of hand gestures by using 3D-CNN architecture.

Hand gestures recognition Based on the features extracted 
by 3D-CNN, HandSense applies SVM algorithm to recog-
nize hand gestures.

3.2 � Hand gesture features extraction

Diverse dynamic hand gestures differ in velocity, shape, and 
duration, which make it more difficult to recognize dynamic 
hand gestures compared with static ones. It is a critical prob-
lem for dynamic gestures recognition to extract spatial and 
temporal features simultaneously. The most popular algo-
rithm used for dynamic gestures recognition is called as 
HOG-HMM which is based on handcrafted features sensi-
tive to the sampling period.

Recently, inspired by the rapid development of deep 
learning in the image domain, various convolutional net-
work models based on 2D-CNN are considered to extract 
image features automatically. However, these image based 
deep features are not suitable for dynamic hand gestures 
recognition due to the lack of motion modeling. To address 
this problem, we propose a new algorithm for multimodal 
hand gesture recognition based on 3D-CNN architecture, 
which can be used to extract spatial and motion features 
simultaneously.

Traditional 2D-CNN includes two parts, 2D convolution 
and 2D pooling operations, as shown in Fig. 3. In the 2D 
convolution operation, the image in the previous layer is con-
volved with the convolution kernel, and then put though the 

activation function to generate the output feature map. This 
process can be described as

(1)

Y(m, n) = X(m, n)⊗ H(m, n)

=

K1−1∑

i=0

K2−1∑

j=0

X(m + i, n + j)H(i, j)

Fig. 2   Workflow of HandSense



1561HandSense: smart multimodal hand gesture recognition based on deep neural networks﻿	

1 3

where Y(m, n), X(m, n), and H(m, n) stand for the value 
at position (m, n) in the feature map, image in the previ-
ous layer, and convolution kernel respectively. K1 and K2 
denote the row and column number of the convolution 
kernel. The notation “ ⊗ ” denotes the convolution opera-
tion. If the input is an M × N  image and convolution ker-
nel is K1 × K2, the result of convolution operation will be 
a 
(
M − K1 + 1

)
×
(
N − K2 + 1

)
 feature map. To reduce the 

computational complexity, we perform the pooling opera-
tion after the convolution operation. The purpose of pool-
ing operation is to generate the down-sampled version of 
feature map. If the factor of down-sampling is P and input 
feature map for the pooling operation is M × N, the pooling 
operation will generate a (M∕P) × (N∕P) feature map. The 
2D-CNN preserves the spatial features, but lost the temporal 

information of input image. However, for the dynamic hand 
gesture recognition problem, it is expected to capture the 
motion features which are involved in multiple consecutive 
frames. The framework of 2D-CNN is shown in Fig. 3.

Compared with 2D-CNN, 3D-CNN is capable of extract-
ing both the spatial and temporal features by 3D convolu-
tion and pooling operations. The framework of 3D-CNN 
is shown in Fig. 4. Different from 2D-CNN, the input of 
3D-CNN is contiguous frames, and meanwhile it utilizes a 
convolution kernel cube to perform the convolution opera-
tion instead of the 2D convolution kernel in 2D-CNN. In 
this framework, the feature cube in the convolution layer 
is connected to multiple contiguous frames in the previous 
layer to capture motion information. The value at position 
(x, y, z) in the feature cube can be expressed as

Fig. 3   Framework of 2D-CNN

Fig. 4   Framework of 3D-CNN
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where Y(x, y, z) , X(x, y, z) , and H(x, y, z) stand for the value 
at position (x, y, z) in the feature cube, previous contiguous 
frame, and convolution kernel cube. K1, K2 and K3 denote 
the length, width, and height of the convolution kernel 
cube. The notation “ ⊗ ” denotes the convolution opera-
tion. If the input includes P pieces of M × N images along 
the temporal dimension and convolution kernel cube is 
K1 × K2 × K3 , the result of convolution operation will be an (
M − K1 + 1

)
×
(
N − K2 + 1

)
×
(
P − K3 + 1

)
 feature cube. 

Similar to 2D-CNN, 3D-CNN applies the 3D pooling opera-
tion to subsample the feature cube, which leads to the same 
number of feature cubes with reduced spatial and temporal 
resolution.

As discussed in Hinton et al. (2012), in each convolu-
tion layer, a 2D convolution kernel can extract only one 
type of features, such as rough sketch, corners, and edge/
color conjunctions. Thus, several convolution kernels 
can be used in each convolution kernel to extract various 
features. HandSense applies the multiple 3D convolution 

(2)

Y(x, y, z) = X(x, y, z)⊗ H(x, y, z)

=

K1−1∑

i=0

K2−1∑

j=0

K3−1∑

k=0

X(x + i, y + j, z + k) H(i, j, k)

kernel cubes to obtain spatial and temporal features. In 
addition, the number of feature cubes in latter layers is 
increased to form more types of features from the same 
set of low-level feature cubes.

Based on the 3D-CNN framework described above, vari-
ous 3D-CNN architectures can be designed to be applied 
to different applications. In our system, we propose a new 
3D-CNN architecture which is developed to recognize mul-
timodal hand gestures in HandSense. The architecture for 
HGR based on RGB video is shown in Fig. 5. In this archi-
tecture, the input is several sequential images extracted from 
a hand gesture video. Considering operation efficiency, the 
video is resized into the frame size of 320 × 240 and cropped 
into several crops of 16 pieces of frames before training the 
3D-CNN architecture. We then apply the 3D convolution 
with the kernel size of 3 × 3 × 3 ( 3 × 3 in the spatial dimen-
sion and 3 in the temporal dimension) in layer 1. To increase 
the number of feature cubes, 64 convolution kernel cubes 
are utilized resulting in 64 feature cubes. In the subsequent 
pooling operation, we apply 2 × 2 × 1 ( 2 × 2 in the spatial 
dimension and 1 in the temporal dimension) subsampling 
of each feature cube, which leads to the same number of 
feature cubes with the reduced spatial resolution. The next 
layer is obtained by applying the 3D convolution through 
128 kernel cubes with the kernel size of 4 × 4 × 3 ( 4 × 4 

Fig. 5   3D-CNN architecture for HGR based on RGB video
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in the spatial dimension and 3 in the temporal dimension) 
and 2 × 2 × 2 ( 2 × 2 in the spatial dimension and 2 in the 
temporal dimension) pooling operation. The general design 
principle of CNN is that the number of feature maps should 
be increased in latter layers by generating multiple types of 
features from the set of lower-level feature maps. By utiliz-
ing 256 kernel cubes with the kernel size of 5 × 5 × 3 and 
2 × 2 × 1 pooling operation, we can obtain the feature cubes 
in layer 3. To extract spatial and temporal features further, 
we use 512 kernel convolution cubes and 2 × 2 × 2 pooling 
operation to obtain the feature maps in layer 4. At last, the 
full connection operation is performed to obtain a feature 
vector which contains the spatial and temporal informa-
tion from a dynamic hand gesture video. HandSense takes 
the advantage of various feature vectors to recognize hand 
gestures.

Except for the softmax layers, all the other layers in the 
architecture utilize Rectified Linear Unit (ReLU) activation 
function, which is described as

where � denotes the input vector of activation function.
Currently, the great majority of technologies for HGR 

are based on ordinary cameras (Liu and Wang 2011). How-
ever, RGB color images from ordinary cameras have the 
disadvantage that they are susceptible to the illumination 
changes in surroundings. In addition, single sensor system 
cannot provide enough information for tracking hands in 3D 
space since a mass of spatial position information has to be 
constructed from the 2D into 3D mappings. Considering the 
above reasons, HandSense takes the advantage of the combi-
nation of RGB and depth cameras to realize HGR function 
with avoiding the spatial information loss. The architecture 
for extracting hand gesture features in HandSense is shown 
in Fig. 6.

In HandSense, the architecture for extracting hand ges-
ture features can be divided into two processing channel, 
RGB video channel and depth video channel. RGB and 

(3)f (�) = max (0, �)

depth videos are captured synchronously by using Kinect. 
Then, these two types of videos are sent to the correspond-
ing processing channel to obtain different types of features. 
The depth video channel is much similar to the RGB video 
channel. Considering the variety of convolution networks, 
the 3D-CNN architecture based on depth video is slightly 
changed compared with the one based on RGB video, mainly 
including the number of layers and convolution kernel 
parameters. At last, we fuse the features extracted from RGB 
and depth videos respectively to form a fusion feature vector. 
The fusion feature vector is a high-level abstraction in com-
parison with hand-designed features, and meanwhile it con-
tains abundant spatial and temporal information extracted 
from hand gesture videos, which can be utilized for hand 
gesture recognition.

3.3 � Hand gesture recognition

HandSense trains a 3D convolution network and a SVM 
classifier for each hand gesture class. SVM algorithm tries 
to find a hyperplane to separate the samples of different 
hand gesture classes and maximize the distance between 
each decision boundary and any of the samples. During the 
training, to learn the SVM parameters for each hand gesture 
action category, HandSense selects the training examples 
of target action category as the positive samples (with the 
label of target action category yi = +1 ) and the training 
examples of other action categories as the negative samples 
(with the label of target action category yi = −1 ). Then, we 
minimize the SVM objection function (Joachims 2002) over 
the parameter vector � and slack variables �i.

We make use of different penalty factors for the positive 
and negative action categories to solve the data imbalance 
problem. In general, the number of negative examples p is 
larger than that of positive examples q. Thus, we distribute 
a larger penalty factor M+ to the positive examples, which 
attaches more importance to the positive samples. On the 
contrary, the negative examples are with smaller penalty 

Fig. 6   Architecture for extracting hand gesture features in HandSense
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factor M− . The SVM objective function in HandSense sys-
tem is described as

where Hi is the fused spatial and temporal feature vector 
with respect to the ith action example extracted by 3D-CNN 
from the RGB and depth videos. 

(
Hi, yi

)
 is the input vector 

of SVM classifier. p + q is the number of total hand gesture 
action examples. By applying the SMO algorithm (Platt 
1999), we utilize the LIBSVM (Chang and Lin 2011) to 
perform hand gesture classification.

4 � Experiments

In this section, extensive experiments will be performed to 
validate the proposed hand gesture recognition system. We 
test HandSense on a well-known hand gesture recognition 
benchmark, SKIG hand gesture dataset (Liu and Shao 2013). 
In addition, we propose to use a new challenging dataset, 
which contains static, fine-grained, and coarse-grained hand 
gestures, to test the performance of HandSense under dif-
ferent scenarios. Besides, we also show the performance 
comparison between the classic HGR systems and proposed 
HandSense.

4.1 � Training

We train HandSense based on SKIG hand gesture dataset, 
which contains 2160 hand gesture videos(including 1080 RGB 
and 1080 depth videos). All these videos are synchronously 
captured by Kinect. As shown in Fig. 7, this dataset contains 
in total 10 categories of hand gestures, circle (clockwise), 

(4)
min
�,�

1

2
‖w‖2 +M+

q∑
i=1

�i +M−

p+q∑
j=q+1

�j

s.t. yi
��
wTHi

�
+ b

�
≥ 1 − �i, (i = 1, 2,… p + q)

� ≥ 0

triangle, up–down, right–left, wave, ‘Z’, cross, comehere, 
turn-around, and pat. All these 10 categories of hand gestures 
involve three different hand postures, fist, index, and flat.

SKIG dataset contains less than 3000 hand gesture videos, 
which are not enough to prevent overfitting. To solve this prob-
lem, we perform data augmentation (Krizhevsky et al. 2012) 
before training. As shown in Fig. 8, the data augmentation is 
comprised of three operations, horizontal mirroring, vertical 
mirroring, and random cropping.

To further avoid the overfitting and increase the generali-
zation performance of hand gesture classifier, we also aug-
ment the dataset during the training. Different from the data 
augmentation before the training, the one during the training 
includes the rotation, scaling, and spatial elastic deformation. 
Besides, we also rely on a dropout regularization approach 
(Hinton et al. 2012) to reduce the impact of overfitting.

During the training, we select the output of softmax func-
tion as the cost function, which is described as

where zq is the output of neuron q.
In HandSense, we perform optimization via the stochastic 

gradient descent with the mini-batches of 40. We update the 
parameter � in 3D-CNN by using Nesterov accelerated gradi-
ent (Sutskever et al. 2013) in each iteration i , as shown below.

where � is the learning rate, which is initialized as 0.003 and 
with 90 percentages decrease after 10,000 iterations. u is the 

(5)Fcost_function =
exp

�
zc
�

∑
q exp

�
zq
�

(6)∇�i =

⟨
�Fcost_function

�
(
wi−1

)

⟩

batch

(7)vi = uvi−1 − �∇wi

(8)wi = wi−1 + uvi − �∇wi

Fig. 7   SKIG dataset
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momentum coefficient, which is set as 0.9. ∇wi is the value 
of gradient of cost function with respect to the parameter �i, 
which is averaged across 40 mini-batches.

In deep learning, loss curves is calculated on training 
and testing sets and shows how well the model is doing 
for these two sets. It is a summation of the errors made 
for each example in training or testing sets. Figure 9 plots 
the loss curves with respect to the training and testing 
process before 20,000 iterations. We can find that the loss 
value generally declines with the increase of number of 

iterations. Besides, the values of training and testing loss 
significantly decrease as the iteration increases to 2000, 
while the loss values will maintain around 0.0001 and 0.2 
respectively when the number of iterations is larger than 
12,000.

In HandSense, we use the public available cuda-convnet 
package to train our models on a single NVIDIA GTX 
1080, which has 8GB memory and 2560 CUDA cores. 
The training process based on SKIG dataset takes roughly 
3 days.

Fig. 8   Data augmentation operations
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4.2 � Results of HGR based on the public hand 
gesture dataset

To test the accuracy of HGR, SKIG dataset is randomly 
divided into training (70% of the total) and testing (30% 

of the total) sets, resulting in 2100 training and 900 test-
ing hand gesture videos respectively. In machine learning, 
TP, TN, FP and FN stand for the true positive, true negative, 
false positive and false negative results respectively, which 
are described in Table 1.

We evaluate the experimental results in terms of aver-
age accuracy for each category of hand gestures, which is 
calculated by

In Fig. 10, we use a confusion matrix to illustrate the accu-
racy for different categories of hand gestures. From this fig-
ure, we can find that the average accuracy is 93.1% and some 
categories of hand gestures, such as up–down and cross, can 
be more easily to be recognized compared to the others.

We continue to compare proposed HandSense system with 
the current state-of-the-art HGR systems. The HOG-HMM 
based HGR (Wang et al. 2012) uses color image sequences 

(9)Accuracy =
TP + TN

TP + TN + FP + FN

Fig. 9   Training and testing loss curve

Table 1   TP = true positive, TN = true negative, FP = false positive, 
FN = false negative

Positive Negative

Truth: positive TP FN
Truth: negative FP TN

Fig. 10   Confusion matrix with 
respect to SKIG dataset

Fig. 11   Comparison result between HandSense and the current state-
of-the-art HGR systems based on SKIG dataset



1567HandSense: smart multimodal hand gesture recognition based on deep neural networks﻿	

1 3

to recognize 10 different digit gestures generated by motion 
trajectories of a single hand. The 2D-CNN based motion rec-
ognition (Karpathy et al. 2014) extends 2D-CNN from the 
spatial into spatial -temporal dimensions. By using SKIG 
dataset, the comparison result of HandSense and these HGR 
systems is shown in Fig. 11. From this result, we can find 
that the average accuracy of the HandSense is higher than the 
one by the HOG-HMM and 2D-CNN based HGR systems.

4.2.1 � Results of HGR based on collected dataset

1. Data collection

To evaluate HandSense with real data, we collect a new hand 
gesture dataset using Kinect under different illumination 

backgrounds. As shown in Fig. 12, the data acquisition soft-
ware is based on a PC and programmed by Visual C++. A 
set of 4200 samples of hand gestures is constructed for 28 
categories.

Different from traditional hand gesture datasets which 
contain signal-mode hand gestures solely, the collected 
dataset divides the hand gestures into static, fine-grained, 
and coarse-grained hand gestures. The static hand ges-
tures contain 10 different hand gestures (labeled with 
number from 0 to 9), as shown in Fig. 13. According 
to the range of movement, the dynamic hand gestures 
are segmented into the fine-grained and coarse-grained 
hand gestures. The fine-grained hand gestures are with 
the small amplitude of movement of finger, which include 
toggle, pinch, scratch, screw, hook finger, ‘OK’, ‘good’, 
‘victory’, ‘knock’, and ‘press’, as shown in Fig. 14. The 
coarse-grained hand gestures involve the movement of 
fingers and arm with large amplitude, which contain 
up–down, left–right, back–forth, wave, circle, ‘V’, cross, 
and grasp, as shown in Fig. 15.

2. Result of HGR based on collected dataset

Confusion matrices in Figs. 16, 17, and 18 illustrate the 
average recognition rates with respect to the static, fine-
grained, and coarse-grained hand gestures, 92.8%, 86.2%, 
and 91.3%. Obviously, the average accuracy with respect 
to fine-grained hand gestures is lower than the one by the 
other two types of hand gestures due to the fact that small 
range movements of other parts of a body, such as the head 
slightly shaking and the arm slightly moving, can be easily 
detected. Furthermore, different backgrounds have no sig-
nificant impact on hand gesture recognition since 3D-CNN 
mainly focuses on the key spatial and temporal features and 
ignores the interference from the backgrounds.

Fig. 12   Data acquisition software

Fig. 13   Static hand gestures
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3. Result of HGR based on the fused RGB and depth 
videos

Considering the fact that depth cameras can work well in 
low lighting and different illumination conditions, we com-
bine depth and RGB videos to recognize hand gestures. Fig-
ure 19 shows an example of the depth videos for static hand 
gestures.

Figure 20 shows the result of HGR based on the fused 
RGB and depth videos. From this figure, we can find that 
the average recognition accuracy is increased by 3.1%, 

2.9%, and 1.3% respectively by using the depth camera. 
This result is due to the fact that the depth video is able to 
provide range information for HGR, which is beneficial in 
low lighting and different illumination conditions.

4. Performance comparison

In this section, we evaluate proposed HandSense against the 
existing HOG-HMM and 2D-CNN based systems. Figure 21 
shows the average accuracy of HandSense and HGR based 
on our collected dataset. Since HOG features are extracted 

,,,, ,,

Fig. 14   Fine hand gestures

,,

Fig. 15   Coarse hand gestures
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from RGB video, the HOG-HMM based system does not 
fuse RGB and depth videos. As can be seen from this fig-
ure, HandSense performs better than the HOG-HMM and 
2D-CNN based systems especially for fine-grained hand ges-
ture recognition due to the superior performance of 3D-CNN 
in extracting spatial and temporal features. Therefore, we 
can conclude that features extracted by using deep learning 
methods have significant advantage over handcraft features.

5 � Conclusion

In this paper, we propose the HandSense for multi-modal 
HGR, which combines different scales of image appear-
ance and video motion information. We build on our sys-
tem for multi-modal HGR in RGBD video sequences, 
which are insensitive to the change of illumination environ-
ment. This approach makes better use of spatial–temporal 

Fig. 16   Confusion matrix with respect to static hand gestures

Fig. 17   Confusion matrix with respect to fine hand gestures
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information, which enables the fine grained gestures to be 
distinguished. To validate the effectiveness of the Hand-
Sense, we propose a newly-constructed dataset, which 
includes the static, fine grained, and coarse grained hand 
gestures. Compared with the existing HOG-HMM and 
2D-CNN, the HandSense performs better in reliable HGR 
with respect to the challengeable hand gestures under low 
lighting and different illumination conditions. Consider-
ing the requirement of the real-time HGR system design, 
we will design the real-time HGR system by replanting 
the deep learning network into the FPGA platform as a 
part of our future work. In addition, the multi-hand ges-
tures recognition forms an interesting topic in the HGR. 
Here, although the range information can be measured by 
the Depth sensor, the difficulty lies in how to distinguish 

Fig. 18   Confusion matrix with respect to coarse hand gestures

Fig. 19   Confusion matrix with respect to coarse hand gestures

Fig. 20   Result of HGR based on the fused RGB and depth videos
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different hand movement trajectories with the same range. 
Thus, we will also plan to study the multi-object tracing 
technology to solve the problem of multi-hand gestures 
recognition in future.
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