
Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing (2019) 10:4707–4720 
https://doi.org/10.1007/s12652-018-0848-6

ORIGINAL RESEARCH

Towards the autonomous provision of self‑protection capabilities 
in 5G networks

Alberto Huertas Celdrán1,3 · Manuel Gil Pérez1 · Félix J. García Clemente2 · Gregorio Martínez Pérez1

Received: 15 February 2018 / Accepted: 15 April 2018 / Published online: 22 May 2018 
© Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
5G mobile networks are pushing new dynamic and flexible scenarios that demand the automation and optimization of network 
management processes. In this sense, Self-Organizing Networks (SON) arose to evolve from traditional manual management 
towards fully autonomic and dynamic processes. Due to the large volumes of data generated in 5G networks, functionali-
ties and capabilities of SON require efficient processes and resource optimization techniques. In particular, self-protection 
is a critical capability of SON focused on protecting the network resources in a flexible and autonomic way. To achieve 
self-protection, SON perform different processes ranging from the monitoring of network communications to the analysis, 
detection, and mitigation of cyber-attacks. In this article, we propose an architecture that combines the Software Defined 
Networking and Network Functions Virtualization technologies to optimize the usage of network resources for monitoring 
services. A use case based on botnet detection in 5G networks shows how our architecture ensures the provision of monitor-
ing services in managing self-protection scenarios. Additionally, we describe a set of experiments that confirm the best time 
calculated by our solution to deploy or reconfigure monitoring and detection services. These experiments consider different 
aspects like the number of zombies shaping the botnet, their mobility, or network traffic.
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1  Introduction

The evolution of technologies has brought about a radical 
change in mobile networks and, therefore, in their internal 
management processes. Nowadays, the incoming fifth gener-
ation (5G) of mobile networks is advancing new scenarios in 
which dynamism and flexibility are essential aspects. These 

new scenarios are characterized by considering several Key 
Performance Indicators (5G-PPP Consortium 2018). Among 
these indicators, the number of connected devices (from 10 
to 100 times more than 4G/LTE), the volume of mobile data 
per geographical area (1000 times higher), the end-to-end 
latency (less than 1ms), and ubiquitous 5G access including 
low density areas are some of the most relevant aspects that 
influence the evolution of current networks towards future 
mobile networks strengthened with the 5G technology.

This new situation requires the automation of manage-
ment processes currently performed by network adminis-
trators. Because of this, Self-Organizing Networks (SON) 
arose with the goal of moving from traditional manual man-
agement towards fully autonomic and dynamic processes 
without human intervention. These new autonomic aspects 
provide SON with self-managing capabilities. To reduce net-
work management complexity, the Software Defined Net-
working (SDN) paradigm can help SON to automatically 
manage and orchestrate the network resources by taking into 
account the situational awareness of the underlying network 
given at any time (Singh and Jha 2017). Specifically, this 
paradigm enables the flexible and dynamic management of 
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the network communication. It is crucial to allow SON to 
control the communications from/to their infrastructure, ser-
vices, and users in real time. To this end, the SDN paradigm 
establishes three well-defined characteristics:

1.	 The ability to decouple the data plane, where forward-
ing elements are located, from the control plane, where 
routing decisions are made.

2.	 The unified control element called SDN Controller, 
which manages multiple network elements belonging 
to the data plane.

3.	 The global administration perspective, which avoids 
making changes on each individual network element.

Furthermore, combining the SDN paradigm with Net-
work Functions Virtualization (NFV) techniques (Mijumbi 
et al. 2015) allows decoupling the software implementation 
of Network Functions (NF) from the underlying hardware, 
providing and enhancing the flexibility on the management 
of the network resources.

One of the most challenging tasks of SON is the man-
agement of the self-protection capability due to the large 
volumes of data generated from 5G subscribers’ User 
Equipments (UE), according to the KPIs established by 
the 5G-PPP. Self-protection is a critical aspect of SON in 
the latter’s protection of the network resources the network 
resources (infrastructure and services) in a flexible and 
autonomic way. To achieve self-protection, SON perform 
different processes ranging from the monitoring of network 
communications to the analysis, detection, and mitigation 
of cyber-attacks. Monitoring services need to provide valu-
able information in real time about resources and the actual 
network status, which are essential to fulfill the main func-
tionalities and capabilities of SON: self-configuration, self-
healing, self-optimization, and self-protection (Jorguseski 
et al. 2014). In this sense, the orchestration of monitoring 
and sensing services to achieve the self-protection capability 
is a critical and complex process that should be carried out in 
an automatic way. Otherwise, in the case of self-protection 
scenarios—the focus of the current contribution—the detec-
tion of potential attacks would not be possible due to the 
huge number of UEs consuming network services, their high 
mobility between different Radio Access Networks (RAN), 
and the bandwidth and latency of future mobile communica-
tions, as expected for 5G networks, among others factors.

Despite the advantages provided by the NFV and SDN 
approaches, the mobility provided by future mobile net-
works as well as the dynamic provision of services have 
created new complications in the process of achieving the 
efficient management of network infrastructures. In addi-
tion, we believe that these future networks should orches-
trate network monitoring services by taking into consid-
eration not only Data-Related Information (DRI), such as 

the information contained in network flows, but also the 
Control-Related Information (CRI) to optimize the use of 
resources in the monitoring processes. Aspects belonging 
to the SDN and NFV control plane operations, such as the 
number of gathered flows per second or the percentage of 
CPU and storage consumed by network resources at a given 
time are some of the essential keys to ensure the correct 
provision of monitoring network services.

In order to face the previous challenge, the current article 
substantially extends the solution proposed by Huertas Cel-
drán et al.(2017). In that contribution, an architecture was 
presented to autonomically orchestrate monitoring services 
of a 5G-oriented network, managing network resources with 
information that belongs to the network control plane, CRI. 
This extension has two main contributions:

1.	 The definition of a self-protection use case that shows 
how the proposed architecture autonomically man-
ages monitoring services to proactively detect potential 
attacks conducted by botnets in a 5G scenario.

2.	 The design and conduction of different experiments with 
the aim of demonstrating the usefulness of our archi-
tecture. The experiments performed indicate the best 
moment to deploy or reconfigure monitoring and detec-
tion services in a given scenario. Among the different 
aspects considered by those experiments, we highlight 
the number of bots shaping the botnet, their mobility, 
the traffic generated by them, and the available network 
resources together with their capabilities when running 
in a 5G-oriented network.

The remainder of the article is structured as follows. Sec-
tion 2 discusses related work on other SDN-oriented solu-
tions that monitor and orchestrate network elements as well 
as the process made by our solution to enforce the actions 
required to manage network resources. Section 3 shows the 
components that make up the proposed architecture, while 
Sect. 4 presents the self-protection use case that will be used 
throughout the article to demonstrate how the architecture 
manages monitoring services autonomically to detect bot-
net attacks. The management policies and how they manage 
the virtual and physical network elements are presented in 
Sect. 5. Section 6 shows the experiments performed so as to 
test the usefulness of our solution. Finally, conclusions are 
drawn and future work is suggested in Sect. 7.

2 � Related work

Data security and privacy is a critical aspect in the self-pro-
tection capability of SON (Huang et al. 2017). In this sense, 
in recent years, different approaches have been proposed 
according to different approaches such as cryptography 
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(Gupta et al. 2016), secure attribute-based data sharing (Li 
et al. 2018), energy-efficiency (Mamoori et al. 2018), smart 
systems (Mostafazadeh et al. 2018), and network communi-
cations. Focusing on the last aspect, the Software-Defined 
Networking (SDN) is a recent paradigm developed to facili-
tate network management in diverse scenarios such as IoT 
(Jararweh et  al.  2015) and industry (Saucedo-Martínez 
et al. 2017), by decoupling control and data planes (Singh 
et al. 2017). In the last few years, many efforts have been 
made to provide dynamism to network management through 
the SDN paradigm, which is showcased in a recent review of 
this paradigm (Wibowo et al. 2017). This review focuses on 
the current research status of multi-domain SDN implemen-
tations as well as its future challenges. Among the diversity 
of SDN-oriented proposals, monitoring services are crucial 
for many network management tasks, such as load balancing, 
traffic engineering, Service Level Agreement (SLA), and 
security, among others. In this sense, OpenNetMon is a POX 
OpenFlow controller that monitors all flows between prede-
fined link-destination pairs on throughput, packet loss, and 
delay (Van Adrichem et al.  2014). By querying the switch 
about the number of bytes sent as well as the duration of 
each flow, OpenNetMon is able to calculate the effective 
throughput per flow. To this end, this solution compares the 
flow statistics to compute the packet loss; particularly, the 
packet counters from the first and the last switch of each 
path between the link-destination pairs. Delay is measured 
by injecting probe packets directly into the switch data 
planes, and determining a realistic delay for each flow. On 
the other hand, PayLess is an efficient network statistics 
collector framework for the SDN paradigm (Chowdhury 
et al. 2014). It is built on top of OpenFlow controllers to 
monitor, aggregate, and select information gathered from 
the switches belonging to the data plane, in accordance with 
the high-level requirements expressed by applications. Fur-
thermore, this solution provides a flexible RESTful API for 
flow statistics collection at different aggregation levels. It 
uses an adaptive statistics collection algorithm that delivers 
highly accurate information in real time, without significant 
network overhead.

It is worth noting that the previous proposals are ori-
ented to monitor the DRI of the network, without taking into 
account the management of network resources autonomi-
cally in cases, for example, of network congestion or when 
a given service cannot be offered. In order to improve this 
situation, Isolani et al.(2015) presented a solution to moni-
tor, visualize, and configure the elements belonging to the 
three planes of the SDN paradigm. SDN-specific metrics are 
considered by network administrators to make decisions and 
configure/reconfigure SDN-related parameters according to 
their needs. Another approach aimed at controlling the SDN 
paradigm was presented by Namal et al.(2013). Specifically, 
it proposes a SDN-based load balancing solution, in which 

flow capacity is defined by the number of requested physical 
resource blocks. The results showed a drastic reduction of 
the number of unsatisfied users in the network and a substan-
tial improvement of resources allocated per user.

The solutions outlined above are able to control resources 
in SDN-oriented networks in real time, but without consid-
ering virtualization techniques and the flexibility obtained 
when the software implementation of NFs is decoupled from 
the underlying hardware. In this sense, Software-Defined 
Network Virtualization (SDNV) is a framework that inte-
grates the SDN and NFV techniques (Duan et al. 2016). This 
considers the SDN principle of separating data and control 
planes with NFV, decoupling service functions from infra-
structures. Furthermore, key technical challenges to make 
SDN and NFV integration are discussed in this proposal. 
Following the SDN and NFV integration approach, Muñoz 
et al.(2015) proposed a management and orchestration archi-
tecture for multi-tenant transport networks, which allows 
deploying virtual optical transport networks and virtual SDN 
Controllers as Virtualized Network Functions (VNF) in data 
centers. One of the main challenges addressed by this solu-
tion consists in integrating the orchestration of distributed 
cloud and network resources to dynamically deploy virtual 
machines and VNF instances to supply the required network 
connectivity.

On the other hand, regarding solutions devoted to detect-
ing and mitigating attacks in the cyber security space, sev-
eral approaches are proposing new ways of dealing with the 
challenges of 5G networks need to face. For example, a list 
of potential cyber threats in current networks is presented 
by Mantas et al.(2015), including attacks that could also be 
used to disrupt the operation of future 5G networks. The 
authors note that botnets, especially the mobile ones, are 
expected to continue to exist in 5G mobile networks as one 
of the most powerful cyber threats nowadays (Anagnosto-
poulos et al. 2016). In this context, the work presented by 
Bhattacherjee(2016) claims that SDN and NFV technologies 
are becoming key enablers for 5G networks. As an example, 
BotGuard is a framework for real-time botnet detection in 
SDN-enabled network (Chen et al. 2017). BotGuard uses a 
Convex Lens Imaging (CLI) graph to extract botnets’ topol-
ogy characteristics with the most significant features so as 
to detect Command and Control (C&C) channels. Finally, 
Machado et al.(2016) and Gil Pérez et al.(2017) propose the 
tightly combination of both NFV and SDN technologies to 
provide effective detection and mitigation of cyber-attacks 
in 5G networks.

Despite the important progress made by the previous 
solutions, they manage the SDN and NFV resources con-
sidering only information related to the data plane, DRI. 
In this sense, it is highly required more efforts focused on 
considering also information belonging to the control plane. 
Missing this important plane means that autonomic solutions 
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are not able of ensuring critical capabilities of SON like self-
configuration, self-protection, self-optimization, and self-
healing. In this context, to ensure the provision of the moni-
toring service (critical for the self-protection capability), we 
believe that it is critical to consider also information related 
to the control plane, CRI. This section has demonstrated that 
nowadays, there are no solutions integrating SDN and NFV 
technologies to manage and orchestrate network resources’ 
behavior by considering DRI and CRI. The proposed solu-
tion fills this gap, monitoring CRI to orchestrate the behavior 
of network elements belonging to the SDN and NFV tech-
nologies. This will then allow strengthening critical capabili-
ties of 5G mobile networks, enhancing detection and mitiga-
tion procedures in case of self-protection scenarios like the 
one proposed below.

3 � 5G‑oriented architecture 
for control‑related information

In this section, we propose an architecture oriented to 5G 
networks that integrates the SDN paradigm with the ETSI 
NFV proposal(2017). This architecture autonomically man-
ages network resources with the goal of ensuring the provi-
sion of network monitoring services. Monitoring services 
are essential to detect cyber-attacks of potential botnets 
in self-protection scenarios. Network monitoring services 
are deployed in our solution as VNF Monitoring, and are 
characterized by gathering information from different and 
heterogeneous sources; for example, network infrastructure 
(physical or virtual), network management services, and 
communications between users and network services. Fig.  1 
shows the five layers that make up our architecture: Virtu-
alized Infrastructure (VI); Virtualized Network Functions 

(VNF); Software-Defined Networking (SDN) paradigm; 
Data and Control Plane Management (DPM and CPM); and 
Operations and Business Support Systems (OSS/BSS).

At this point, it is important to highlight that one of the 
novel contributions of the proposed architecture is the CPM 
layer (explained below in detail). The components and inter-
faces of the CPM are in charge of acquiring specific data, 
analyzing it, making decisions according to predefined poli-
cies, and orchestrating those decisions to ensure the provi-
sion of the monitoring services. The proposed architecture 
uses virtualization techniques, provided by the ETSI NFV 
architecture, to enforce the decisions made by the CPM 
layer and ensure the provision of the monitoring service in 
a flexible and cost-efficient way. Therefore, the integration 
between the CPM layer, the ETSI NFV proposal, and the 
SDN paradigm is also a novel contribution. In summary, the 
SDN paradigm and the NFV technologies simply provide 
standard mechanisms to enforce the decisions made by the 
CPM control layer in a dynamic and flexible way. By tak-
ing into account the previous information, there is a lack 
of standardization mechanisms in the acquisition, analysis, 
detection, and reaction processes.

From bottom to top of Fig.  1, the Virtualized Infrastruc-
ture Manager (VIM) is in charge of creating, controlling, 
and monitoring the whole life-cycle of Virtual Machines 
(VM), instantiated on generic Physical Resources through 
the Virtualized Layer. On top of the VIM, the VNF Manager 
(VNFM) is able to create, manage, monitor, and dismantle 
VNFs running on VMs located at the VI layer. VNFs are 
services oriented to assist in the network management tasks. 
Examples of VNFs can be monitoring services, Intrusion 
Detection Systems (IDS) deployed as Deep Packet Inspec-
tion (DPI) tools, or firewalls, among others. At the same 
level as the VNF, but in another layer, the SDN paradigm 

Fig. 1   Architecture to manage 
the network resources efficiently
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decouples the control plane from the data plane. Thus, the 
SDN Controller and the SDN Applications are able to moni-
tor and manage the control plane of physical and virtual 
network resources.

In order to manage the information considered by the pre-
vious layers, our architecture proposes a management layer 
with two planes: data and control. This proposal is oriented 
to the Control Plane Management (CPM), which handles 
CRI provided by SDN Applications and from the virtualiza-
tion managers (VNFM and VIM). The Data Plane Manage-
ment is outside the scope of this work, which manages DRI 
received from the data plane of SDN Applications as well as 
from existing VMs and VNFs. Regarding the control plane, 
there are several components in charge of monitoring and 
aggregating CRI, analyzing and making decisions to ensure 
the provision of VNFs, and reacting and orchestrating the 
decision-making results according to a given set of internal 
rules and policies defined by the Virtual Network Operators 
(VNO) belonging to the OSS/BSS layer.

3.1 � The control plane management to handle CRI

In order to show how the proposed architecture is able to 
ensure the autonomic provision of the VNF Monitoring, 
Fig.  2 shows in detail the internal communications between 
the different components belonging to the CPM.

Specifically, the Monitor and Aggregator component 
gathers CRI from:

•	 The VNFM. This manager provides metrics with the sta-
tus of the VNF Monitoring (e.g., the number of network 
flows gathered per second).

•	 The SDN Applications. They send CRI about the status 
of elements in the three planes of the SDN paradigm. The 
number of flow entries stored in each switch, the num-
ber of SDN Applications running in the SDN Controller, 
and the logical/physical/geographical location of a given 
application or network resource could be examples of 
CRI gathered by the Monitor and Aggregator component.

•	 The VIM. This component provides CRI about the status 
of the virtual and physical infrastructure in which the 
VNF Monitoring is running (e.g., the percentage of CPU 
and memory used by physical and virtual machines).

Once the previous CRI has been gathered, this is aggregated 
and sent to the Analyzer and Decision component to be 
analyzed and decide the actions needed to ensure the VNF 
Monitoring provision. For this decision-making procedure, 
the Analyzer and Decision considers internal management 
policies (discussed in Sect. 5) as well as high-level policies 
defined by VNOs to set specific thresholds used by manage-
ment policies. Both kinds of policies are provided to the 
Analyzer and Decision through the Policy Manager. Next, 
we define a set of possible actions to ensure the VNF Moni-
tor provision made by the Analyzer and Decision:

•	 Regarding the VNF layer, our solution is able to virtual-
ize a new VNF Monitoring or configure internal parame-
ters of an existing one to guarantee the service provision.

•	 In the SDN layer, we can indicate when SDN Applica-
tions should add, modify, or delete flow entries in the 
switches to balance or filter the network traffic. Moreo-
ver, we can also indicate specific actions of the SDN 
Applications oriented to the control plane of given net-
work elements (e.g., firewalls or IDSs).

•	 Regarding the VI layer, our solution indicates when it is 
required to create new VMs with VNF Monitoring capa-
bilities or add virtual resources like memory, storage, or 
computation power to existing VMs.

•	 In the physical layer, actions like switching on/off physi-
cal resources to guarantee the VNF Monitoring.

The Reaction component in Fig.  2 is in charge of verifying 
that the actions previously decided to be performed can be 
applied without provoking conflicts with the existing ones. 
Moreover, when there are several actions to be performed, 
the Reaction component is in charge of establishing dif-
ferent levels of priority for them. Finally, the Orchestrator 
knows the components responsible of applying the different 
actions and it communicates with them (VNF, VIM, and 
SDN Applications) to enforce those actions.

3.2 � Orchestration to manage monitoring network 
services

This section shows the steps performed by the Orchestrator 
of our architecture in an autonomic way to deploy a new 
VNF Monitoring. As Fig.  2 shows, once it receives new 
actions to be enforced, as indicated in the previous section, 

Fig. 2   Components shaping the 
control plane management Control Plane Management (CPM)

Analyzer & Decision OrchestratorMonitor & Aggregator Reaction

Policy Manager
policies
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it interacts with the different components belonging to the 
SDN, VNF, and VI layers for their actual enforcement.

In order to show how the Orchestrator performs the differ-
ent steps associated to a given action, we defined a simplis-
tic virtualized scenario containing a SDN-oriented network 
to monitor the network traffic by means of a VNF Moni-
toring (VNF_Monitoring1), which is running on a virtual 
machine (VM1) deployed on top of the physical infrastruc-
ture (Compute1). At an initial stage, the network is providing 
VNF_Monitoring1 to ensure the quality of service (QoS). 
However, at a given time the number of Monitored Flows 
Per Second (MFPSs) of VNF_Monitoring1 starts increasing 
until it exceeds a given threshold. This situation brings about 
congestion in VNF_Monitoring1, which is detected by the 
Analyzer and Decision component thanks to the policies 
presented in Sect. 5 below. As a result, the proposed solution 
could decide to keep providing the service by creating a new 
VNF Monitoring (VNF_Monitoring2).

With this scenario in mind, Fig.  3 shows the different 
steps performed by the Orchestrator and the SDN/NFV 
resources to create the new VNF_Monitoring2. To this 
end, the Orchestrator interacts with the VNFM to create 
VNF_Monitoring2 in the existing virtual machine, VM1 
(Step 1 in Fig.  3). The VNFM then communicates with 
the VIM to deploy the VNF (Step 2), finding out that VM1 
has not enough resources when the VIM returns a fail mes-
sage (Steps 3 and 4). Once the Orchestrator receives the 
message, it directly asks the VIM to deploy a new virtual 
machine (VM2) in Compute1 (Step 5). The VIM checks that 
the available physical resource (Compute1) is not sufficient 
to instantiate VM2, and it notifies the situation (Step 6). 
The Orchestrator then checks the catalog maintained by the 
VIM, so as to find out if there are more available physical 

resources to extend the existing one. If so, the Orchestrator 
notifies the VIM that it is required to add new computation 
resources (Compute2), being it in charge of switching on 
Compute2 (Step 9).

Once the physical resources have been extended with 
Compute2 (Step 10), the Orchestrator communicates with 
the VIM to instantiate VM2 in Compute2. When completed, 
the Orchestrator catalog is updated (Step 12) and communi-
cates with the VNFM to deploy and configure VNF_Moni-
toring2 (Step 13). Finally, the Orchestrator notifies the SDN 
Application that it should balance the workload between the 
two VNF Monitoring instances, modifying the flow tables of 
the existing switches for that purpose (Step 17).

4 � Self‑protection use case

This section describes a use case that points out the neces-
sity of autonomically managing the monitoring services 
deployed by our 5G-oriented architecture in real time. In 
particular, the proposed use case shows the importance of 
having a flexible and efficient architecture able to ensure 
the provision of the monitoring service to detect cyber-
attacks conducted by botnets in a proactive way (Mahmoud 
et al. 2015). In 5G networks, the detection and mitigation of 
botnets present an even greater challenge due to the massive 
number of connected devices and higher data rate. Botnets 
have been recognized by Joseph Demarest, director of the 
FBI cyber area, as one of the most powerful threats on Inter-
net. He stated that “each second, 18 computers are recruited 
by botnets” (around 567 million of computers compromised 
annually) estimating losses around 110,000 million dollars 
per year worldwide (Demarest 2014).

Fig. 3   Diagram of sequence 
showing the interaction between 
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To this end, we propose a use case based on decoupling 
traditional botnet detection procedures into two phases at 
two complementary levels of abstraction. The initial phase 
carried out by our architecture is a high-level detection 
phase in charge of identifying suspicious C&C channels 
established between a given C&C server and its recruited 
zombies or bots. These channels are established by the C&C 
server with the goal of controlling the zombies and indicat-
ing when they have to initiate a given attack. In this first 
phase, our architecture makes use of the SDN paradigm to 
monitor and analyze traffic network flows, in order to detect 
suspicious C&C channels very quickly. In 5G networks, 
where the number of packets traveling through the network 
infrastructure is 1000 times higher than in current networks, 
it is not possible to make DPI at this level. Because of this, 
monitoring and detection tools like Snort are not able to 
analyze the sheer number of network packets managed by 
5G networks (Sourcefire 2018). It should be borne in mind 
that we use Snort as a DPI tool because it is the only well-
known DPI tool supporting GTP (GPRS Tunneling Protocol) 
encapsulation traffic belonging to 5G networks. Figure  4 
shows a basic scenario of this initial phase, which comprises 
a Radio Access Network (RAN) where several users and 
suspicious zombies are connected to the Internet through a 
base station (BS1) and several routing elements (switches). 
Additionally, the figure also shows the Internet side where 
different servers, included suspicious C&C servers, provide 
network services. In this scenario the proposed architecture 
is in charge of monitoring the network flows thanks to the 
elements in blue in the figure.

Once the first phase observes suspicious C&C channels, 
our use case launches a second low-level detection phase 
in charge of confirming that the suspicious C&C channels 
are real and a given botnet is then in place. To confirm this, 
our architecture dynamically deploys and configures a Snort 

VNF in real time by using the NFV techniques explained in 
Sect. 3. In addition, thanks the SDN paradigm the network 
traffic between suspicious zombies and the C&C server is 
mirrored to the Snort VNF. In this case, the Snort VNF is 
effective due to the lower number of network packets to 
monitor and analyze (only those belonging to the C&C chan-
nels previously identified as suspicious). Figure  5 represents 
the phase when the proposed architecture deploys a VM with 
an Snort VNF to make a deep package inspection and detect 
the existing zombies and C&C servers (in blue).

Up to this point, we have seen the importance of hav-
ing a flexible and efficient architecture able to manage the 
network resources and ensure the provision of monitoring 
services. In this context, this section has shown different 
actions took by our architecture during the two phases of the 
proposed use case. However, it is also important to define 
an autonomic mechanism in charge of deciding the exact 
moment when it is necessary to deploy a new Snort VNF or 
reconfigure the existing ones. In this sense, Sect. 5 shows the 
policies managed by our architecture in charge of defining 
what, when, where, and how to manage the VNF Monitoring 
autonomically.

5 � Policies to ensure proper provision 
of monitoring network services

This section shows how the proposed architecture uses poli-
cies to make decisions about the network infrastructure and 
communications. These actions will ensure the provision of 
monitoring services in the self-protection use case. Among 
the different existing policies, we use management-oriented 
policies, which are defined in the Policy Manager compo-
nent of the architecture presented in Sect. 3. These policies 
decide the list of potential actions to be taken to guarantee 
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the VNF Monitoring provision, in accordance with dynamic 
contextual information. Regarding the previous use case 
oriented to detect botnets, contextual information could be 
the number of suspicious zombies or C&C appearing in 
our 5G-network, the mobility of zombies around different 
RANs, the overloading of existing Snort VNFs due to the 
number of suspicious zombies, their traffic, etc.

Policy actions influence the behavior of the components 
and layers of the proposed architecture. Considering this 
influence, we categorize our management-policies into 
four different groups, which are detailed in the following 
subsections; namely: Software-Defined Networking, Vir-
tual Network Function, Virtual Infrastructure, and Physical 
Infrastructure policies. These policies are comprised of the 
following elements: the type of policy; the network resource, 
whose information is currently being managed; the metric 
with which the network resources are evaluated; the loca-
tion or region where the policy will be enforced; the date or 
period of time in which the policy will be applied; and the 

result or set of actions to be carried out on the network once 
the policy is applied. The previous elements are shown in 
the next policy structure:

The previous categorization of policies as well as the ele-
ments comprising the policies have been defined to be exten-
sible. This extensibility enables the adaptability of the pro-
posed solution to cover other open challenges of SON such 
as mobility, QoS, or high availability. In order to reach the 
desired extensibility, we use technologies based on seman-
tic web. On the one hand, we use ontologies to represent 
formally the information considered by the policies. On the 
other hand, the policies are modeled using semantic rules 
that consider the elements shaped by the ontologies.

Policies have different actions according to the family to 
which they belong. However, the reaction of a given policy 
can affect different elements belonging to the network infra-
structure. For example, Step 1 of Fig.  3 shows the moment 
when a Virtual Network Function Policy decides that it is 
necessary to deploy a new VNF. At that point, this deci-
sion implies not only the deployment of a new VNF, but 
also a new Virtual Machine (where the VNF will run) and 
add new physical resources (where the VM will be hosted). 
In this kind of situations, the orchestrator of the proposed 
architecture is responsible for knowing the specific action 
associated with policies decisions. For that, the Orchestrator 
interacts with the different managers (VNFM, VIM, SDN 

Type ∧ Resource ∧ Metric ∧ Location ∧ Date → Result

Controller), and maintains several catalogs with the status 
of the network scenario.

5.1 � Software‑defined networking policies

The software-defined networking (SDN) policies allow man-
aging the elements belonging to the SDN paradigm dynam-
ically. By considering the status of the VNF Monitoring, 
users’ mobility, or the location of the infrastructure, this kind 
of policies manages automatically the network resources 
belonging to the data, control, and application planes of the 
SDN paradigm.

One of the most important and useful tasks of the SDN 
paradigm consists in controlling, in real time, the forwarding 
of packets traveling across the network infrastructure. The 
following SDN policy shows an example oriented to manage 
the control plane of switches belonging to the data plane of 
the SDN paradigm.

This policy modifies the flow entries of any congested 
switch that provides network statistics to a given VNF Moni-
toring. That congestion means that the number of MFPSs is 
above a predefined threshold called MFPSRedAlert. This 
situation needs to balance the network traffic between the 
close switches in order to guarantee the provision of network 
statistics to the VNF Monitoring. The metric, location, and 
date parameters are optional in this kind of policies.

In our self-protection use case, the control of the network 
communications is of great importance in order to detect 
C&C channels. During the first phase of the use case, net-
work packets are mirrored to the Snort VNF in order to make 
a deep packet inspection. Once the Snort VNF detects that 
there is a real zombie and the corresponding C&C server, 
we can block the channel drooping their packets through the 
SDN Controller and the network switches.

5.2 � Virtual network function policies

Through the virtual network function (VNF) policies, our 
proposal is capable of managing and configuring the internal 
behavior of the VNFs dynamically, with the goal of guaran-
teeing the VNF Monitoring provision. Furthermore, these 
policies allow instantiating/dismantling VNFs to migrate or 
balance the workload of monitoring services and optimize 
their use.
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As an example of VNF policies, the following policy 
indicates that when a given VNF Monitoring (resource) is 
congested (e.g., the percentage of CPU metric—CPUPct—
is above a predefined threshold CPUPRedAlert), the result 
consists in creating a new VNF Monitoring whose location 
is close to the congested one.

Oriented to the self-protection use case, these policies 
also allow our architecture to configure the existing Snort 
VNFs when there are new suspicious C&C channels. In this 
sense, Sect. 6 describes different experiments performed 
with Snort to find out the time required to add a new rule by 
taking into account the users’ mobility and the number of 
suspicious C&C channels managed by a Snort VNF.

The next policy configures an existing Snort VNF (snort-
Vnf) with a new detection rule when a suspicious C&C 
appears and snortVnf is not overloaded. To ascertain where 
the overload threshold is, we have performed several experi-
ments, which are presented and explained in Sect. 6. Spe-
cifically, Fig.  9 shows how the number of detection rules 
accepted by Snort—NCCchannel—affects the Snort perfor-
mance. In this sense, according to the output of our experi-
ments, we have established that 100 detection rules is the 
overload threshold of Snort.

5.3 � Virtual infrastructure policies

The virtual infrastructure (VI) policies are aimed at man-
aging the virtual network infrastructure automatically, in 

order to ensure the provision of a given VNF Monitoring. 
Among possible actions enforced by this kind of policies, 
we highlight several of them like the creation/dismantling 
of virtual resources (e.g., computation, networking, storage, 
etc.), instantiation/termination of VMs, and even the relo-
cation of virtual resources in existing VMs, among others.

The following VI policy, as an example, shows that when 
a given VM, in which a VNF Monitoring is running, is con-
gested (the percentage of used memory—MemoryPct—is 
above a MemoryRedAlert threshold), the reaction consists 
in instantiating a new VM located close to the congested 
one to later migrate or create a new VNF Monitoring with 
a VNF policy.

Regarding the self-protection use case, Virtual Infrastruc-
ture policies allow our solution to deploy new VMs in spe-
cific locations that host Snort VNF when the existing ones 
are overloaded or far away from the zombies’ locations. Sec-
tion 6 shows different experiments performed with Snort to 
discover the best moment to deploy a new VM with a Snort 
VNF by taking into account the number of suspicious C&C 
channels that it is able to monitor in a given moment, as well 
as the amount of traffic generated by these channels, and the 
zombies’ movements.

According to the results obtained in our experiments, the 
next policy deploys a new VM with a Snort VNF in the 
same area as the existing one (snortVnf) when the number of 
detection rules managed by Snort (channels monitored and 
analyzed) is more than 100 (so it is overloaded).
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5.4 � Physical infrastructure policies

The physical infrastructure (PI) policies allow controlling 
the physical resources belonging to the network infrastruc-
ture in order to ensure the provision of a VNF Monitoring. 
The actions of these policies focus on adding or remov-
ing physical resources such as processors, memory, disk, 
network interfaces, etc. These policies are used when it is 
necessary to add or remove physical resources required to 
accomplish the demand of the monitoring service in a proac-
tive way. Usually, these actions focus on ensuring the QoS 
or availability of the monitoring services provided by the 
self-protection scenario.

As an example, the following policy indicates that when 
a VM is congested, the reaction implies to switch on a new 
physical machine located close to the congested one so that 
it (the machine) can later use the previous policies to ensure 
the VNF Monitoring.

6 � Performance results

In this section, we we report on the results of several experi-
ments conducted with the aim of testing the usefulness of 
our solution. These experiments were intended to allow our 
proposal to change the network configuration in the best 
moment by taking into account the following key aspects:

•	 Overload of Snort when managing GTP as opposed to IP 
packets.

•	 Start-up time of Snort for its setting in GTP and IP detec-
tion.

•	 How zombies’ mobility and CRI affect the number of 
deployments and configurations of Snort.

As experimental setting, the tests were conducted in a dedi-
cated PC with an Intel Core i7-3770 3.40 GHz, 16 GB of 
RAM, and an Ubuntu 12.04 LTS as operating system. The 
results shown in this section have been obtained by execut-
ing the experiments 100 times and computing their arith-
metic mean.

6.1 � Test 1: overload of snort when managing GTP 
as opposed to IP packets

The first experiment focuses on checking the overload 
involved in introducing a new type of network traffic to a 
DPI tool for its deep analysis. In particular, GPRS Tunneling 
Protocol (GTP) is an Internet Protocol (IP) based-protocol 
suite used to carry general packet radio service (GPRS) 
within 5G networks. GTP allows users to move while stay-
ing connected to the Internet. This protocol can be used with 
Transmission Control Protocol (TCP) and User Datagram 
Protocol (UDP). 5G encapsulates current IP packets into 
frames by following the GTP protocol, which supposes an 
increase in packet sizes and extra complexity in the search 
of given string patterns for detection. In these experiments, 
we used Snort (version 2.9.9.0) as opposed to other tools like 
Suricata (Open Information Security Foundation 2018), for 
example, because Snort is actually the only well-known DPI 
tool supporting GTP packets.

In this experiment, focusing on the time difference 
between GTP and IP packets being analyzed by Snort, Fig.  6 
shows those times when varying the number of detection 
rules in Snort, because this increase in rules may also imply 
that Snort needs more time to analyze GTP packets. To this 
end, the figure depicts the times from the injection of a sin-
gle GTP or IP packet (in the network interface where Snort is 
sniffing) to the logging of the corresponding alert (recorded 
by Snort internally). These tests were conducted by increas-
ing the number of detection rules being managed by Snort.

As shown in Fig.  6, Snort’s analysis procedures do not 
represent a significant increase in time when managing GTP 
packets in comparison with IP. This is independent of the 
number of detection rules configured in Snort. On average, 
the increase in time between two types of traffic (GTP and 
IP) is around 0.4896 %, which represents very similar and 
totally affordable times. This fact confirms that the biggest 
problem of Snort will continue to be the amount of network 
traffic it should analyze in real time, regardless of the net-
work technologies being used.

Regarding the amount of traffic that Snort can sup-
port, it is well known that it works well on networks up 
to 1 Gbps, suffering problems from 1.5 Gbps when Snort 
starts discarding packets due to overload. Raza Shah and 
Issac(2018) presented a complete study in performance is 
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provided by comparing Snort and Suricata, proving that 
Snort has a packet loss rate of 3.1 % in networks with a 
transmission rate of 2 Gbps. The experiments performed by 
the authors include results ranging from 1 Gbps to 10 Gbps 
network speed, concluding that Snort dropped more packets 
at 10 Gbps network speed compared to Suricata. However, 
Suricata does not allow native GTP traffic management, so 
additional components would have to be installed on the 
network for GTP decapsulation. Focusing on Snort, there are 
additional solutions that improve performance with the use 
of parallelization techniques such as, among others, those 
based on ASIC (Application-Specific Integrated Circuit), 
which achieve speeds close to 7.2 Gbps with negligible 
packet loss (Hsiao et al. 2012). While these solutions offer 
substantial improvements, they are also hardware-based 
approaches with higher implementation costs.

This amount of traffic will clearly affect the number of 
suspicious zombies that Snort can manage in real time to 
confirm that they are in place. In case of Snort overloading, 
as discussed in Sect. 4, a new Snort VNF should be dynami-
cally deployed to balance the workload in detection. This 
fact will entail the migration of part of the current Snort 
VNF to the new one in order to prevent Snort from discard-
ing packets during the analysis phases.

6.2 � Test 2: start‑up time of Snort for its setting 
in GTP and IP detection

Following the previous experiment, which concluded the 
possibility of migrating detection functionalities from an 
overloaded Snort to another newly deployed Snort VNF, this 
experiment aimed to analyze how much time it takes to con-
figure a new Snort to continue with the detection processes.

The tests were carried out by increasing the number of 
detection rules to configure in Snort, and its start-up until 
detecting the first GTP or IP packet directly injected after 
Snort has been configured. In this regard, we also divided 
the tests between traffic types to verify the implication of 
using GTP packets, if any, as opposed to IP. Figure  7 shows 

the times extracted for this experiment, varying the rules up 
to 40,000.

As shown in Fig.  7, we can quickly check that there is an 
inflection point when 10,000 rules are configured, with the 
configuration and detection time drastically increasing from 
that moment on. At that point Snort needs around 7 seconds 
for performing that process, which is quite a reasonable time 
for the configuration of a new Snort VNF. In addition, we 
can also notice very small variations in time when dealing 
with GTP and IP network packets.

6.3 � Test 3: how zombies’ mobility and CRI 
affect the deployment and configuration 
times in Snort

Once the previous experiments have shown the time required 
to deploy and configure new or existing Snort instances, this 
experiment is tried to show the number of deployments and 
configurations required in a realistic scenario where zombies 
move around different RANs. In this sense, and to answer 
the last important aspect pointed out at the beginning of this 
section, we performed an experiment with several configu-
rations that considers the following representative aspects:

•	 the number of suspicious zombies,
•	 the number of detection rules accepted by Snort,
•	 the mobility of suspicious zombies, and
•	 the number of Radio Access Networks (RANs) where the 

suspicious zombies can be located.

Table 1 shows how the deployments of new Snort VNFs 
and the configurations of the existing ones vary when suspi-
cious zombies increase from 1 to 1,000,000. To perform this 
experiment as realistically as possible, we established 200 
detection rules accepted by Snort, 20 different RANs, and 5 
random movements per zombie.
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Table 1 shows a lineal relationship between the number 
of suspicious zombies and the number of deployments and 
configurations. When the number of zombies increases, the 
number of deployments and configurations also increases. 
It is important to point out that the majority of deployments 
are performed in the first movement due to the fact that 
RANS do not have any Snort running in a proactive way. 
In that sense, the number of deployments (and therefore 
the time) could be reduced by deploying at least one Snort 
before moving the first suspicious zombie. In addition, it is 
also important to know that the number of deployments is 
much lower than the configurations because when a single 
zombie moves from one RAN to another, a new configura-
tion is required. However, to deploy a new Snort in a given 
RAN, at least 200 new suspicious zombies should appear in 
a specific moment.

Figure  8 depicts how the zombies’ mobility affects the 
number of Snort’s configurations when the number of RANs 
increases from 2 to 20. As shown in the figure, when the 
number of RANs increases, the number of required configu-
rations also increases. This is because having more RANs 
increases the probability of zombies’ movements. Specifi-
cally, the interval from 2 to 5 RANs is where the number of 
required configurations is lower. This is due to the fact that 
the probability of moving to a new RAN is lower than when 
there are more RANs. Having more than 5 does not have 
a high impact on the number of required configurations as 
the majority of zombies are already changing RAN in each 
movement.

Finally, Fig.  9 shows that when the number of detection 
rules accepted by Snort increases, the number of Snort’s 
deployments decreases. From 10 to 100 detection rules, the 
number of required deployments is higher than having more 
than 100 rules due to the lower capacity of Snort to detect 
zombies at the same time, and the number of suspicious 
zombies considered in our experiment. In addition, it is also 
important to consider that the more detection rules in Snort, 
the longer is required for Snort’s detection time (as demon-
strated in the previous experiments).

In conclusion, this experiment has shown that there is a 
direct relationship between the number of zombies, the num-
ber of rules accepted by Snort, the number of RANs, and the 
number of deployments and reconfigurations of Snort, which 
defines the time required to analyze and detect zombies.

7 � Conclusions and future work

In this article, we have extended the solution presented by 
Huertas Celdrán et al.(2017) with the definition of a self-
protection use case that shows how the proposed architecture 
autonomically manages Snort VNFs required to monitor and 
proactively detect potential attacks conducted by botnets in a 
5G scenario. In addition, we performed several experiments 

Table 1   How the number of 
suspicious zombies affects the 
number of configurations and 
deployments of Snort

Zombies 1 10 100 1000 10,000 100,000 1,000,000

Deployments 4 18 20 20 60 502 5054
Configurations 1 26 385 3,808 37,981 379,963 3,788,933
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to ascertain the best configuration of the management poli-
cies in charge of deciding what, where, and when to deploy 
or reconfigure monitoring and detection services. Among 
the different aspects considered by our experiments to ensure 
the Snort VNF provision, we highlight the number of bots 
comprising the botnet, their mobility, the traffic generated 
by them, and the available network resources and their 
capabilities.

As future work, we plan to deploy our 5G-oriented archi-
tecture in a fully virtualized environment, using OpenStack 
as VIM to instantiate the virtual resources in which VNFs 
will run; OpenDaylight as SDN Controller to control the 
virtual switches deployed in the OpenStack infrastructure; 
and Open Baton to orchestrate the elements belonging to the 
SDN and NFV planes. Considering this virtualized environ-
ment, we plan to automatically deploy VNFs in real time in 
different RANs and the EPC (Evolved Packet Core) belong-
ing to 5G mobile networks, in order to ensure the provision 
of the monitoring services. Finally, we also plan to work 
in proactive approaches to migrate VNFs before they get 
overloaded, thus improving the continuity of monitoring 
services over time.
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