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Abstract
The last decade has seen major advances in Wireless Sensor Networks (WSN). The limited amount of resources in WSNs is 
the main challenge for securing them. Indeed, sensors are inherently small devices with limited embedded storage, processor 
and battery capacity. The situation is even worse when attackers, with virtually unlimited amount of resources, have direct 
physical access to sensors. Cryptographic keys are used for authentication, authorization, confidentiality, data integrity, as 
well as many other security services. Several proposals have been made for key management in WSNs. In this paper, we 
review some notable key management schemes and propose a new one. The originality of our work lies in two main facts: 
first, we do not place a master key on all sensors before deploying them as several other proposals did, but we rather place 
the master key in a subset of sensors; second, the master keys are volatile, i.e., sensors use the master key to bootstrap the 
system and they delete them shortly after that. Our extensive simulations have shown the efficiency of our approach.

Keywords Key management · Wireless sensor networks · Secure connectivity coverage · Network scalability · Distributed 
algorithms

1 Introduction

The theories, the applications and the benefits obtained from 
the new generation of embedded devices leads the search 
community to design and integrate the required concepts that 
characterized them such as dynamicity, scalability, resource 
consumption and so on (Shi et al. 2011). For instance, perva-
sive healthcare systems, smart grids, and unmanned aircraft 
systems are examples of Cyber-Physical Systems (CPSs) 
and Internet of Things (IoT) networks. In fact, the CPSs 
and IoT are the combination of computational elements and 

physical entities that can interact with humans through small 
physical entities called sensors. Sensors are relatively small 
devices that can measure environment parameters, such as 
temperature, pressure and vibration. This has led to a versa-
tile wide spectrum of applications, ranging from nuclear site 
monitoring to body sensor networks. Sensors are typically 
interconnected using their wireless network interfaces, thus 
forming a Wireless Sensor Network (WSN). One or more 
base stations are used to collect sensor measurements. These 
sensor measurements are exposed to several attack vectors 
while information is transmitted within the network before 
reaching the base stations (Padmavathi et al. 2009; Karlof 
and Wagner 2003).

Security issues have lead researchers to propose a multi-
tude of key management schemes, as for instance (Reegan 
and Baburaj 2013; Xiao et al. 2007). These schemes can be 
classified according to several criteria as illustrated in Fig. 1, 
where the taxonomy of key management schemes is based 
on their encryption key mechanism, as well as on their key 
establishment strategies (Diop et al. 2013; Zhang and Varad-
harajan 2010). In self-enforcing schemes, an asymmetric key 
management class, the establishment of keys is made using 
asymmetric cryptography which is currently rarely used 
regarding the resource allocation and therefore not suitable 
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for sensors (Kavitha and Sridharan 2010). Instead, most 
of the existing security schemes make use of a symmetric 
cryptography system to design an efficient key management 
scheme because these schemes require less computation time 
than other schemes. However, the essential disadvantage of 
symmetric encryption is the key distribution that is mostly 
done through a third party (Abomhara et al. 2010). Another 
possibility is to use hybrid key establishment schemes allow-
ing to reduce the high resource allocation cost on the sensors 
by placing them on the base station side. However, this solu-
tion has some disadvantages such as the incurred overhead 
from the rising communication between the network nodes 
and the base station (Chen et al. 2009). Hence, the manage-
ment of symmetric, or hybrid, keys becomes problematic.

An adequate security mechanism is indispensable to be 
deployed in order to provide the required security services 
such as authentication, authorization, confidentiality and 
data integrity. These services are enforced using crypto-
graphic keys. This is why key management is a crucial 
requirement for WSNs. This paper is an extended version 
of previously published work (Laouid et al.  2016), and 
it aims, together with some improvements, to propose, 
implement and analyze a new Self-managing Volatile Key 
Scheme (Self-VKS) for WSNs. For this purpose, a symmet-
ric key management scheme is proposed in order to estab-
lish keys between adjacent nodes without using key pools 
or rings. This contribution is based on a pair of plain and 
its encrypted correspondent nonce used from each network 
node in the pre-initialization step, where during this step 
the master key Kv will be only inserted into some nodes 
which ensures that an attacker cannot reveal the used Kv 
from any given node immediately after the deployment, 
even if he succeeds in capturing a node from the network. 
The probability to capture a node that has the master key is 

k / N, where k is the number of nodes that have the master 
key. Immediately after their deployment, the nodes which 
have Kv start to share in a secure manner distinguished 
keys with their adjacent nodes. To ensure the propaga-
tion of Kv , every node which holds Kv securely forwards 
prior to its definite removal to its adjacent nodes using 
the newly established key and an efficient algorithm. This 
technique is used to guarantee a short lifetime of Kv over 
every node and over the whole network as well. In com-
parison to (Laouid et al.  2016), this work contains some 
improvements, implementations and a thorough analysis, 
which can be summarized as follows:

– The ambiguity of previous work of where to start the 
keying procedure is not efficient in time duration terms. 
In this extended work, the principle is updated to the fol-
lowing: every node starts the keying procedure with all 
its neighbors but, in case that two neighbor nodes hold 
Kv and each of them sends a pair request to each other, 
the node with a smaller identifier will update the shared 
key by using the received parameters. Moreover, using 
the newly proposed principle resolves all those interlock 
situations that may occur when some nodes are waiting 
indefinitely for the volatile key to execute the pairwise 
key process with their neighbors.

– The scheme of the extended work becomes more flexible 
since the addition of a new node and the node mobility 
are taken into account.

– Each node has to store a set of prime number groups and 
a pseudo-random function. This principle is still the same 
but in order to avoid nested loops finding the intersection 
between two groups and to minimize the size of used 
groups, the prime numbers are reordered in a one-row 
table containing only one instance of each prime number.

Fig. 1  Taxonomy of existing 
key management schemes
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– Through implementation and evaluation in a wireless 
sensor testbed, our extended work clearly demonstrates 
that the proposed scheme ensures acceptable minimal 
time duration, resource allocation and security level.

The rest of the paper is organized as follows. In Sect. 2, the 
notable existing key management schemes are discussed. We 
describe our scheme and give the details of its operation in 
Sect. 3. A thorough analysis and comparative study with 
respect to similar key management schemes is presented in 
Sect. 4. Section 5 concludes our work and identifies future 
research directions.

2  Related work

A good deal of studies has been proposed on the topic of 
key management schemes for wireless sensor networks. Fol-
lowing the taxonomy illustrated in Fig. 1, authors classify 
the proposed key management schemes into three categories 
based on their encryption techniques: symmetric, asymmet-
ric and hybrid. The symmetric schemes are then divided 
into three subcategories based on the key establishment 
mechanism.

Public key technology is mainly used in Internet appli-
cations. The existing asymmetric security mechanisms for 
wire-line and wireless networks cannot apply to wireless 
sensor networks because of the constrained energy, memory 
and computation capability (Zhang and Varadharajan 2010). 
However, some research groups have introduced improve-
ments to successfully implement the asymmetric cryptog-
raphy in wireless sensor networks. An example: the author 
in Sahingoz (2013) proposes an asymmetric key manage-
ment system for wireless sensor networks. A hybrid net-
work structure is used, where the proposed model consists 
of four main components: sensor nodes, cluster heads, a sink 
node and an Unmanned Aerial Vehicle (UAV). To establish 
a secret key between two adjacent nodes, each sensor node 
stores only its private key and the public key of the UAV. 
After the deployment and prior to the secure exchange of 
messages between two nodes, there is a need to know the ID 
of each other. Hereafter, each sensor node should obtain the 
public key of its neighbor nodes from the UAV.

Some authors have proposed hybrid key establishment 
schemes for wireless sensor networks. The motivation is to 
exploit the difference among the base station, the cluster 
heads and the sensors. In Rahman and Sampalli (2012), 
the authors propose a hybrid key management scheme for 
hierarchical WSNs, in which they combine a pairing based 
encryption with a dynamic pairwise symmetric key man-
agement. More precisely, the pairing based encryption is an 
identity based encryption which is used only in key agree-
ment between key managers (because of its computational 

overhead). The scheme of Rahman and Sampalli (2012) pro-
vides a mechanism for key refresh and revocation. Regard-
ing node addition, the base station follows the new node 
addition process discussed in Rahman et al. (2010), adding a 
private secret for the key manager. The sensor nodes are sup-
posed to be homogeneous, but the key agreements inter- and 
intra-clusters are different. Therefore, the key manager nodes 
will die before other nodes, which causes malfunction of the 
whole network. The ECC algorithm is used in Huang et al. 
(2003) to perform security functions on sensors with lim-
ited computing resources. Compared with other public key 
crypto algorithms, much smaller key lengths are required 
with ECC to provide a desired level of security, which means 
faster processing speed, smaller communication complexity, 
in addition to smaller key storage requirements. Moreover, 
in order to prevent the impersonation attack, certificates are 
used which provide a mechanism to check cryptographically 
to whom the public key belongs and if the device is a legiti-
mate member of a particular network. The certificates are 
acquired only before each device joins the network using the 
elliptic curve implicit certificate scheme. However, a perfor-
mance evaluation shows that the sensors need more battery 
and computational resources while the security manager is 
much more powerful, hence we restrict the attention to the 
efficient symmetric key management side only.

Symmetric key management schemes can be either deter-
ministic or probabilistic (Yang et al. 2015). In the determin-
istic case, a total secure connectivity coverage is guaranteed, 
in as much as every two neighboring nodes can establish a 
direct secure link. This type of schemes enables a flexible 
deployment and a simple key establishment. However, some 
key information may not be used which causes a waste of 
memory space. In probabilistic schemes, the secure connec-
tivity is conditioned on the existence of shared keys between 
adjacent nodes. The advantage of this kind of schemes is that 
every two sensor nodes can establish the session key directly. 
However, the flexibility of deployment decreases and com-
putational overhead of key negotiation becomes large. In 
Bechkit et al. (2013), the authors propose a probabilistic 
pre-distribution key management scheme based on unital 
design theory, to solve the dependence problem between the 
key ring design and the network size of existing schemes. In 
fact, unital design theory allows a smart building of blocks 
with unique features that allow to cope with scalability 
and connectivity issues. Before deployment, each node is 
preloaded with t completely disjoint blocks of order m unital 
designs, where each block corresponds to a key set. After 
deployment, neighboring nodes will identify their common 
keys using key identifiers corresponding to their respective 
distinct key rings. When two nodes have more than one com-
mon key, they will use a hash function to obtain the shared 
pairwise key. Hence, in the absence of the common point 
between two adjacent nodes, the pairwise key is established 
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through a secure path. We are once again facing a protocol, 
where the choice of its parameters (the value of t) is cru-
cial. The latter affects the security, scalability, storage and 
even the energy consumption of the protocol. The authors of 
Deng et al. (2005) propose a deterministic transitory master 
key scheme for pairwise key setup, which is an improvement 
of the LEAP scheme. To limit the impact of master key com-
promising, they use it for authentication and do not include 
it in the computation of the pairwise keys. Furthermore, the 
authors suggest erasing the master key from the nodes, just 
after they have established the pairwise key with their neigh-
bors. A new version of this protocol is proposed, in which 
they consider the addition of a new node. Therefore, before 
the destruction of the master key, each node will generate a 
new key using a node identifier and the master key. In addi-
tion, every node generates a number of verifiers, which con-
sist of a random number and its combination with the master 
key. These parameters are used afterwards to authenticate 
the joining node. This point represents a major drawback of 
this protocol. Indeed, increasing the number of the verifiers 
augments the number of nodes that can be added, which 
causes a noticeable waste of memory space. Otherwise, the 
memory space reduction limits the number of nodes to be 
added. Authors of Zhang et al. (2011) propose a distrib-
uted deterministic key management scheme for hierarchical 
WSNs. In this protocol, every sensor node is preloaded with 
a networkwide shared pseudo-random function and an initial 
master key. From these parameters and its identifier the node 
calculates its individual key. After deployment and during 
the initialization phase, each node sends a network joining 
message. The pairwise key and the local cluster key will 
be obtained using information contained in this message. 
Therefore, the communication overhead is reduced. Data 
transferred within the network are always authenticated, 
although not necessarily encrypted. The keys are updated 
after having been used a certain number of times (a thresh-
old). As for mobile nodes and new nodes joining the net-
work, the keys are established using an elliptic curve digital 
signature algorithm. The main advantage of this protocol 
is that the pairwise keys are decentralized, which implies 
that compromising a node does not affect any other non-
compromised pairwise key. However, this protocol is not 
adequate for dense and large-scale networks.

Another factor partitions the symmetric key management 
schemes into arbitrated keying schemes or pre-distribution 
schemes Jr. et  al. (2010). Concerning arbitrated keying 
schemes, the key establishment must pass through a trusted 
central point. These schemes are attractive under the con-
dition that the central point is considered totally secure, 
whereas in the pre-distribution schemes the keys are loaded 
into every node before the deployment. This is suitable for 
WSNs, because we do not need a central station after the 
deployment. Authors of Gandino et al. (2009) propose a 

new version of an arbitrated key distribution scheme for 
distributed wireless sensor networks. The additional aspect 
is the use of a transitory master key to perform some trans-
formation in order to increase the number of different keys 
used in the network. The initialization phase is the same 
as in classical random key distribution schemes, namely, 
that each node performs with his neighbor a shared key dis-
covery from the ID of a starting key pool. The next step is 
the arrangement of the two nodes on a randomly chosen 
number of iterations. According to this value, they operate 
a transformation of the shared key using the master key. In 
addition to the shared key, the remaining keys also undergo 
a transformation according to a random number of iterations. 
Finally, any secret material apart from the final pairwise key 
is erased. Thus, this protocol slightly increases the security 
of the random key distribution schemes at the expense of 
storage space. Indeed, the stored parameters are numerous. 
The authors of Du et al. (2003) propose a key pre-distribu-
tion scheme built on Blom’s method to benefit from their �
-secure property, and to combine it with random key pre-dis-
tribution. Blom’s method uses one key space, which ensures 
the existence of a unique key shared by every two nodes. 
This property can be represented by a complete graph. The 
reasoning of the authors is to use a connected graph instead 
of a complete graph. Hence, they use multiple key spaces 
instead of one, in the aim to reduce key information in each 
node. It follows that two nodes with a common space can 
calculate a pairwise key. On the other hand, they can conduct 
a key agreement via other nodes which share pairwise keys 
with them. Furthermore, the authors suggest to treat two-
hop neighbors as direct neighbors. Thus, one-hop neighbors 
must send the received message in turn. We note, however, 
as an important aspect, that the protocol proposed does not 
provide a key refresh process. Also, it is complex to choose 
the parameter values that decide upon security, performance 
and network connectivity. The authors of Al and Yoshigoe 
(2008) propose a key management scheme for hierarchical 
wireless sensor networks, where the key is updated at every 
sending using the last message received. Each node pos-
sesses its own pre-distributed key and a key generator which 
it has received from a supernode. These two keys will be 
used to generate the first encrypted key. Regarding the fol-
lowing encrypted keys, they will be calculated using the 
pre-distributed key together with the last received message. 
Occasionally, supernodes will distribute a new key generator 
and the previous steps are executed again. The one-time-
keys are also protected by a masking policy, that is used as 
part of the hidden operation. We also note, that the mas-
ter key is the same and inserted into all sensor nodes. This 
implies that the capture of a given node at the moment of the 
deployment may compromise the entire network.

Furthermore, symmetric key management schemes can be 
categorised into distributed and centralized based on whether a 
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central key controller is involved for key distribution (He et al. 
2013). In the distributed case, the neighboring nodes collabo-
rate to reach key negotiation, whereas in centralized schemes, 
the key establishment involves a central key controller. There-
fore, in the latter, the security of the network closely depends 
on the security of the central key controller. The authors 
of Mehmood et al. (2017) propose an Inter-Cluster Multiple 
Key Distribution Scheme for WSN (ICMDS) for securing the 
exchanged information between the sensors and their respec-
tive cluster heads. In fact, ICMDS uses a pre-distribution key 
technique which works efficiently in multi-hop clustering envi-
ronments. However, in ICMDS the base station is exploited 
as a third part for computing the shared key, where a central-
ized solution in WSN environments is not always preferred. 
A key predistribution scheme is proposed in Gao et al. (2017) 
based on mixed-level orthogonal arrays, which enables sensor 
nodes to communicate securely. The secure connectivity and 
resilience are ensured but several choices for the parameters 
can be used which leads to manually configure the network. 
In Chen et al. (2011), the authors propose a dynamic distri-
bution key management scheme. The principle is to use the 
data key only once to send a single packet. This key is calcu-
lated from the source identifier, a counter, the sharing session 
key and a dynamic distribution key. The distribution key, in 
turn, is calculated from the source and destination identifiers, 
a counter, the sharing session key and a random number. To 
ensure the confidentiality of the distribution key, the sharing 
session key is used to encrypt it. Consequently, a transmitted 
packet consists of the cipher text of data and the cipher text of 
a distributed key. At the reception, the node will decrypt the 
data and will use the distribution key to calculate the data key 
of the next package. The weakness of this protocol is that if 
the sharing session key is compromised, the whole network 
may be compromised. The dynamic pairwise symmetric key 
management used for key agreement between nodes of the 
same cluster is described in Rahman et al. (2010), and based 
on Du et al. (2003) as we discussed previously.

As a conclusion, the security services can be ensured by 
cryptographic keys and key distribution mechanisms. Select-
ing the most appropriate mechanisms is one of the vital parts 
of the system. The selected mechanism should meet the con-
straints of sensor nodes like power consumption, code size, 
data size, and processing time. In our proposed system, we aim 
to develop a secure WSN system minimizing these resource 
consumptions and maximizing security performance.

3  Proposed self‑managing volatile key 
scheme

This paper extends the work published in Laouid et al.  
(2016) and beyond, contains some improvements to ensure 
the efficiency of the proposed scheme by minimizing the 

lifetime of the volatile key over the nodes. Moreover, the 
proposed Self-VKS will be thoroughly analysed in the 
next section to show its feasibility in reality. In fact, the 
motivation to extend the published work is to exploit sim-
ple operations allowing to respond to issues and security 
metrics encountered in WSNs (He et al. 2013; Simplício 
et al. 2010). Table 1 shows a set of used primitives in 
the proposed deterministic scheme. To achieve the aim 
that every two adjacent nodes share the same key between 
them, all nodes should be pre-loaded by initial informa-
tion prior to the deployment. As a next step, each pair of 
adjacent nodes securely establishes its own key using the 
initial configuration where a Message Authentication Code 
(MAC) is used before starting the secure communication 
in view of an authenticated channel. The initial informa-
tion is given by a pseudo-random function, finite groups 
which contain prime numbers and a volatile master key 
(only inserted in some particular nodes). From here on, 
we use the term of Volatile Key ( Kv ) instead of the name 
Master Key since in the proposed scheme the master key 
may appear in some nodes but not in others. A solid key 
management scheme is a scheme which considers that an 
attacker may have a very high power computation resource 
to extract the master key prior to the erasing time running 
out. In (Zhang et al., 2011) and (Deng et al., 2005), it is 
supposed that an attacker can capture any node from the 
network in order to extract the master key before accom-
plishing the pairwise key step. Authors in (Zhang et al., 
2011) assume that an attacker cannot extract the key prior 
to 10s, and to ensure the confidentiality of the master key, 

Table 1  Primitives used in our deterministic scheme

Notation Description

N Number of deployed nodes
ni The ith node in the network
IDi Identifier of node i
ni → type, ∗∶ M Node ni broadcasts the message M

to all nodes in its radio range
PReq and PResp Request and Response, respectively, of

a pairwise key between two nodes
noncei Random value generated by ni
Xi Arbitrary group selected by ni
Kv Volatile master key used to share securely the

noncei between ni and nj
f(int, int) Pseudo-random generator that takes 2 integers

as parameters
Kij Pairwise secret key between ni and nj
counter Used to prevent a data replay attack;

can also be used as nonce (Rogaway 2004)
Ek(M) and Dk(M) Encryption and decryption

of message M using the key k
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a countdown is defined to erase all initial data in time less 
than 10s. Indeed, it is possible to extract the master key in 
this case if an attacker ceases or destroys the countdown 
before reaching 10s. Moreover, the authors assume that 
every deployed node will run correctly after the deploy-
ment until the erasing key step, which is strongly impos-
sible in case that thousands of nodes are deployed.

3.1  Pre‑configuration step

To reach the objective that any two adjacent nodes can 
securely share the same key, they are pre-configured by 
confidential and public information prior to the deploy-
ment step. The plain and its encrypted correspondent are 
used in this proposition to securely share the same value of 
a variable between every pair of adjacent nodes ni and nj . 
Moreover, a distributed decision during the computation of 
this value from ni and nj is considered. The scenario, is that 
each pair of adjacent nodes ni and nj securely generates the 
private key Kij using the generated variable values as param-
eters for a pseudo-random function. In the pre-configuration 
step, it shall insert into every network node a plain with its 
encrypted correspondent of random nonce ( Pi , Ci ) and a 
selected group as shown in Table 3. Also, a finite number of 
prime numbers, selected randomly and divided into groups 
in such a way that all intersections between two distinct 
groups contain a single prime number, as illustrated by an 
example in Table 2, is inserted into every network node. The 
goal of these groups is to distribute the task of key computa-
tion between every two adjacent nodes, where each node ni 
and nj randomly selects one group, and the intersection value 
of both selected groups is considered as a common prime 
number selected by ni and nj.

A volatile key Kv is used only to securely establish the 
pairwise key before removing it. Therefore, each legitimate 
node is pre-loaded by the following information prior to the 
deployment step:

– The pre-defined prime number groups are considered 
public data accessible by anyone.

– A pseudo-random function for the generation of nonces, 
which in turn are considered confidential data and which 
should only be sent securely.

– A hash function to compute the message authentication 
code MAC which is used to compute the shared key Kij.

– An encryption function to encrypt and decrypt data.

3.1.1  Contribution

The major contribution of this work is to respond to the 
issues raised in (Zhang et al. 2011) and (Deng et al., 2005), 
that the master key is inserted into each legitimate node, and 
its life duration is very short to avoid being recovered by 
an attacker. However, an attacker can capture any network 
node immediately after the deployment to recover the used 
master key. Therefore, in this work, Kv is only inserted into 
some particular nodes. In order to minimize the probability 
p for a volatile key to be recoverable by an attacker without 
losing its short lifetime duration, we insert Kv into k nodes 
prior to the deployment step. The number of nodes which do 
not hold Kv equals l so that k ∪ l = N . In fact, the proposed 
scheme works efficiently if Kv is inserted into nodes that are 
well secured and which cannot be captured by an attacker. 
For instance, in the battle scenario Kv can be inserted into the 
sensors that are in the border. However, even if an attacker 
succeeds in capturing a node from the network, the probabil-
ity to capture a node that has the master key is k / N, where 
k is the number of nodes that have the master key.

3.2  Deployment and keying step

Every network node executes the following steps to share a 
secret key with each of its neighbors:

– Discovering step immediately after the deployment, 
every node broadcasts a discovering neighbor message. 
The discovering neighbor message aims to discover the 
neighboring nodes and is also used as a PReq message to 
start the keying step. The discover message contains the 
identifier of the source, the encrypted nonce and group. 
From here on, encrypted data means the encrypted nonce 
and group as shown in Table 3. To avoid the collision of 
broadcasting at a same time, every node implements a 
binary exponential backoff algorithm to avoid collisions 
before broadcasting.

– Storing step every node stores for each received PReq the 
identifier and the encrypted data of the received PReq.

– Distributed computation step hereafter, a node ni starts 
the computation of the shared key with its neighbors if it 
has the volatile key. This technique is used to guarantee a 

Table 2  Prime number group 
example.

Group Prime numbers

A P1 P2 P3 P4

B P1 P5 P6 P7

C P2 P5 P8 P9

D P3 P6 P8 P10

E P4 P7 P9 P10

Table 3  Plain and encrypted data ( Pi , Ci ) inserted into node ni

Plain data Encrypted data

noncei||Xi EKv
(noncei||Xi)||MAC
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short lifetime of the volatile key over the whole network. 
An authenticated broadcast message is used to prevent 
an attacker from starting a false pairwise request. Oth-
erwise, the node waits until receiving a PResp from one 
of its neighbors. In case that a node ni holds Kv , it starts 
the keying procedure with one of its neighbors, say nj , 
using the stored identifiers and the encrypted data, and 
it resends to nj , in plain format, PResp which contains its 
identifier and the selected group Xi.

– Computing the shared key step after the decryption of 
the DKv

(EKv
(noncej||Xj)) from ni , each node can compute 

the shared value nonceij using Eq. (1). Therefore, using 
the scenario described above, every pair of neighboring 
nodes is able to compute a common key, as illustrated 
in Fig. 2, where Gen means the generation of a random 
nonce, and Sel means the selection of an arbitrary group. 
Finally, the key shred by ni and nj is computed using the 
pseudo-random function as shown in Equation 2. The 
scenario of these steps is shown in Algorithm 1 which 
should be executed by every legitimate node immediately 
after the deployment.

P1 P2 P5 P3 P6 P8 P4 P7 P9 P10

3.2.1  Efficiency settings

In order to maximize the keying time duration, the con-
cerned node securely sends the volatile key using the 
shared key Kij in the PResp message, where the node 

(1)nonceij = noncej mod (Xi ∩ Xj)

(2)Kij = f (noncej||IDj, nonceij||IDi)

nj computes Kij before sending the PResp as shown in 
Fig. 2. Also, ni computes Kij before revealing Kv . Equa-
tion 1 gives nonceij = noncej if noncej < Pij , meaning that 
the shared key between ni and nj is not a distributed task 
and may decrease confidentiality. Therefore, we enforce 
that every generated nonce should be greater than the big-
gest prime number of all groups. Moreover, to avoid to 
flood the network, every node runs the scheme of Fig. 2 
only once, where it computes the shared key with the 
PResp sender before starting the keying procedure with 
other neighbor nodes. Finally, we have to resolve the case 
that two adjacent nodes hold the volatile key at time t, a 
situation in which both will send PResp to each other, 
and which would lead to sharing a different key between 
these two adjacent nodes. In this case, the node with the 
smaller identifier will update Kij by recomputing the new 
shared key using the received selected group and its own 
nonce. P1 P2 P5 P3 P6 P8 P4 P7 P9 P10

3.2.2  Resource allocation

In comparison with some proposed schemes which use 
the pool and ring key, we gain an important storage space 
because, as shown in Sect. 3.1, a nonce (with its encrypted 
correspondent) and a table of prime numbers are inserted 
during the initialization step. The size of the prime num-
bers is not related to the size of the network which allows 
to provide a scalable network without the need of further 
storage resource.

In order to avoid the nested loops to find the intersec-
tion between two groups and to minimize the size of used 
groups, we reorder them in a one-row table by inserting 
each number from Table 2 as soon as it appears a second 
time using the following equation:

where i = max{Xi,Xj} and j = min{Xi,Xj} . Therefore, 
Pij = tab[index].

Example: Suppose that ni selects group D and nj selects 
group B from Table 2. Then Pij = P6 . To use Eq. 3 we 
r e o r d e r  T a b l e   2  a s  f o l l o w s : 

(3)index = j +

k=i−1∑

k=2

(k − 1)!

Fig. 2  Key establishment scenario between nodes ni and nj
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to 

obtain:

On the other hand, the encryption of the used nonces before 
the deployment and the sending of PReq during the discov-
ering neighbor phase allows to save a lot of energy. There-
fore, in the proposed scheme every node sends just to each 
of its neighbors a response right after the calculation of the 
shared key between them.

3.3  Key refresh and data freshness

Beyond their limited resource of computation other kinds of 
attacks such as capture of a sensor node, theft of sensed data, 
injection of false data, etc. may occur. Hence, the proposed 
key management scheme should still focus on the two met-
rics Efficiency and Highlight, which are pertinent for WSN 
security concepts. Moreover, main functionalities such as 
key refresh should be ensured. To refresh the key between 
two adjacent nodes, the same scheme is used when only the 
concerned nodes ni and nj will participate in the generation 
of the new pairwise key K′

ij . To reach this aim, a counter is 
used where any node fires key-refresh as soon as this counter 
reaches its bound or by receiving an authenticated alert of 
misbehavior within the network. In both cases, the network 
node ni starts the same deployment scenario for updating the 
key with its neighbors by generating a new nonce′ij , 

index = 2 + [(2 − 1)! + (3 − 1)!] = 5

selecting a new group X′
i
 and sending a PReq to all its neigh-

bors using Kij to encrypt the new generated nonce and the 
selected group EKij

(nonce�i||X
�
i) . To prevent a replay data 

attack, we assign to each neighbor node nj of a given node 
ni a distinct counterij which increases its value by one for 
each message sending and which allows to reach two goals. 
First, to ensure data freshness and to prevent the attacker to 
reuse sent data where we use the counter as a parameter in 
the encryption phase before sending the encrypted data. Sec-
ond, to use the counter to update the shared key as shown 
above. An unauthorized attacker eavesdrops on the com-
munication between two neighbor nodes in order to steal 
information stored in a system by wiretapping (Uma and 
Padmavathi 2013). Therefore, in passive attack scenarios an 
attacker can eavesdrop some confidential information when 
a given node sends the same ciphered data every time, and 
it is easy for an attacker to eavesdrop on some captured mes-
sages, prior to key-refresh, the confidential information 
without decryption. Therefore, the counter can also be used 
as a nonce because it will be used once for every single dif-
ferent key. This nonce is useful for the situation where the 
sensors send a limited number of data types, for instance the 
values “True” or “False”.

3.4  Addition of a new node

Most of the proposed algorithms for key pre-distribution 
suffer from the lack of a distributed mechanism for adding 
new nodes. The Elliptic Curve Digital Signature Algorithm 
(ECDSA) is used in Zhang et al. (2011) to authenticate new 
nodes without a remarkable impact on energy consumption. 
However, the proposed solution in Zhang et al. (2011) is not 
always ready to be implemented in sensor networks because 
this kind of networks suffer from the lack of a predefined 
network structure. In fact, asymmetric cryptography solu-
tions are used for WSNs in many approaches by including a 
noticeable improvement, but they are insufficient, too, due 
to the time of computation and resource consumption. Our 
approach focusses on symmetric key solutions which are 
preferred in terms of energy consumption and computation 
speed.

A distributed technique for adding new nodes is proposed 
using symmetric key cryptography. Indeed, when we pro-
pose a high security scheme, it will lead us to high resource 
consumption. Therefore, weighting between security level 
and resource consumption is preferred. The welcoming key 
Kw is used to ensure the adding of new legitimate nodes to 
the deployed network. The scenario of adding new nodes 
to the deployed network is similar to the scenario pre-
sented in Sect. 3.2, where before addition to the network 
those nodes will be pre-configured in the same way as the 
deployed nodes. In this case, the nonce and selected group 



3357A self-managing volatile key scheme for wireless sensor networks  

1 3

are encrypted using Kw , which itself will not be inserted into 
them. After the deployment of the new nodes and unlike 
to the keying step of Sect. 3.2, the PReq and PResp run in 
one way, where the new node broadcasts a PReq and every 
neighbor node responds to it. During the deployment of new 
nodes the base station securely sends Kw to the sink node to 
securely share it with every deployed node. Hereafter, the 
execution of Algorithm 1 is used to integrate the new nodes. 
The welcoming key will not be stored in the deployed nodes, 
they only use it if there are new nodes in their radio range. 
On the other hand, any new node cannot join the network if 
it is not in the covered range of at least one of the deployed 
nodes. Thus, a new node not within the covered network 
range should wait until one or more of its new neighbor 
nodes are connected to the network.

3.5  Dynamicity and node mobility

Many WSN applications impose the mobility of the con-
nected nodes (Hammoudeh 2016), and ensuring a secure 
such mobility has been a large research field in recent 
years (Nack 2010). This paper focuses on unidirectional trust 
way using the scheme presented in Sect. 3. The third part 
of this scheme is used to trust the new neighbors by means 
of the node which has been moving. After the keying step, 
every node generates its own mobility key and by using this 
key, sends an encrypted and plain nonce to its neighbors. 
Therefore, when a node moves to another position it shall 
ask the new neighbors to share a new key using its own 
mobility encrypted nonce. Hereafter, the new neighbors look 
for the corresponding encrypted data of the newly arriving 
node from the network in order to start the keying scenario 
shown in Fig. 2. Only the moved node can trust its new 
neighbors, and the opposite is suitable only if we suppose 
that the attacker cannot extract the internal data after captur-
ing nodes.

4  Evaluation and analysis

This section analyzes the proposed scheme by focussing on 
two criteria. First, a real experimentation with 12 sensors 
is used to verify that the algorithm converges in an accept-
able time, i.e., all nodes are able to establish keys with their 
neighbors in a realistic time. Second, a simulation of a net-
work containing numerous sensors is needed to measure the 
efficiency and scalability of the proposed technique.

In Nadeem and Javed (2005), Nadeem and Javed observed 
that the Blowfish algorithm is the fastest encryption algo-
rithm while ensuring robustness with a large key size. There-
fore, the Blowfish algorithm is run with a key size of 128 bits 
to encrypt and decrypt the exchanged data. Furthermore, in 
Estébanez et al. (2014) authors show that the SuperFastHash 

algorithm is elegant, extremely fast, providing the conveni-
ent function for MAC calculation as well as the generation 
of keys from nonces. Table 4 defines the materials and tools 
used in this analysis.

4.1  Node to node experimentation

A real experimentation of 12 connected TelosB sensors is 
used to compute the execution and communication time of 
the proposed scheme. We placed the volatile key on one 
sensor which was connected to a laptop using a serial port in 
order to obtain the time needed for keying. Furthermore, the 
neighborhood discovery time was fixed to 4 s. We ran our 
experimentation a 100 times and observed that the average 
lifetime of a volatile key on a sensor before its deletion was 
4.023 ms. The average time it took to propagate the volatile 
key throughout all sensors was 4.045 ms. In the next section, 
we will use the real values of the obtained time to simulate 
a network with hundreds of sensors.

4.2  Stochastic automata network (SAN) modeling 
and simulation

To evaluate and study the behavior of the proposed Self-VKS 
for a large number of sensors, a SAN for an analytical model 
is used (Plateau and Atif 1991). Furthermore, we ran the 
simulation experiment using the CupCarbon simulator tool.

4.2.1  Network modelization

We consider networks in which there are two types of traf-
fic [pair request traffic ( PReqt ) and pair response request 
( PRespt)]. Moreover, there is one buffer for each traffic type 
with finite capacity Breq for pair request traffic.

Additionally, we assume that the arrival of pair response 
traffic follows a Poisson process. The Poisson distribution 
characterizes discrete events occurring independently of one 
another in time, as is the case for the occurrence of the vola-
tile key Kv when a given sensor fires PRespt . The duration of 
a pair request PReq is fixed to a predefined time t1 = x . We 
serve a PResp packet if there is no white token in the buffer 

Table 4  Software and devices used in our analysis

Tool Description

TelosB Implementing some 
functions to estimate 
their real execution 
time

CupCarbon Simulator Checking the behav-
ior of the proposed 
scheme by an ani-
mated interface
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and a black token is not available. The white token means 
that the keying process is done, whereas the black token 
means that the sensor holds Kv.

The proposed system can now be described using the 
defined automata. Before giving the automata, we may 
describe the different transactions as follows:

– Twait is a transaction which indicates that there is no 
PRespt and no white token in the buffer.

– Tidle is a transaction which fires if there is PRespt traffic 
but no black token in the buffer.

– Tprocess is a transaction which fires if there is PRespt traffic 
and an available black token in the buffer.

– Tdone is a transaction which fires if there is no PRespt traf-
fic, but a black and white token in the buffer.

As for all transactions, the summation of the routing prob-
ability is equal to one as there is only one state at a time t. 
The system behavior is described by the automata given in 
Fig. 3, where t2 = 0.

Once the automata built, it is possible to deduce the dif-
ferent parameters. Basically, the proposed scheme is influ-
enced by three parameters: the first is the number of nodes 
which obtain Kv at the pre-initialization phase, the second 
indicates the localization of these nodes after the deploy-
ment and the third represents the density of the deployed 
network.

4.2.2  Simulation experiment

We have used a CupCarbon based sensor network simula-
tor (Bounceur 2016; Sharaf et al. 2017) to measure energy 
consumption overhead. Our key management approach uses 
pre-defined encrypted nonces to generate keys, or to perform 
any extensive computation associated with key management. 
A few encryption/decryption operations are required during 
keying process, nevertheless their complexity depends on 
the number and the location of sensors that hold the volatile 
key at the beginning, and assuming that there exist very low 
energy consuming algorithms that provide sufficient level of 
security. In the simulation, the first objective is to observe 
the behavior of the network, which is difficult to be predicted 

analytically. In this context, our metrics are the energy con-
sumption per node, within the whole network, and the over-
head of security in terms of energy consumption.

The implementation of Algorithm 1 simply says that the 
proposed scheme does a flooding by starts from sensors 
that hold the volatile master key Kv , where the communica-
tion starts in the form of a tree [distributed BFS (Ueno and 
Suzumura 2013)]. Basically, when each node has on aver-
age k neighbors, the total consumption of the network is 
equal to Em = (k + 1) × N ( Em is the value of the consumed 
energy in terms of the number of messages). Hence, the 
efficiency of the energy consumption is immediately related 
to the density, the size of the packet and the cost of the used 
encryption and decryption techniques. At the level of one 
node, each sensor will broadcasts the discover message and 
it will receive at most k messages. This analysis means that 
the consumed energy average by each sensor is Em = k + 1 
Therefore, for the aim to study the energy of consumption 
it must especially play on the density and not on the num-
ber of nodes. In fact, the augmentation of the number of 
sensors by keeping the same node density leads us to have 
the same average of the energy consumption. As shown in 
Fig. 4, the simulations confirm that the average energy con-
sumed according to the size of the network (same density) 
still always the same. In contrast, the scenario of using a 
topology more dense by augmenting the number of sensors 

Fig. 3  Automata system mod-
elization

Fig. 4  The impact of the network density on the consumed energy



3359A self-managing volatile key scheme for wireless sensor networks  

1 3

in the same testing area, Fig. 4 shows an acceptable increase 
of energy consumed by the deployed network. The average 
energy consumption overhead is very low, in terms of micro 
Joules (mJ). This overhead consists of communications cost 
at the sensor due to transmission of confidential information 
during bootstrapping of the network. The obtained simula-
tion results found that the total energy used in the network 
for the proposed scheme was 2.73 J, and for the Energy-
efficient Distributed Deterministic Key management scheme 
(EDDK) a total energy 4.2J was used. It is obvious from the 
described principle of EDDK management scheme in the 
Related work Section, that the proposed scheme uses signifi-
cantly less energy. This is because every node in the network 
is not responsible for generating nonces and encrypting them 
before starting the keying process.

On the other hand, the system described in the previous 
section has been implemented on CupCarbon tools to check 
its feasibility. Figure 5 shows the used topology of 196 nodes 
deployed in an area of 320 × 220 m2 , where the obtained 
execution and communication time values in the previous 
real experimentation are used in this section. This topology 
aims: (1) to represent the behavior of the proposed scheme at 
time t, where at the beginning Kv is inserted into the central 
node. The yellow circle represents the sensors which hold 
Kv at time t and the red arrow represents the communication 
direction between the nodes. (2) to analyze the influence of 
the fixed parameters on the required time of the proposed 
keying technique, where in the first scenario, Kv is inserted 
into the center of the topology (i.e., into the triangular sen-
sor lying in the center), and in the second scenario, Kv is 
inserted at the corner (i.e., into the triangular sensors lying 
on the border). The third scenario uses the same number 
of sensors in another dense topology to deduce the influ-
ence of the density on the execution time. As a result, Fig. 6 
shows that starting from the central node has an advantage 
to run the keying process in all directions which minimizes 

considerably the time to finish the keying over the whole 
network. Moreover, the density is relatively noticeable when 
a dense architecture is used.

In fact, the proposed scheme can be more efficient in 
case that the number of sensors that hold the volatile key k 
does not exceed a known threshold at any given time t with 
the objective of keeping the probability Pt below P, where 
P = k∕N is a predefined threshold. Furthermore, the short 
execution time is related to the position and the number of 
sensors that hold the volatile key at the beginning. Figure 6 
shows that a dense topology has the shortest execution time, 
but at t = 220 ms the number of sensors that hold Kv is big. 
Also observe that inserting Kv at the corner is the worst way 
to prevent an attacker. Therefore, the best strategy is to insert 
the volatile key in the center of the deployed sensors with 
an acceptable density. In fact, the density parameter draws 
attention to treat the relation between the density and the 
living lifetime of Kv . Figure 7 indicates the time required 
by a sensor with n neighbors. The living time is suitable for 
n < 10 but it is not practicable if n > 25 which means that 
the delay increases with an increasing number of neighbors. 
Other factors can also cause a noticeable delay for a dense 
topology such as collusion managing, processing time and 
so on.

4.3  Security analysis

This section critically reviews security aspects of the pro-
posal and discusses the impact of known outsider attacks, 
including physical attacks where the attacker can get hold 
of one or more sensors.

4.3.1  Security validation

It is crucial to start by proving that, under optimal condi-
tions, our scheme is secure (the next few subsections will 
discuss attack scenarios). This amounts to emphasize the 
following three points:Fig. 5  The propagation of the volatile key

Fig. 6  Number of sensors that hold the volatile key
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1. The pairwise key establishment between two nodes is a 
secure process.

2. The volatile master key, while in transit between two 
nodes, is secured properly.

3. All nodes will receive Kv.

We start with the first two points: the key establishment is 
done between two nodes; one node ( ni ) holds Kv , the other 
( nj ) knows a token {noncej||Xj}Kv

 . The exchange starts with 
ni broadcasting a message saying that it holds Kv , to which 
nj replies by sending its encrypted token. Once the token 
is received, ni extracts the nonce as well as Xj . It finds the 
common prime number, then uses it to create a new nonce 
that is unique to i and j. Both nonces are used by ni to cre-
ate a new key Kij , and to send Kv (the volatile master key) 
encrypted using Kij . The security of these messages depends 
on Blowfish, which is the algorithm used to encrypt all 
exchanges. Blowfish does not have any known weaknesses. 
Furthermore, a message authentication code is used to detect 
modifications of the exchanged message. At the end of this 
process, (1) a shared key Kij has been securely established 
using the Blowfish algorithm, with inputs from both nj and 
ni , and (2) Kv has been securely shared with nj using Kij , thus 
proving the first two points.

As to the third point, Kv is propagated to a node that 
did not hold it ( ni ) and from a node that held it ( nj ) after 
the secure exchange described above. Let us prove by con-
tradiction, that every node in the network will get hold of 
Kv after some time. Assume that nk , which belongs to the 
same connected network as a holder of the key, nj , did 
not receive Kv . If nj does not have any neighbors, then it 
is not part of the network, which is in contradiction to the 
assumption that nj and nk are in the same network. So nj 
has neighbors, and we may consider one of it, say nk1 . If 
nk1 received Kv at any point, then it would have transferred 

it to nk after key establishment. We conclude that nk1 has 
never received the key either. We iteratively apply the 
same logic as we did with nk to build a chain of nodes 
nk1 , ..., nkM that are interconnected, never received Kv , and 
have at least one path to nj . The network has a finite num-
ber of nodes, say N, and by following our logic, kM will 
reach the value of N, which would mean that nj itself has 
never received the key, resulting in a contradiction to our 
assumption that nj holds Kv . This proves that any node 
nk in the same network as at least one node nj holding Kv 
will receive it at the end. The rest of this section discusses 
how effective a variety of WSN attacks are against the 
proposed scheme.

4.3.2  Physical attack

An attacker might be able to get physical access to a sen-
sor. This situation could be worse if this happens while 
the volatile master key is in that sensor. It has been proven 
that extracting keys from sensors is not an instantaneous 
operation (Casola et  al. 2011). Unlike most proposed 
deterministic schemes, the Self-VKS scheme is more effi-
cient against a physical attack, where an attacker has a 
probability P = k∕N  to pick a sensor holding Kv.

As a countermeasure to this attack, the volatile master 
key lifetime can be set to be smaller than the extraction 
time i.e., if the extraction time is XT and the lifetime of Kv 
is KL, it is enough to extract Kv such that XT < KL . That 
is, if a sensor falls in the hand of an attacker, then they 
can extract Kv after XT ms, but that would have already 
expired before they get hold of it. The same applies to 
pairwise keys, as these would have been expired with the 
expiry of Kv.

Fig. 7  The lifetime of Kv as 
a function of the number of 
neighbors
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4.3.3  Hello flood attack

Nodes discover their neighbors by broadcasting an encrypted 
“hello” message. Sending the “hello” message can be done 
only within a predefined small window of time, after which 
all “hello” messages are simply ignored, thus removing the 
threat of a potential “hello” flood message.

4.3.4  Sybil and replay attack

An attacker can disturb the network by reusing sent data to 
generate a redundancy of information in order to spend the 
nodes’ energy or by declaring himself as a node using the 
identifier of other nodes. We prevent this type of attacks by 
including a sequential number in the nonce used for each Kij 
as nonce in order to ensure the data freshness. Furthermore, 
the sequential number is used to update Kij in order to avoid 
message reuse.

4.3.5  Selective attack

The proposed scheme is susceptible against a selective attack 
because an attacker can follow the transceiver activity of 
deployed nodes during the keying. Then, as shown in Fig. 6, 
the short lifetime of Kv over one node is ensured when an 
adequate density architecture is used. Hence, we define a 
density threshold (which is directly related to the number 
of nodes holding Kv ) in order to prevent a selective attack 
against the proposed solution.

4.4  Comparative study

Historically, several schemes have been proposed for use 
in WSNs. The continuous appearance of new key manage-
ment proposals has motivated us to finalize this work by a 
comparative study. To highlight the features for evaluating 
wireless sensor network key management schemes such a 
study should include aspects of computational complexity 
(computing overhead or processing complexity), commu-
nication complexity (overhead), storage complexity (over-
head), security strength (resilience), connectivity (con-
nection probability), and scalability (revocation/addition). 
Hence, the proposed scheme is compared here with the main 
existing schemes for key management. Table 5 shows the 
characteristics of each scheme depending on the most indis-
pensable security needs in WSNs. With regard to all these 
schemes and WSN needs, our scheme responds to almost all 
encountered key management challenges.

The principal difference between the proposed scheme 
and the others is that a prepared nonce in the pre-initiali-
zation step is used by each node ni to compute the shared 
keys Kij where nj is a neighbor of ni . The divergence of Kij 
between two, or more, neighbors is ensured by using the 

identifier of ni and nj . Also, a pseudo-random function and 
prime numbers are used by ni and nj . In fact, this principle 
offers many advantages compared with most of the existing 
deterministic schemes. Preparing encrypted nonces in the 
pre-intialization step instead of encrypting them in the key-
ing step affords a noticeable gain in keying execution time. 
Additionally, by having the master key being held by ni or 
nj only is enough to start the keying step. Furthermore, the 
proposed Self-VKS is more efficient against physical attacks 
than (Deng et al. 2005) and (Zhang et al. 2011) because the 
master key is specially injected into some nodes prior to 
the deployment. Such strategies oblige attackers not only 
to capture nodes and recover keys from their memories, but 
also to constantly eavesdrop the network for gathering some 
confidential information.

For the aim to evaluate the feasibility and show the effi-
ciency of the proposed scheme, we simulate and compare 
it with EDDK (Zhang et al. 2011), where the same condi-
tions are considered. The principle of Zhang et al. (2011) 
is a distributed deterministic key management scheme for 
hierarchical WSNs, in which every sensor node is preloaded 
with a networkwide shared pseudo-random function and an 
initial master key. From these parameters and its identifier 
the node calculates its individual key. Hereafter, during 
the initialization phase, each node sends a network joining 
message. The pairwise key and the local cluster key will 
be obtained using information contained in this message. 
The information transferred within the network is always 
authenticated, although not necessarily encrypted. Moreo-
ver, the keys are updated after having been used a certain 
number of times (using a counter). We note that almost all 
of the previous steps are similar to the proposed work but, 
unlike to Self-VKS, a clustered architecture is used in EDDK. 
Furthermore, for mobile nodes and new nodes joining the 
network, the keys are established using an elliptic curve digi-
tal signature algorithm in EDDK. To reach this end, we have 
implemented the EDDK scheme on the CabCarbon simula-
tor, where the topology shown in Fig. 5 has been used. The 
main parameters that will be compared between these two 
schemes are the lifetime of the master key and the efficiency 
in terms of the scalability and density. During the evaluation 
of the lifetime of the master key, we inject the master key 
into each deployed sensor in EDDK for each scenario prior 
to starting the simulation. Whereas, in Self-VKS the first sce-
nario does not consider the principle of the volatile key by 
injecting the volatile key into each sensor. By repeating the 
same scenario we inject for each distinct scenario the vola-
tile key on Self-VKS into half, third, quarter and so on of the 
deployed sensors as shown in Fig. 8. The value t represents 
the time consumed from the deployment until the latest sen-
sor removes the injected master key which is considered as 
the lifetime of the master key over the whole network. We 
observe that our proposition is better than EDDK in case that 
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the master key is injected into all deployed sensors. In fact, 
this gained time is obtained by encrypting the confidential 
nonces during the configuration step which speeds the com-
putation during the keying step. Furthermore, the proposed 
scheme prevents the attacker from capturing any sensor to 
extract the used master key during the keying step. By inject-
ing the master key only into such sensors the lifetime is still 
accepted until a certain threshold.

In fact, the proposed Self-VKS ensures the main requested 
functionalities in key management issues such as node 
addition, key update, network scalability and node mobil-
ity, while the density plays an essential role for weighting 
between the execution time over the whole network and the 
lifetime of Kv over the sensor nodes. On the other hand, 
any proposed scheme should be able to scale without com-
promising the security requirements (Wang et al. 2006). A 
dense topology should also be supported due to the nature 
of the sensor nodes which are often densely deployed in a 
sensor field and which have the capability to collect data 
and route data back to the admin. Figure 6 shows that the 

proposed scheme supports dense networks and that it repre-
sents a noticeable advantage for minimizing the propagation 
time t of the volatile key.

5  Conclusion and future research

In this work, we have proposed a scalable and dynamic key 
management scheme that improves data confidentiality. For 
the first time and for a deterministic key management, we 
use a plain together with its encrypted correspondent nonce 
in order to be able to start from the state where some particu-
lar nodes hold the master key at the beginning. The mecha-
nism of the proposed scheme reduces energy consumption 
incurred by data transmission, because we have minimized 
the number of messages used to establish the key and intro-
duced many improvements to minimize computation and to 
save storage space. Moreover, we guarantee major sensor 
node activities such as key refresh, addition of new nodes 
and node mobility to be taken into consideration for resource 

Fig. 8  The lifetime of the 
master key as a function of the 
sensors that hold it in the pre-
configuration step

Table 5  Comparison of our scheme with the main existing schemes

Protocol Deter/prob Centr/decentr Hiera/flat Key Features Scalability Energy

Du et al. (2003) Probabilistic Decentralized Flat Static �-secure property Scalable Relatively expensive
Gandino et al. (2009) Probabilistic Decentralized Flat Static Transitory master key No Relatively expensive
Bechkit et al. (2013) Probabilistic Decentralized Flat Static Unital design Moderately Relatively expensive
Deng et al. (2005) Deterministic Decentralized Flat Static Transitory master key Yes Moderately expensive
Zhang et al. (2011) Deterministic Decentralized Hierarchical Dynamic Threshold Key update No Moderately expensive
Rahman and Sampalli 

(2012)
Deterministic Decentralized Hierarchical Dynamic Hybrid cryptography Yes Relatively expensive

Chen et al. (2011) Deterministic Decentralized Flat Dynamic Using distribution key Moderately Inexpensive
Al and Yoshigoe (2008) Deterministic Centralized Hierarchical Dynamic One time key Yes Inexpensive
Our proposition Deterministic Decentralized Flat Dynamic Threshold Key update Yes Moderately expensive
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consumption. A security analysis of the proposed scheme 
shows its feasibility in terms of time duration to finish the 
keying as well reactivity against the major known WSN 
attacks.

In future research, we intend to investigate the feasibility 
to adapt this principle to the use of asymmetric cryptography 
systems. Furthermore, with the rapid progression of Internet 
of Things (IoT) and the emerging Big Data paradigm in the 
context of Cloud-enabled large-scale sensor networks (Cuz-
zocrea et al. 2013), a variety of IoT applications are available 
and quickly gaining attention in our real world. IoT not only 
has the same security issues as sensor networks, but also its 
specialties such as privacy issues (Tai et al. 2017). Hence, 
we may extend our current approach to manage the key tech-
nologies of IoT networks because data processing awareness 
for future IoT is highly desired.
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