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1 Introduction

The energy crisis as well as environmental pollution are both 
driving the development of renewable energy sources. Wind 
energy conversion systems (WECSs) are becoming more 
popular as an economically viable alternative to fossil-fuel 
based power generation. WECS consisting of thousands 
of units are now forming a major portion of devices with 
renewable electrical generating capacity and play a vital role 
in the future of global energy generation (de Bessa et al. 
2016; Kandukuri et al. 2016). As the size of WECS contin-
ues to increase, their high maintenance costs and associated 
failure costs become increasingly important issues. A WECS 
usually includes four main components: the wind turbine 
(WT), generator, control systems, and an interconnection 
apparatus (Kandukuri et al. 2016). Among them, the WT is 
the element that fails most frequently (de Bessa et al. 2016). 
More specifically, bearing defects account for the highest 
percentage of all failures in wind turbines because of their 
contribution to coarse operating conditions and other exter-
nal influences, such as the ratio of high torque to low-speed, 
vibration, improper loading, and misalignment (Kandukuri 
et al. 2016; Kang et al. 2015b). Because abrupt mechanical 
failures affected by the bearing faults in WECSs result in 
a substantial economic loss, the reliability of the bearing 
fault diagnosis framework is an increasingly vital concern 
(Kandukuri et al. 2016). The essence of a fault diagnosis 
scheme is the data (or signal) acquisition, feature extraction, 
and classification (Finogeev et al. 2017; Islam et al. 2017).

Abstract This paper proposes a highly reliable multi-
fault diagnosis scheme for low-speed rolling element bear-
ings using an effective time–frequency envelope analysis 
and a Bayesian inference based one-against-all support 
vector machines (probabilistic-OAASVM) classifier. The 
proposed method first performs a wavelet packet transform 
based envelope analysis on an acoustic emission signal to 
select sub-bands of the signal that contain the most intrinsic 
and pertinent information about the defects. Frequency- and 
time-domain fault features are extracted only from selected 
sub-bands for fault classification. Traditional one-against-
all SVMs (OAASVM), a widely used multi-class pattern 
recognition technique, employ an arbitrary combination 
of a series of binary classifiers yielding overlapped fea-
ture spaces, where a data sample can be unclassifiable. To 
address this limitation, we formulate the feature space of 
OAASVM as an appropriate Gaussian process prior (GPP) 
and interpret OAASVM results as a posterior probability 
estimation procedure using Bayesian inference under this 
GPP. The efficacy of the proposed probabilistic-OAASVM 
classifier is verified for low-speed rolling element bearings 
under various conditions. Experimental results indicate that 
the proposed method outperforms the state-of-the-art algo-
rithms for multi-fault classification of low-speed bearings, 
yielding a 4.95–20.67% improvement in the average clas-
sification accuracy.
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Motor current signature analysis (Hamadache et al. 2015), 
vibration techniques (Dong et al. 2015), temperature tests 
(Hamadache et al. 2015), and wear debris analysis have tra-
ditionally been used in the diagnosis of bearing faults and 
have shown improved performance over time. A wide range 
of research has been carried out considering vibration, espe-
cially for diagnosing high-speed machineries (Chen et al. 
2014; Hamadache et al. 2015). Acoustic emissions (AE) 
detection is the latest technique in diagnosing faults in roll-
ing element bearings (REBs) (He and Zhang 2012; Li and 
He 2012). The principal advantage of the AE technique over 
traditional vibration detection is that the former has a much 
better signal to noise ratio (SNR), even at very low frequen-
cies, making it particularly suitable for detecting a possible 
failure at a very early stage. This study therefore records AE 
signals to classify single and multiple combined faults in 
the early stages of crack development under the low-speed 
operation of rolling element bearings.

Whenever any defect such as a crack or spoil occurs on 
any of the four different bearing elements (i.e., outer race-
way, inner raceway, rollers or balls, and train or cage), it 
creates harmonics among the bearing characteristic (defect) 
frequencies [i.e., ball pass frequency inner raceway (BPFI), 
ball pass frequency outer raceway (BPFO), and ball spin 
frequency (BSF)] for each shaft rotation (Dong et al. 2015; 
Islam et al. 2017). It is important to note that a bearing defect 
symptom is hardly found around the raw and unfiltered har-
monics of the defect frequencies in the original fault signal’s 
power spectrum since it is an inherently nonstationary and 
nonlinear signal (Dong et al. 2015; Kang et al. 2015a). Fre-
quency analysis and demodulation are further needed. This 
overall process, called envelope analysis (Dong et al. 2015), 
focuses on the transient, impact-type events (spikes on the 
time domain signal) such as BPFI, BPFO and BSF, while 
the fast Fourier transform (FFT) process otherwise misses 
such transient events because of the way the FFT processes 
inherently nonstationary and nonlinear fault signals. Sev-
eral researchers, therefore, explored impacts in the envelope 
power spectrums acquired from various sub-band signals 
using either short-time Fourier transform (SFFT) (Jeong 
et al. 2015; Lalani and Doye 2017) or multi-level band pass 
filters (Kang et al. 2015a; Wang et al. 2013).

Another important issue is to clarify pertinent and 
informative sub-band signals, one of the key contributions 
of this study, from a large input signal. The sub-band sig-
nals are further utilized to extract meaningful fault features 
for accurate classification of defects. In Wang et al. (2013), 
recently introduced a wavelet based kurtogram as a time–fre-
quency analysis, which is broadly used to find useful sub-
band signals since it can quantify the magnitudes of the roll-
ing bearing defect frequencies BPFI, BPFO and BSF as well 
as their harmonics. However, this quantifying parameter is 
not precisely proportional to the degree of defectiveness of 

bearing rolling elements. To solve this problem, we consider 
a Gaussian mixture model-based degree of defectiveness 
ratio (DDR) calculation, which is a ratio of defect-com-
ponents to residual-components, instead of merely using a 
kurtosis value (Wang et al. 2013) in the envelope power 
spectrum of wavelet packet transform (WPT) nodes. The 
main concept of the DDR calculation is that it first generates 
a Gaussian window around the BPFI, BPFO, and BSF as 
well as their harmonics, and then calculates the DDRs about 
these defect frequencies. This evaluation metric provides a 
very efficient and meaningful way to accurately measure the 
degree of defectiveness. Further, the highest DDR values 
about BPFI, BPFO, and BSF of the 2D visualizations of 
WPT nodes are selected as the most informative sub-bands.

2-D visualization based sub-band selections are appar-
ently effective for finding appropriate fault conditions, while 
most of the existing fault diagnosis studies for bearing ele-
ments (Dong et al. 2015; He and Zhang 2012; Kang et al. 
2015a; Li and He 2012; Skolidis and Sanguinetti 2011; 
Wang et al. 2013) are confined only to the visual inspection 
of a fault trend in some form of spectrum view, with no 
classifier employed at all to identify fault types. This paper 
focuses on informative sub-band signals selection using 
wavelet packet transform based envelope analysis (WPT-
EA) with DDR, as well as fault feature extraction from these 
informative sub-bands; this paper classifies faults using a 
Bayesian one-against-all support vector machine (probabil-
istic-OAASVM) classifier. To calculate meaningful fault fea-
ture components, this study searches the inherently nonsta-
tionary and nonlinear AE signals via WPT-EA, and selects 
the useful sub-band signals based on the highest DDR value 
in the 2-D visualization tool, and then features are extracted 
from these selected sub-bands. However, while WPT-EA 
with DDR prepares reliable fault features, the ultimate 
diagnostic performance strongly depends on the fault clas-
sification accuracy when these features are further utilized 
with classifier methods, for example, Naïve Bayesian (Hyun-
Chul and Ghahramani 2006), k-NN (Yala et al. 2017), arti-
ficial neural networks (ANNs) (Chen et al. 2014; Khoobjou 
and Mazinan 2017), and support vector machines (SVMs) 
(Aydin et al. 2011; Islam et al. 2015). The SVM method 
is the most extensively used classifier technique in many 
real-world applications because of its high generalization 
performance. However, extending the SVM methodology, 
which was originally designed for binary class classification, 
into multi-class classification still remains a fundamental 
research issue (Abe 2015; Chih-Wei and Chih-Jen 2002). 
The main inherent problem in the traditional one-against-all 
SVM (traditional-OAASVM) is that arbitrary combinations 
of binary SVMs yield overlapped regions where a data point 
might be unclassifiable, implying that the point either gets 
rejected (negative response) by all classes or accepted (posi-
tive response) by more than one class; such a drawback can 
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severely degrade classification performance and render the 
diagnosis method ineffective.

To address these limitations, several methods have been 
proposed to compensate for issues regarding the unreliability 
of the traditional-OAASVM (Abe 2015; Chakrabartty and 
Cauwenberghs 2007; Islam et al. 2015; Nasiri et al. 2015). 
Recently, the Dempster–Shafer (D–S) theory-based evidence 
reasoning technique (Islam et al. 2015) introduced a static 
reliability measure to each binary classifier for an OAASVM 
to improve the classification performance, but this method 
does not consider stochastic information handling based 
on statistical inference. Especially, Abe recently proposed 
“fuzzy support vector machines (FSVM)” to improve the 
reliability issues of OAASVMs, in which he introduced a 
membership value calculation associated with overlapped 
regions during the training phase (Abe 2015). One of the 
major shortcomings of a training phase membership cal-
culation is that this reliability measure is an offline manner 
and provides a mere static and binary value about the class 
competence, regardless of the location of a test sample.

Though the previous studies show progress, their short-
comings still motivate us to further improve the traditional-
OAASVM for superior classification performance. As 
addressed, OAASVM classifications generally consider 
arbitrary combinations among classes that leave undecided 
large feature spaces where many samples are unaccounted 
for, which is a situation that results in no probabilistic inter-
pretations of class outputs. This is further complicated by 
the fact that reliable diagnosis entails a large grain of uncer-
tainty, especially related to unusual failures. Quantifying and 
managing this uncertainty incurs substantial overhead. In 
particular, artificial neural network (ANN) based approaches 
have often been used as fault classifiers both for binary fault 
classification and for multi-class fault classification (Chen 
et al. 2014). The shortcomings of ANNs is that they are 
black-box devices where the solution of ANN schemes are 
not globally optimal and the reasons for the solutions are 
impossible to ascertain (Chen et al. 2014). Therefore, a novel 
Bayesian inference-based on the one-against-all support vec-
tor machines (probabilistic-OAASVM) classifier, another 
major contribution of this study, is suggested that interprets 
the OAASVM as a maximum a posterior (MAP) based evi-
dence function using an appropriate formulation of feature 
spaces in a Gaussian process prior (GPP), and then Bayesian 
inference is principally applied to estimate class probability 
for the unknown sample using this evidence function.

The remaining part of this paper is organized as follows. 
Section 2 presents support vector machines and multiclass 
schemes along with their shortcomings. Section 3 describes 
the proposed reliable fault diagnosis methodology with data 
acquisition system, sub-band analysis, and the proposed 
probabilistic-OAASVM classifier. Section 4 gives results 
and discussions, and Sect. 5 concludes this paper.

2  Support vector machines (SVM) 
and the multiclass approach

SVMs provide an efficient classifier approach and have 
shown substantial success in the diagnosis of many real-
world applications because of their capability for generaliza-
tion and robust control over unknown data distributions. The 
earliest and most widely used multi-class extension is the 
traditional-OAASVM [for example, (Chih-Wei and Chih-
Jen 2002)].

Thus, to define traditional-OAASVM, let’s con-
sider an m-class classification problem with data-
set Q, having n  data samples in the form of 
Q =

{(
xi, yi

) |xi ∈ Rd, yi ∈ {1,−1}
}

n
i=1

,  where xi ∈ Rd 
is the feature vector dimension. Hence, the traditional-
OAASVM classifier creates m binary SVM classifiers, each 
of which separates one class from the rest. Thus, mathemati-
cally the kth SVM solves the optimization problem in (1), 
to find the minimum value of weight vector ω and bias b, 
so that a linearly separable hyperplane can be found (Aydin 
et al. 2011; Chih-Wei and Chih-Jen 2002): 

Here, ω is the norm vector to the hyperplane and b is the 
constant bias, such that the margin width, 2/||ω||, between 
the hyperplane is at a maximum. Equation (1) includes a 
training error ζi, while an optimal hyperplane can be found 
by adjusting the training error by a penalty parameter C. 
According to Aydin et al. (2011), φ can be defined as a map-
ping function that can map the original feature to a high 
dimensional space so that a linearly separable hyperplane 
can be obtained, and then it forms the dual optimization in 
(2), where the Lagrange multiplier is αi. 

For any two different samples x and xj, the inner product 
(·) of the two samples vector in Eq. (2) can be used to gener-
ate a kernel function as below (Aydin et al. 2011): 

This K (x, xj) defines the kernel function of the SVM and 
SVM decision function can be found in (4) after solving 
the dual optimization problem. The respective real-valued 
decision functions of Eq. (4) can be defined in Eq. (5). An 

(1)
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i
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)
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unknown test sample x can then be classified in class i for 
which the decision function  fi(x) has the highest value in (4) 
for the sign value (1 or 0), or in Eq. (5) for the real-valued 
output; the corresponding class label is given in Eq. (6). 

To show a representative example contributing to the 
unreliability problem, the obtained decision boundaries of 
traditional-OAASVM for three example classes are f1, f2, 
and f3 and are shown in Fig. 1. In Fig. 1, overlapping feature 
regions can be seen  (R1,  R2,  R3, and  R4 in the shaded lines) 
between these decision boundaries in the left figure. Figure 1 
(in the right figure) depicts the actual problem, in which 
many test samples in the overlapped region are misclassified 
due to their vicinity to the decision boundary of the oppo-
site class decision boundary, shown by dotted arrows in the 
same figure. That means a sample can have more than one 
positive decision value (i.e., in the  R1  R2, and  R3 regions) 
or even all negative decision values (i.e., in the  R4 region) 
as in the traditional-OAASVM. However, the traditional-
OAASVM requires that a sample can be classified within a 
certain class if and only if one SVM accepts it and rest of the 
SVMs reject the sample (Abe 2015; Chih-Wei and Chih-Jen 

(4)

fi (x) = sgn (� ⋅ �(x) + b) = sgn

(∑
i

y
i �i K

(
x, xi

)
+ b

)
.

(5)fi (x) =
(
�i ⋅ �(x) + b

)
=

(∑
i

y
i �i K

(
x, xi

)
+ b

)
.

(6)k =
argmax

i = 1, 2… ,m
fi (x).

2002; Islam et al. 2015). Thus, this unreliability issue can 
severely impact the overall classification accuracy for many 
practical applications, including multi-fault diagnosis in roll-
ing element bearings. Therefore, improving the classification 
performance and defining this uncertainty problem of the 
OAA SVM requires having the appropriate prior knowledge 
about the class distribution and further requires defining the 
OAASVM as a maximum a posteriori probability (MAP) 
estimation procedure using Bayesian inference according to 
this prior knowledge. Comprehensive and relevant deriva-
tions regarding this process are defined in Sect. 3.

3  Proposed methodology for fault diagnosis

The detailed methodology of the developed fault diagnosis 
scheme is presented in Fig. 2, which consists of acoustic 
emission signals (or data) acquisition system, an effective 
envelope analysis to find informative sub-bands correlated 
to bearing defect conditions, feature extraction from the 
selected sub-bands, and a probabilistic-OAASVM classifier 
for the classification faults.

3.1  Experiment setup and AE data acquisition

In this paper, we present a robust bearing fault diagnosis 
scheme for the low-speed bearing for verifying whether the 
proposed fault diagnosis scheme is useful. In the experi-
ment, widely used sensors and equipment are used. Figure 3 
illustrates the designed experiment setup. In the figure, a 
three-phase induction motor is placed in the drive end shaft 
(DES) and the bearing house is attached to the motor shaft 
at a gear reduction ratio of 1.52:1, and a WSα AE sensor is 

Fig. 1  Indecisive regions 
(shaded area marked by  R1,  R2, 
 R3, and  R4) using traditional-
OAASVM (left figure), and the 
problem of indecisive regions 
where samples are misclassified 
(right figure)
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placed over the bearing house in the shaft at the non-driven-
end (NDES).

To capture intrinsic information about seven defective-
bearings (see Fig. 5) and one bearing-with-no-defect (BND) 
conditions, this study records AE signals at a 250-kHz sam-
pling rate at two different rotational speeds (in rpm) and 
two different crack sizes (in mm) using a PCI-2 system. 
Table 1 present the detailed discretion of recorded dataset. 
The experimental hardware setup and PCI-based data acqui-
sition module are presented in Fig. 4. Figure 4b depicts the 
PCI-based data acquisition that is utilized to record the AE 
signal from this setup. The effectiveness of our data acquisi-
tion scheme have been studied in (Islam et al. 2015).

Each dataset has signals of eight bearing conditions (sin-
gle and multiple-combined-faults), which corresponding to 
the location of cracks, i.e., normal condition (BND), outer 
raceway crack (BCO), inner raceway crack (BCI), roller 
crack (BCR), inner and outer raceway cracks (BCIO), outer 
and roller cracks (BCOR), inner and roller cracks (BCIR), 
and inner, outer, and roller cracks (BCIOR), as shown in 
Fig. 5. Additionally, Fig. 6 presents the recorded AE signal 

of each bearing condition for dataset 1 (see Table 1). Each 
bearing condition represents a unique pattern, as shown in 
Fig. 6.

3.2  WPT-EA with DDR to select informative sub-bands 
regarding bearing defects

As described in Sect. 1, bearing characteristic frequencies 
(for defects) are more observable in the envelope signal 
than in the fast Fourier transform (FFT) of the original AE 
signal. However, it is still an important issue to determine 
which sub-bands have pertinent information in the 10 s 
AE signal regarding bearing defects. This is accomplished 
with a wavelet packet transform based envelope analysis 
(WPT-EA), in which sub-bands with useful signals are 
searched to determine the DDR. The flowchart of the pro-
posed method is illustrated in Fig. 7, with detailed steps. 
First, the input AE signal bearing defect signal is decom-
posed into a series of sub-bands by applying the wavelet 
packet transform (WPT) with five decomposition levels 
using a Daubechies 2 (or db2) filter (Jeong et al. 2015; 

Fig. 2  The overall methodology of a reliable low-speed bearing fault diagnosis scheme

Fig. 3  An experimental setup for low-speed bearing fault diagnosis

Table 1  Acoustic emission (AE) data acquisition using two different 
operational conditions at two crack sizes

a 90 AE signals (or data sample) are recorded for each condition (i.e., 
normal bearing, single and multiple-combined fault) in each dataset. 
Signal sampling rate, fs = 250 kHz with a 10-s signal length

Dataseta Average rota-
tional speed 
(rpm)

Crack sizes in the position of bearing’s 
outer, inner, roller raceways.

Length (mm) Width (mm) Depth (mm)

Dataset 1 300 3 0.35 0.30
Dataset 2 500
Dataset 3 300 12 0.49 0.50
Dataset 4 500
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Wang et al. 2013). This five-level WPT decomposition 
yields a total of 63 sub-band signals. Further, we calcu-
late the envelope spectrum for each sub-band since defect 
symptoms are most observable in the envelope power 
spectrum. In order to quantify the degree to which each 
sub-band is informative, we compute the DDR (the ratio of 
the defect components to the residual components) value, 
instead of a mere kurtosis value in (Wang et al. 2013), to 
measure the degree of defectiveness in the envelope spec-
trum to characterize the hidden bearing defect signatures. 
In order to do this effectively, we first determine the bear-
ing defect frequencies, which include the BPFO, BPFI, 
and BSF, and the first H harmonics (H is a value up to 3 
in this paper) of each of these frequencies. These defect 
frequencies are defined as follows:

where BPFO, BPFI, and BSF define the bearing character-
istic (defect) frequencies depending on whether there is a 
crack on the inner, outer, and roller raceways, respectively. 
Nr defines the number of rollers, Sshaft is the shaft speed, Pd 
and Bd are the pitch and roller diameters, respectively, and 
a is the contact angle.

(7)

BPFO =
Nr ⋅ Sshaft

2

(
1 −

Bd

Pd

cos a

)
,

BPFI =
Nr ⋅ Sshaft

2

(
1 +

Bd

Pd

cos a

)
, and,

BSF =
Pd ⋅ Sshaft

2 ⋅ Bd

(
1 −

(
Bd

Pd

cos a

)2
)
,

Fig. 4  a A screenshot of the self-designed experimental setup of the reliable low-speed rolling element bearings fault diagnosis system. b PCI 
based AE signal acquisition system

Fig. 5  Examples of bearing defects: a BCO, b BCI, c BCR, d BCOI, e BCOR, f BCIR, and g BCOIR in dataset 1

Fig. 6  Acquired original AE signals of different bearing conditions in dataset 1
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The DDR calculation is applied to each node (i.e., red 
dotted  D3A2D1 in Fig. 7) of the WPT nodes, and then all 
DDR values are presented in the 2-D visualization tool. 
Further, the signal is analyzed, with an assumption that it 
could simultaneously contain all the possible bearing fail-
ures (i.e., BPFO, BPFI, and 2 × BSF) since our purpose is 
also to diagnosis multiple-combined faults. Consequently, 
the WPT-EA outputs three informative sub-bands regarding 
BPFO, BPFI, 2 × BSF, since these outputs are acquired from 
a 2-D visualization tool having the highest DDR values and 
their corresponding signals, which are used for fault features 
extraction. Further detailed steps of the DDR calculation are 
presented in Sect. 3.3.

3.3  DDR calculation

Figure 8 presents the general concepts and all the steps of 
the DDR calculation for all WPT nodes.

• Step-1 We apply a Hilbert transform (HT) (Jeong et al. 
2015; Kang et al. 2015a) on each segmented node of 
the input signal, obtained from WPT decomposition, to 
calculate the envelope signal. For a given a reconstructed 
time-domain signal s(t) of a WPT node, its correspond-
ing HT can be calculated as follows:

(8)ŝ(t) =
1

𝜋 ∫
∞

∞

s(𝜏)

𝜏
d𝜏.

Here, t is the time and ŝ(t) defines the HT of s(t). By add-
ing s(t) and ŝ(t), the analytical signal a(t) can be computed 
as follows: 

As the analytical signal is defined, the envelope signal of 
a given time domain signal s(t) can be calculated by taking 
the absolute value of the analytical signal, denoted as ‖a‖. 
Hence the envelope power spectrum is obtained by taking 
the square of the absolute value of the FFT of the envelope 
signal where defect frequencies of bearing failures are easily 
discerned. This envelope power spectrum reveals modula-
tion in signals that are caused by bearing defects while it 
removes carrier signals, which may reduce the effects of 
unwanted information regarding bearing fault detection. This 
process is illustrated in Step 1 of Fig. 8.

• Step-2 A Gaussian mixture model (GMM)-based window 
(wgmm) is constructed around defect peaks and their inte-
ger multiples of the defect frequency to obtain residual 
components in the frequency domain of the envelope 
power spectrum. The coefficients of the GMM-based 
window are calculated as follows:

(9)a(t) = s(t) + iŝ(t),where i =
√
−1

(10)

wgmm(k, �) =

n�
i=1

exp

⎛
⎜⎜⎝
−
1

2

⎛
⎜⎜⎝
�

�
k − Hn

�2
Nrfreq

2

⎞
⎟⎟⎠

⎞
⎟⎟⎠
, and, Hn − frange

⩽ k ⩽ Hn + frange .

Fig. 7  Flowchart of the WPT-based envelope analysis (WPT-EA) with DDR to select informative sub-bands regarding bearing defects
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where Hn is nth harmonic of the defect frequency (or fixed 
valued integer multiples of the characteristic frequency) and 
n is the number (up to 3 in this study) of harmonics that 
are used to compute the DDR. Nrfreq defines the number of 
frequency bins from this range, Hn − frange ⩽ k ⩽ Hn + frange, 
and can be defined as: 

Similarly, δ is a variable that defines the Gaussian random 
variables, which is inversely proportional to the traditional 
deviation, and it can be calculated as below: 

Nwfreq defines the size of the frequency bins around the 
defect frequency components and their harmonics (see Fig. 8 
Step 2), and a fixed value of ρ, associated with the convergence 
of the Gaussian window in (12), is considered in the range 
0 < ρ < 1, (ρ = 0.1 for this study). The parameter frange regulates 
the range of frequencies for computing the DDR value. So, it 
is important to find a proper range of frequencies, according 
to bearing dynamics, and a narrow band frequency range [i.e., 
frange =1/4(BPFO)] is considered for calculating the outer race 
failure; on the other hand, a comparatively wider frequency 
range [i.e., frange =1/2(BPFO or BSF)] is considered for both 
the roller and inner raceways defects.

• Step-3 The defect frequency components are now calcu-
lated by multiplying the GMM-based window, wgmm (k, δ), 

(11)Nrfreq = 2 ⋅ frange
/
fresulation.

(12)� =
�
Nrfreq

�
Nwfreq

�√
2 ln � .

around the BPFO, BPFI, or 2 × BSF with their harmonics 
in the derived envelope spectrum, as can be seen in step 3 
of Fig. 8.

• Step-4 The residue frequency components are measured by 
deducting the defect frequency components (in step 3) from 
the envelope spectrum, as presented in step 4 of Fig. 8.

• Step-5 Now, we have defect components and residue com-
ponents, and the DDR is calculated as the ratio of defect 
frequencies and residue frequencies in the form below:

 

Here, Mn,j is the magnitude of each defect frequency 
around the harmonics in the GMM window, and likewise 
Rn,j is the residue components of each harmonic in the range.

3.4  Feature pool configuration

It has been shown that WPT-EA is highly effective for find-
ing informative sub-bands with information regarding bear-
ing failures from a 10-s input signal. The three most inform-
ative sub-band signals regarding intrinsic fault symptoms are 
BPFO, BPFI, and, 2 × BSF, and this study then considers 
these three sub-bands for feature extraction rather than the 

(13)DDR = 10.log
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Fig. 8  Detailed framework of the DDR calculation for WPT-EA at each node
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original 10 s AE signal. According to Kang et al. (2016), 
traditional statistical parameters from time- and frequency-
domain signals are pertinent and useful for an intelligent 
fault diagnosis scheme. Table 2 displays fourteen extracted 
feature elements, including eight time-domain features [e.g., 
root means square (RMS), square root of amplitude (SRA), 
kurtosis values (KV), skewness factor (SK), margin factor 
(MF), skewness value (SV), impulse factor (IF) and peak-
to-peak value (PPV)]; three frequency-domain features (e.g., 
RMS frequency (RMSF), frequency center (FC), and root 
variance frequency (RVF)); and three DDR values about 
outer raceway fault  (DDRBPFO), DDR values about inner 
raceway fault  (DDRBPFI) and DDR values about roller race-
way fault  (DDR2 × BSF) for each sub-band signal. The dimen-
sion of the feature pool is Nclass × Nsamples × Nfeatures

, where Nclass is the number of classes (8 in this study), 
Nsamples is the number of samples of each class (90 in this 
study), and Nfeatures defines the number of features (42 in 
this study). Thus, this 42-feature vector is considered for 
validating the proposed probabilistic-OAASVM classifier 
by accurately identifying faults.

3.5  Proposed probabilistic-OAASVM classifier

Consider an l-class classification problem with the dataset 
Q =

{(
xi, yi

)|xi ∈ Rd
}n

i=1
, where xi ∈ Rdis a d-dimensional 

feature vector, yi ∈ {1, 2, … l} is the set of class labels, and 
n is the number of data points in the training dataset. In the 
traditional OAASVM, the following optimization problem is 
solved to distinguish a particular class k = 1 from the remain-
ing l − 1 classes (Chih-Wei and Chih-Jen 2002). 

(14)

minimize
�i, bi

{
1

2
‖‖�i

‖‖2 + C

n∑
j=1

(
y
j

[
� ⋅ �

(
xj
)
+ b

])}

subject to, yj
(
�i ⋅ �

(
xi
)
+ bi

) ≥ 1 − � i
j
, if yj = i

and, � i
j
≥ 0, ∀i = 1, 2, … , n.

Here, b is the bias; ω is the weight vector; φ(xj) is the 
kernel function that maps input feature vectors xj to a high-
dimensional space, where they are linearly separable by a 
hyperplane with a maximum margin of b/||ω||; and C is the 
linearity constraint. During classification, the traditional 
OAASVM labels a data point x as i* if the decision function 
fi* generates the highest value for i*, as given in Eq. (15). 

The optimization problem in Eq. (14) can be defined as 
a maximum a posteriori (MAP) evidence function under 
appropriate prior distributions, and then used to estimate 
the class probabilities of the data points in the ambigu-
ously labeled regions by means of Bayesian inference 
(Murphy 2012). In Eq.  (14), �(x) = � ⋅ �(x) + b is the 
only data-dependent function, in which ω and b appear 
separately, and it is reasonable to define a joint prior dis-
tribution over ω and b. We assume this joint distribution 
over ѱ(x) to be Gaussian, with covariance �(x) �

(
x�
)
=⟨

(�(x) ⋅ �)
(
� ⋅ �

(
x�
)) ⟩

+ v2 = �(x) ⋅ �
(
x�
)
+ v2, where 

v2 and v are the variance and traditional deviation of b, respec-
tively. Then, the support vector machine (SVM) can be defined 
as a Gaussian process prior (GPP) with zero mean, over the 
function ѱ. The covariance of ѱ is defined as the kernel func-
tion K

(
x, x�

)
= K̂

(
x, x�

)
+ v2, where K̂

(
x, x�

)
= 𝜑(x) ⋅ 𝜑

(
x�
)
 

has zero mean (Rasmussen and Williams 2006; Sollich 2000). 
The probability of obtaining the output y for a given data sam-
ple x is given as follows: 

The normalization constant �(C)is chosen in a way such 
that the probability for y = ± 1 never sums to a value larger than 
one. The likelihood probability for all the data points of class 
j based on the prior probability P(xi) and the conditional prob-
ability P(yj|xi,�) is given by Bayesian inference in 
P
�
Q��j

�
=
∏
i

P
�
xi
�
p
�
yj�xi,�

�
. The maximum a posteriori 

(15)i∗ = argmax
i=1,2, … l

fi(x) = argmax
i=1,2, …, l

(
�T
i
�(x) + bi

)

(16)P(y = ±1|x,� , b) = �(C)e
−C(y[�(x)+b])

.

Table 2  Extracted time- and frequency-domain features from the selected sub-bands

In addition to above, DDR values for BPFO, BPFI, and BSF are also included in the feature pool

Time-domain statistical parameters
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(MAP) evidence function can be obtained using Eq. (17), 
which is analogous in the formulation to SVM regression 
(Hyun-Chul and Ghahramani 2006). This conception is 
depicted in Fig. 9 where feature spaces are defined by the 
appropriate prior. Further, this relation also bears a resem-
blance to SVMs and GPs. A similar relation can be found in 
the literature, where feature spaces are defined by the kernel 
function (Rasmussen and Williams 2006; Smola et al. 1998). 

Here, K−1(x, x�) is the inverse of the covariance 
matrixK(x, x�). The SVM algorithm finds the maximum about 
f (� , b) by differentiating Eq. (17) with respect to �(x). The 
non-training input samples imply that 

∑
x�
K−1

�
x, x�

�
�
�
x�
�
= 0

at the maximum. The derivative of Eq. (17) with respect to 
�(x) can be simplified into Eq. (18), which defines the MAP 
evidence function of the proposed probabilistic OAASVM 
classifier. 

Here, �i is an optimum value for which �∗
J
 is maximized. 

Using the evidence function in Eq. (18), the class probability 
of an unknown test sample x for class j can be calculated as 
the average over the posterior distribution of the function �j(x) 
as follows: 

where �̄�∗
j
is the expectation of the evidence function in 

Eq. (19), which is determined using a sampling technique 
(Hyun-Chul and Ghahramani 2006). Thus, the posterior 
average of class j, as given in Eq. (20), can be written as a 
linear combination of the posterior expectation of the evi-
dence function �∗

j
 as follows: 

Hence, in the probabilistic-OAASVM classifier, an 
unknown test sample x is labeled as j*, where j* is the value of 
j for which the corresponding classifier provides the highest 
probabilistic decision value of �̄�∗

j
(x), as given in Eq. (21). 

Here, l (8 in this study) is the number of fault classes. 
Equation  (21) is the probabilistic decision function, as 

(17)

f (� , b) = ln P
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�j|Q

)
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(
x, x�
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(
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∑
�i yi K
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x, xi

)

(19)P(y|x,Q) ≈ P
(
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(x)

)
,

(20)�̄�∗
j
(x) = P(x) =

∑
�̄�i yi K

(
x, xi

)
.

(21)j∗ = max
j=1,2, ..., l

�̄�∗
j
(x)

opposed to the decision function in Eq. (6) that is employed 
in the traditional-OAASVM.

3.6  Fault classification

As indicated in the fault diagnosis scheme in Fig. 2, the main 
goal of this study is to classify faults using a new decision 
function of the proposed probabilistic-OAASVM classifier 
in (21). Further, this study compares the classification per-
formance with state-of-art classifiers, such as the traditional-
OAASVM (Chih-Wei and Chih-Jen 2002) and FSVM (Abe 
2015).

4  Results and discussions

The effects of two main components of the proposed reliable 
bearing fault diagnosis scheme—WPT-EA with DDR based 
on subband selection and a probabilistic-OAASVM classi-
fier with a higher classification accuracy—are analyzed and 
discussed in this section.

4.1  Performance evaluation of WPT-EA with DDR

Though kurtogram analysis is widely used for finding 
informative sub-bands regarding abnormal fault symptoms, 
it is still important to have an appropriate degree of defec-
tiveness measure. This study, therefore, improves spectral 
kurtosis value (SKV) based sub-band analysis in (Wang 
et al. 2013) by developing a new evaluation metric of the 
DDR for the proposed WPT-EA. Figure 10 compares the 
result between the proposed WPT-EA with DDR in Fig. 10b 
and SKV in Fig. 10a. According to the figure, the proposed 
evaluation metric is highly efficient for finding the three 
informative sub-band signals of BPFO, BPFI, and 2 × BSF 
for the outer, inner, and roller raceway faults, respectively. 
Another important point to note is that SKV based analysis 
is incapable of selecting informative sub-band information 
since it misses the defect frequencies, BPFO, BPFI, 2 × BSF, 
as well as their harmonics in the corresponding sub-bands 
spectrum views (i.e., the right of Fig. 10a), while the pro-
posed WTP-EA with DDR method is highly capable of find-
ing appropriate sub-bands, as can be seen in the spectrum 
views (i.e., the right of Fig. 10b).

WTP-EA with DDR yields three informative sub-bands 
that are utilized for feature extraction for fault classifica-
tion. The effectiveness of the feature extraction process in 
the selected sub-bands is shown in Fig. 11. It is important 
to note that this feature extraction process clearly encodes 
the appropriate fault conditions since the separation among 
fault classes is augmented as the rpm and crack sizes are 
increased from dataset 1 to 4. These feature elements are 
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further utilized for the proposed probabilistic-OAASVM 
classifier for performance evaluation.

4.2  Performance evaluation of the proposed 
probabilistic-OAASVM classifier for identifying 
single and multiple-combined faults

The utilization of appropriate training and test dataset con-
figurations is an important aspect of reliable classification 
performance. Thus, we randomly divide an initial set of 90 
samples for each fault type into two subsets: one is for train-
ing and the other is for testing. The training dataset includes 
40 randomly selected samples for each bearing condition 
and the remaining (90 − 40) = 50 for testing. The size of the 
training data is kept lower than the test data size to ensure 
the reliability of the diagnosis performance. Therefore, this 
section verifies the efficacy of the probabilistic-OAASVM 
classifier approach by comparing its performance with that 
of three state-of-the-art algorithms, as summarized below:

• Methodology 1 This study improves the traditional-
OAASVM, the most widely used multi-class classifi-
cation technique (Chih-Wei and Chih-Jen 2002). Thus, 
traditional-OAASVM decision output with a sign func-
tion in (4) is considered as a potential candidate to make 
a comparison with the proposed probabilistic-OAASVM 
classifier.

• Methodology 2 In addition, the traditional-OAASVM can 
generate real-valued decision output in (5). Therefore, 
the proposed method also compares its effectiveness with 
the traditional-OAASVM with a real-valued decision 
output.

• Methodology 3 Abe has recently proposed a fuzzy 
support vector machine (FSVM) (Abe 2015) to solve 
the unreliability problem in traditional-OAASVM by 
introducing a membership function associated with the 
undefined region. Thus, this study considers an FSVM 
as a potential candidate to make a comparison with the 
proposed classifier method.

To validate the effectiveness of the proposed probabil-
istic-OAASVM classifier, a set of experiments was car-
ried out with four datasets (see Table 1) under various 
operating conditions with all possible combinations of sin-
gle and multiple-combined faults (i.e., BCO, BCI, BCR, 
BCIO, BCOR, BCIR, BCIOR, and BND). Additionally, 
k-fold cross validation (k-cv) (Kang et al. 2016), a popular 
method to estimate generalized classification accuracy, is 
deployed to evaluate the diagnostic performance of the 
proposed method relative to the other three methodologies, 
in terms of the sensitivity and average classification accu-
racy (ACA), which are given below (Kang et al. 2016): 

Here, NTRP defines the number of fault samples of a par-
ticular class j that are accurately classified as class j; NFRP 
defines the number of fault samples of class j that are (not 
accurately) classified as class i; NTS defines the number of 
test samples, and NC is the number of fault classes (i.e. 8 
for this study).

Figures 12, 13, 14 and 15 show comprehensive diag-
nostic performance results for dataset 1, dataset 2, data-
set 3, and dataset 4, respectively. According to these 
results, each figure compares sensitivities of the proposed 
method with three conventional methods. As can be seen 
in Fig. 12, the proposed methodology shows an improved 
performance, in terms of sensitivity, for each fault type 
with a 90% or greater accuracy, noticeably outperform-
ing the other three methods. This accuracy can be further 
validated by the fact that this dataset is recorded at an rpm 
that is as low as possible (i.e., 300) with a very tiny crack 
(i.e., 3 mm in length). Similarly, from Fig. 13, we find 
that the proposed methodology retains its superiority over 
the other three methodologies. In contrast, methodologies 
1 and 3 suffer from degraded performance with regard 
to identifying several fault types relative to the proposed 
method, especially for datasets 2 through 4.

Furthermore, Figs. 14 and 15 show that the proposed 
methodology offers significant diagnosis performance 
improvement with 100% classification accuracy for sev-
eral fault types. The other three methodologies, however, 
do not provide such significant diagnostic performance 
(see Table 3).

It is worthwhile to mention that our proposed methodol-
ogy showed an improved performance because of its main 
conception regarding the utilization of all feature spaces as 
an appropriate prior and a formulation of MAP to achieve 
global optimization of class separation. On the other hand, 
the three traditional methods do not have any treatment 
regarding class distributions to maximize their classifica-
tion performance, and these methods solely depend on ini-
tial feature distributions, even when they are combined in 
an arbitrary, one-against-all, fashion, in which the spatial 
variations among the classes are completely overlooked.

Figure 16 compares the overall performance based on 
all datasets. As expected, the proposed WPT-EA outper-
forms other conventional methods since it provides better 
feature distribution than other methodologies.

(22)Sensitivity =
NTRP

NTRP +NFNR

× 100%.

(23)ACA =

∑
NC

NTRP

NTS

× 100%.
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5  Conclusion

This paper presented a highly reliable multi-fault diagnosis 
methodology for identifying single and multiple-combined 

faults of low-speed bearings with varied rotational speeds 
and crack sizes. This study mainly focused on two major 
contributions, namely WPT-EA with DDR for finding 
informative sub-bands for discriminative feature extraction 

Table 3  Sensitivities and classification accuracies for identifying various single and multiple-combined defects and bearing with no defect 
(BND) using 20 times k-cv (in %)

BCO BCI BCR BCIO BCOR BCIR BCIOR BND ACA

Average sensitivity (standard deviation) of each fault class
 Dataset 1 (300 rpm 

with 3 mm crack)
  Methodology 1 75 (9) 78.66 (6.3) 74.33 (5.7) 76.68 (10) 78.5 (11) 79.67 (11) 75.01 (6.9) 83.33 (5.2) 77.65 (8.1)
  Methodology 2 79.38 (8.6) 80.5 (9) 76.67 (9.5) 84.33 (9.8) 78.01 (7.6) 89.33 (6.7) 86.33 (10.9) 86.39 (6.6) 82.62 (8.6)
  Methodology 3 80.33 (2.4) 88 (3.0) 81.77 (2.1) 82.33 (4.5) 84.6 (2.5) 86.33 (2.0) 87.33 (2.2) 80.33 (2.0) 83.88 (2.6)
  Proposed 91.57 (1.2) 89.5 (3.0) 91.17 (1.5) 86.17 (2.2) 89.5 (1.7) 90.37 (1.6) 89.97 (1.8) 92.85 (1.5) 90.14 (1.8)

 Dataset 2 (500 rpm 
with 3 mm crack)

  Methodology 1 78.33 (7.8) 73.66 (5.5) 73.33 (7.5) 78.33 (6.9) 78.33 (7.2) 75.68 (9.9) 78.33 (4.6) 82.78 (9) 77.35 (7.3)
  Methodology 2 79.78 (7.9) 78.11 (8) 79.78 (6.3) 82.19 (7.7) 82.71 (7.6) 83.11 (8.4) 86.78 (10.9) 88.1 (6.3) 82.57 (7.9)
  Methodology 3 81.42 (1.3) 79.77 (2.0) 81.42 (2.1) 83.84 (2.3) 82.94 (1.6) 84.75 (2.4) 82.42 (1.5) 90.75 (1.9) 83.41 (1.9)
  Proposed 94.25 (1.0) 92.33 (1.9) 94.25 (1.6) 94.01 (1.8) 94 (1.1) 91.83 (1.3) 94.7 (1.5) 94.87 (0.7) 93.78 (1.4)

 Dataset 3 (300 rpm 
with 12 mm crack)

  Methodology 1 82.43 (2.1) 81.67 (5.5) 81.67 (4.4) 84.63 (2.7) 85.99 (6.5) 85.05 (3.8) 83.88 (3.2) 90.99 (7.5) 84.54 (4.5)
  Methodology 2 83 (3.9) 82.25 (3.0) 83.93 (2.2) 85.31 (2.9) 86.12 (5.0) 85.05 (5.4) 85 (5.8) 94.13 (6.0) 85.60 (4.3)
  Methodology 3 85.35 (1.4) 83.6 (0.9) 86.29 (1.1) 87.67 (0.9) 95.48 (1.3) 87.4 (1.9) 87.35 (1.0) 95.49 (3.5) 88.58 (1.5)
  Proposed 94.15 (0.4) 93.9 (0.3) 94.98 (0.5) 96.15 (0.9) 98.29 (0.9) 94.7 (1.7) 96.65 (0.2) 100 (0.0) 96.10 (0.6)

 Dataset 4 (500 rpm 
with 12 mm crack)

  Methodology 1 86.68 (4.5) 85.92 (4) 85.92 (3.6) 88.88 (7.4) 90.24 (3.5) 89.92 (4.1) 92.13 (4.2) 95.24 (5) 89.37 (4.5)
  Methodology 2 90.31 (5.5) 88.06 (7) 89.75 (9.5) 91.12 (6.3) 95.01 (6.2) 90.86 (3.2) 95.81 (4.9) 97.95 (4.9) 92.36 (5.9)
  Methodology 3 90.34 (1.6) 88.59 (1.5) 91.27 (1.1) 92.65 (1.6) 95.5 (0.8) 92.39 (1.3) 95.34 (1.5) 98.47 (0.6) 93.07 (1.3)
  Proposed 96.2 (0.6) 95.96 (0.6) 97.04 (0.5) 98.2 (1.4) 100 (0.0) 96.75 (1.5) 100 (0.0) 100 (0.0) 98.02 (0.57)

Fig. 9  a The basic concept of 
feature space utilization of a 
traditional-OAASVM with an 
improved probabilistic classi-
fier, b well separated decision 
boundaries by the probabilistic 
classifier, as indicated by dotted 
straight lines
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and a probabilistic classifier (probabilistic-OAASVM) for 
improved diagnostic results. This probabilistic classifier 
improves the traditional-OAASVM by introducing a new 

feature space utilization scheme as a Gaussian process 
prior and maximized the classification performance using 
Bayesian inference. Overall, the probabilistic-OAASVM 

Fig. 10  2-D visualization tool for finding informative sub-band signals based on a SKV and b the proposed DDR values

Fig. 11  3-D visualization of 
three DDR values of each defect 
frequency from feature pool 
using a Dataset 1, b Dataset 
2, c Dataset 3, and d Dataset 
4, for all single and multiple-
combined faults (i.e. 8 types in 
this study)
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method provided superior diagnostic performance in 
all aspects of the experiments. It especially showed an 
increasing trend in the diagnostic performance when the 
rotational speeds and crack sizes are increased. In addition 

to validating the effectiveness, the proposed classifier 
outperformed three state-of-art algorithms, yielding a 
4.95–20.67% diagnostic performance improvement in the 
average classification accuracy.
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