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1  Introduction

In recent years, dynamic hand gesture recognition sys-
tem has become a major area of interest within the field 
of human–computer interaction. Hand gesture recognition 
has many applications in different fields such as medicine, 
virtual and augmented reality, telecommunications, and 
machines controls (Stergiopoulou et  al. 2014). In contrast 
of traditional human–computer interaction devices such as 
keyboards and mice, hand gestures provide a more natural 
and intuitive contact between human and computers. This 
trend has become even more famous with the development 
in daily technology and intelligent computing (Simões 
et  al. 2015). Basically, hand gesture recognition is sepa-
rated into two categories; data-gloves based approaches 
(Oz and Leu 2011; De Marsico et al. 2014) and computer-
vision based approaches (Zhao et al. 2012). The first type 
of approaches relies on extra hardware sensors linked to 
hand region to identify hand shape and trajectories, thus 
providing hand and fingers locations. On the contrary, such 
devices are costly, bulky and beyond the intuitiveness and 
natural interaction. Meanwhile, the second kinds provide 
natural contact and are more intuitiveness since they rely 
on camera vision, employing only video images processing 
and pattern recognition. Moreover, vision based approaches 
are divided into 3D vision based approaches (Bernardos 
et  al. 2016) and 2D vision based approaches (Yeo et  al. 
2013). 3D vision based approaches utilise smart cameras 
supported by camera sensors including Microsoft Kinect. 
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Although such type of cameras provides detailed informa-
tion and simplifies the process of hand gesture segmen-
tation, it is yet costly, may cause health risks and do not 
included in most portable digital computing devices such 
as laptops and cell phones (Rautaray and Agrawal 2012). 
Nevertheless, 2D vision based approaches use only ordi-
nary webcam camera making it to be more affordable, easy 
to use and included in most of portable digital computing 
devices (Rautaray and Agrawal 2012).

There are two categories of hand gestures, which are 
static (Kelly et  al. 2010) and dynamic (Han et  al. 2009). 
Static hand gestures refer to the local motion of hand fin-
gers forming different shapes and postures. On the other 
hand, dynamic hand gestures represent free-air move-
ment of hand in the spatial–temporal space. In addition, it 
involves gestures with different scales and postures of the 
hand. In this regard, dynamic hand gesture and 2D vision 
based approaches are the topic interests of this study. 
Dynamic hand gesture recognition systems comprised four 
stages, which are gesture segmentation, gesture tracking, 
feature extraction and gestures recognition. In segmenta-
tion, the goal is to find the exact position of the hand in 
camera scene by extracting hand doing gesture from the 
whole input scene. In tracking, this step describes the abil-
ity to follow hand region across consecutive video frames 
so that the system can identify which and where the hand 
object is moving at any particular time interval. Feature 
extraction step considers extract critical information on 
hand region discriminating different hand patterns. The 
final step is the recognition, which is responsible for inter-
preting the semantics of hand positions as well as hand 
trajectories and/or hand postures (Rautaray and Agrawal 
2012). Consequently, hand gesture segmentation technol-
ogy in vision-based approaches is one of the most challeng-
ing tasks (Choudhury et al. 2015). The quality of segmen-
tation is able to directly affect other recognition systems 
stages.

Dynamic hand gesture segmentation based on 2D vision 
based approaches is a challenging process. Yet, there are 
many issues that influence the performance of dynamic 
hand gesture segmentation. The main problems of hand 
gesture segmentation include the poor hand gesture area 
segmentation accuracy due to complicated environment 
and various lighting conditions. The dynamic hand gesture 
segmentation algorithm from implementing motion feature 
of two frames difference method combined with skin fea-
ture of generic thresholding skin segmentation algorithm 
suffers complicated environment and different illumination 
conditions. Thus, it resulted in the extracted hand region 
producing holes, missing and incomplete parts (Asaari 
et  al. 2014). Furthermore, several studies (Bhuyan et  al. 
2014; Sgouropoulos et al. 2014; Vafadar and Behrad 2014; 
Yeo et  al. 2013) have presented dynamic hand gesture 

segmentation with their performance limited and degraded 
under complicated environment and various lighting 
conditions.

2 � Previous works and motivation

To highlight the challenges of vision-based hand ges-
ture segmentation, several approaches in the literature 
were adapted in terms of visual features such as colour, 
motion information, shape or a combination of these fea-
tures (Zabulis et al. 2009; Stergiopoulou et al. 2014). Most 
hand gesture segmentation approaches tend to either seg-
ment hand region doing gesture or estimate the shape of 
hand (Zabulis et  al. 2009). Bhuyan et  al. (2014) used the 
fusing of Cb and Cr, H and S chrominance components 
in YCbCr and HSV colour spaces, as well as the largest 
connected component method to get palm region of hand. 
However, their method still lack of segmentation and track-
ing accuracy. On the other hand, Sgouropoulos et al. (2014) 
have utilised Viola Jones algorithm to detect face and get 
skin colour tones trained immediately from face region in 
YCbCr colour space. Besides, hand blob localising and gab 
filling algorithms were utilised to completely segment and 
track hand gesture in the entire image. In contrast, the seg-
mentation process depended on the success of Viola Jones 
method for face detection. In addition, extracting skin tones 
immediately form face region can result in noises due to 
the effects of background on face area. Vafadar and Beh-
rad (2014) used colour information corresponding to H, S 
and Q, I, in HSV and YIQ colour spaces and K-mean algo-
rithm. In contrast, hand segmentation algorithm needs to be 
improved since its performance was degraded under com-
plex background and overlapped with other objects prob-
lems. Yeo et al. (2013) utilised skin colour in Y, Cb and Cr 
colour space components, Haar like feature to remove face 
region and Canny edge approach. Nonetheless, the algo-
rithm was observed to be better in indoor situation under 
normal lighting condition and may therefore degrade under 
very dark or very bright illumination conditions.

Yun et al. (2012) employed HSV colour space for skin 
colour detection to obtain hand shaped region and extract 
the hand region contour by getting the maximum contour 
of the hand shaped area. Although this method had shown a 
great potential, it is still not feasible in the case of dynamic 
hand gesture moving in complex background and practicing 
partial occlusion with a face or other objects of the same 
skin colour. Additionally, their method for contour extrac-
tion is not feasible in the case of closed hand forming a fist.

Stergiopoulou et  al. (2014) demonstrated a combina-
tion of existing techniques involving four primary stages; 
motion detection, skin colour detection, morphological 
descriptors, and the combination of extracted information. 
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In motion detection, they used a hybrid technique that 
includes three frames differencing in detecting sudden 
motion to obtain motion region of interest (MROI) fol-
lowed by background subtraction applied on MROI to 
capture the hand even when it stops moving momentarily. 
Then, skin detection was done based on colour categoris-
ing technique and specifically on updated version of skin 
probability map (SMP) or histogram-based Bayes clas-
sification approach in HSV colour space. They employed 
morphological descriptors as feedback stage, utilising the 
final detected hand to be described in the aspect of weight 
factors to measure the minimum distance of hand pixels to 
hand contour and approximate the probability that this pixel 
belongs to the hand region in the current frame. Finally, 
the fusion of extracted information was accomplished in 
the region-based approach to get final hand detection. In 
their proposed approach, they aimed to detect the hand 
in real time, not necessarily constantly, in front of a non-
unvarying background under different illumination cases. 
However, they assumed that the hand should be the larg-
est object moving in the scene and the background should 
be somewhat static. They estimated that the occurrence of 
the user’s faces in the view is not difficult as long as it is 
static so that it can be treated as a part of the background. 
Although this method has produced good results in terms 
of hand region detection since the detection rate can be as 
high as 98.75%, it is yet to be further improved to detect the 
hand shape where the accuracy of shape detection reaches 
88.02%.

Wang et al. (2014) detected skin colour by utilising HSV 
colour space (Hue, Saturation, and Value). A binary image 
was obtained according to the HSV colour range of hand 
skin. Then, the “1” region was enclosed by longest “1” con-
tour filled with “1” with the rest of them filled with “0” to 
consequently obtain a binary image for hand region. How-
ever, their method has failed under such cluttered back-
ground when hand region is occluded with other objects 
of the same skin colour range. As such, the whole method 
needs to be improved in the future.

Meanwhile, Mazumdar et al. (2015) suggested adaptive 
hand segmentation and tracking system. They proposed 
several skin colour detection models associated with mor-
phological operation addressing the problems such as com-
plexity of the background and conditions of changed illu-
mination. However, the output target in their method was 
located and segmented using bare and gloved hand to con-
sider the situations of illumination and skin colour changes. 
Although the results turned out to be good, there is a 
restriction to their method caused by dynamic background.

Asaari et  al. (2014) proposed an adaptive tracking 
method for dynamic hand gesture trajectory recogni-
tion system. In their method, the detection and segmenta-
tion method used a combination of motion feature from 

two frames differences method and skin colour feature of 
generic thresholding model, which employed Cb–Cr com-
ponents as thresholding values. The values of Cb and Cr 
chrominance thresholds were calculated manually or offline 
from the histogram out of many skin colour samples based 
on mean and standard deviation of Cb and Cr components. 
However, their segmentation method revealed weak or 
incomplete segmentation for hand area and degraded under 
low lighting conditions, thus influencing the segmentation 
accuracy rate of the entire method. The segmentation accu-
racy rate obtained after analysing the method and proving 
results is 64.2%.

Chidananda et al. (2015) developed automated ear detec-
tion in facial images method to localise ear image under 
challenging situations such as varying backgrounds, occlu-
sion and various postures. This study proposed an integra-
tion of entropy texture analysis filter and Hough transform 
to improve and get accurate detection of ear image.

Hence, to improve the dynamic hand gesture segmenta-
tion accuracy rate against the problem of weak hand fea-
ture segmentation or incomplete hand region segmenta-
tion under complicated environment, different illumination 
conditions and partial occlusion, this paper proposes fast 
marching method (FMM) combined with four modified 
visual features segmentation procedures of skin, motion, 
skin moving and Contour features. The contributions of 
this study are summarised as follow;

1.	 Developing dynamic hand gesture segmentation 
method based on a good segmenting visual features 
fusion.

2.	 Using thresholding technique upon two frames differ-
ence method and FMM to segment motion feature as 
well as improving poor motion segmentation using two 
frames difference alone.

3.	 Developing skin feature segmentation scheme based on 
generic threshold factors in Cb–Cr colour components 
calculated using online-training procedure out of nose 
pixels in the face region based on Viola Jones algo-
rithm. This is to get rid of background influences over 
face region and to make the algorithm adaptive to dif-
ferent users.

4.	 Alternatively, to cope with Viola jones performance 
limitation under low illumination conditions and side 
view of the face or face rotation, this study proposed 
offline-training procedure. This procedure calculates 
threshold factors in Cb–Cr components using skin col-
our data samples taken from face region and weighted 
equation by Park et al. (2009) for obtaining skin colour 
threshold factors used to segment skin colour.

5.	 Using Entropy filter on fused skin moving feature has 
contributed in extracting smooth portions inside hand 
region and strengthening the feature by increasing the 
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intensity (enlarging the entropy) inside skin moving 
region.

6.	 Using two image-frames subtraction, canny edge detec-
tor algorithm, and range filter to segment hand contour 
feature has correctly formulated the hand shape and 
emphasised the edges of hand region.

7.	 The proposed formula for features fusion has suc-
cessfully detected the seed location mask of moving 
hand for fast marching method (FMM) to accurately 
segment hand region besides employing FMM for 
dynamic hand gesture segmentation.

3 � Moving hand gesture segmentation system using 
FMM

The proposed system includes six phases. They are skin 
feature segmentation, motion feature segmentation, 
enhanced skin moving feature segmentation, contour fea-
ture segmentation, features fusion and the use of FMM. 
Figure 1 shows the block diagram of the proposed system 
for hand gesture segmentation. The details for every model 
are included in the following subsections.

3.1 � Fast marching method

Fast marching method (FMM) is a numerical method created 
by James Sethian (1996) for solving boundary value prob-
lems in the Eikonal equation. The algorithm is similar to that 
of Dijkstra’s considering that information only streams out-
ward from the seeding region. The main advantages of this 
technique are that it depends on a fixed Eulerian mesh, cop 

topological changes in the interface naturally and can be eas-
ily formulated in higher dimensions (Zhu and Tian 2003). In 
addition, the FMM work is based on pixel seeds propagation 
and object boundary tracking with rapid computation time 
(Sethian 1999). Accordingly, Fast marching method (FMM) 
in the proposed method was employed in many stages of this 
study including motion feature segmentation, skin colour 
feature segmentation, and finally in getting hand gesture seg-
mented from the input video scene. This was done to get an 
accurate segmentation to dynamic hand region while moving. 
More information and explanation about the FMM can be 
found in the studies of (Sethian 1996, 1999; Monneau 2010). 
In this study, the FMM method was implemented based on 
image gradient or intensity difference and threshold level 
using formula in Eq. 1.

where BW is binary segmented image; W is a weight array 
computed based on intensity difference or image gradient, 
which identifies non-sparse, non-negative digital array in 
which high values identify the foreground (object) and low 
values identify the background; MASK is the mask of seed 
locations specified as a logical array with a similar size as 
W so that the seed locations can be located where mask is 
true; and THRESH is non-negative scalar species in the 
range [0 1] used to obtain the binary image.

3.2 � Motion feature segmentation

A successful motion segmentation method has to cope with 
difficulties of noisy background and different illumination 
conditions. In this regard, the most known and computation-
ally effective approach is the frame difference method, which 
has the ability to detect sudden motions and has a low com-
putation time in particular for scenes captured by stationary 
camera (Stergiopoulou et  al. 2014; Ren et  al. 2013). The 
flowchart of the proposed motion segmentation algorithm is 
illustrated in Fig. 2.

Based on the data flow of the proposed algorithm, framt 
represents the RGB image at time (t) and framt+1 is the 
RGB image at time (t + 1) of video sequences. In the first 
step, framt and framt+1 were converted to gray level. Then, 
Framdift was calculated based on the difference between 
framt and framt+1, as defined in Eq. 2.

Then, the Framdift image was converted into binary image 
Framdif bt by applying Eq. 3.

The threshold value (Thr) was calculated using Eq.  (4) 
based on the study of Asaari and Suandi (2010).

(1)BW = FMM(W,MASK, THRESH)

(2)Framdift(x, y) =
||framt+1 − framt

||.

(3)Framdif bt =

{
1, if Framdift ÷ 55 ≥ Thr

0, otherwise
.

Contour 
Segmentation 

OR 

  AND 

Fast Marching Method 
(FMM) 

Video Sequence 

Skin Color 
Segmentation 

Motion 
Segmentation 

AND 

Entropy Filter (Texture 
Segmentation) 

Final Output 

Fig. 1   Block diagram of moving hand gesture segmentation system
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To further smooth out the segmented image, median fil-
ter, which is a spatial filter with a 3 × 3 masking window, 
was applied to eliminate the unwanted noises remained in 
the motion image. Next, as depicted in Fig.  2, the mean 
intensity of smoothed motion feature mask resulted from 
the previous step Framdifb was calculated and thresholded 
with the threshold factor namely level (level was experi-
mentally determined and set to 0.3). Thus, the motion 
information of the smoothed binary image Framdifb is 
considered if the mean intensity of smoothed Framdifb is 
greater than level threshold value.

However, the motion information segmented based on 
two frames difference and threshold operations (Framdifb) 
may result in poor motion feature segmentation with holes. 
Therefore, to enhance the segmented motion feature and 
compensate holes, this study applied the FMM as illus-
trated in Eq. 5.

(4)Thr =

{
0.05 × mean(Framdif ) ≤ 1

0.2, otherwise
.

(5)Framdif b = FMM(W, Framdifb, gthresh),

where Framdifb is the segmented motion feature after com-
pensate holes and incomplete parts, W is gradient weight 
function in Matlab (represents the weight-array) calculating 
weights for image pixels depending on image gradient as 
depicted in Eq. 6.

where � represents the standard deviation for Gaussian and 
experimentally set to 1.5; gthresh is a positive scalar in the 
range of [0 1] that identifies the threshold level and set to 
0.01, which was obtained experimentally.

3.3 � Skin color feature segmentation

Skin colour information is more robust against geometric 
variations caused by scaling, rotation or translation. On the 
other hand, to cope with the complexity of environment, 
different illumination conditions, time complexities and 
data nature challenges of skin colour segmentation, this 
study proposes a new skin colour information segmenta-
tion scheme. The presented scheme proposed threshold fac-
tors (thresholds values) based on maximum and minimum 
range values of Cr–Cb colour spaces. The threshold factors 

(6)W = gradientweight (Image, �) ,

Fig. 2   Flowchart of motion 
feature segmentation algorithm
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range was calculated utilising either online-training proce-
dure from nose-pixels of face region—or offline-training 
procedure out of a number of skin samples alternatively. 
Figure 3 depicts the flowchart of colour skin segmentation.

According to Fig.  3, the proposed scheme was 
observed trying to segment skin features using thresh-
old factors gained from online-training procedure at the 
beginning of implementation. In online training pro-
cedure, the Viola Jones algorithm (Lienhart and Maydt 
2002; Viola and Jones 2001) in the YCbCr colour space 
was used to detect face and nose regions accordingly for 
extracting the minimum and maximum values of the Cb 
chrominance component and the Cr chrominance compo-
nent, respectively, so that the threshold values calculated 
from nose region will be in the range (minCr, maxCr, 
minCb, maxCb). In order to reduce computation time of 
Viola jones algorithm, the online training procedure was 
carried out once for individual user. Moreover, to cope 
with high complexity drawback, the threshold factors 
were trained for one time where the skin threshold factors 
for the whole system are calculated as depicted in Fig. 4. 

After getting threshold factors from nose region, the face 
region was removed to get rid of noise. Next, binary 
information of skin areas in the image were segmented 
via thresholding operation as depicted in Eq. 9.

Furthermore, FMM was applied into the segmented 
skin feature to correct the boundary and compensate 
the holes or missing pixel parts of hands skin and other 
skin regions in the image-frame since the FMM method 
is based on pixel seeds propagation and object boundary 
tracking with low computation time. The formula to call 
the FMM method is illustrated the Eq. 7.

where BW represents the enhanced binary segmented skin 
feature using online thresholds training procedure; W is 
the weight array that takes the same values of input image 
frame but in the grayscale level; MASK is the binary seg-
mented skin colour feature from online thresholds training 
procedure; and THRESH is a positive scalar in the period 
[0 1]. Basically, THRESH identifies a level at which the 
outcome of FMM performs a thresholding operation. Here, 
THRESH was set to 0.001 by experiments and observations.

(7)BW = FMM(W, MASK, THRESH),

Fig. 3   Skin colour segmenta-
tion scheme

Detecting nose region using 
Viola Jones based Cascade 
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Is face 
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Segmenting skin color feature based 
on Cb-Cr thresholds trained offline

Remove 
Face 

Output: Binary skin color feature 
information  

No Yes 

Apply face detector (Viola –Jones algorithm) 

No 

Yes 

Segmenting binary 
information corresponding to 
skin color using (Equation 9) 

Fast Marching 
Method (FMM) 

Remove 
Face 

Segmenting binary information 
corresponding to skin color using 

(Equation 9) 
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However, under situations of low lighting conditions 
and face rotation, Viola Jones showed degradation in its 
performance to detect the face or/and nose region. To cope 
with this problem, offline training procedure was designed 
to be carried out alternatively. The offline training proce-
dure calculated threshold factors by adjusting the weight 
parameter alpha between the calculated parameters thr1 
and thr2 using weighted equation (Eq. 8) inspired by (Park 
et al. 2009). In this regard, the impact of weight alpha here 
within the Eq. 8 is to create adaptive skin feature segmen-
tation based generic offline thresholds training model that 
can represent different human’s skin colour, differentiate 
between skin and non-skin objects and even similar to skin 
objects as possible, robust to camera characteristics and 
nature of data as possible, as well as adaptive to various 
lighting conditions and complex background.

Moreover, to implement offline training procedure, 11 
skin samples of video frames of IBGHT dataset were cho-
sen and the values for skin range were taken out of face 
region from different 11 users. In fact, based on previous 
studies, there is no standard measurement and clear state-
ment for the number of skin samples that should to be 
used for training skin thresholds. Based on the literature, 
in particular for generic approaches based skin detection 
and segmentation, every presented study has utilised its 
own number of samples according to experimental results. 
Therefore, here in this study, skin samples were selected 
by considering as many skin detection and segmentation 
challenges as possible. In another word, these skin samples 
displayed the upper part of human body including moving 
hand under various lighting conditions and environmental 
situations as well as variety of skin colour among users by 
using video frames of IBGHT dataset.

The values of thr1 and thr2 parameters for (Eq. 8) were 
picked based on maximum and minimum values in each 
Cb and Cr skin sample region taken out as threshold values 
(Fig. 5). Then, from every Cr_min, Cb_min and Cr_max, 
Cb_max of manually calculated skin color samples values 
ranges as in Fig. 5, two minimum and maximum thresholds 
values were extracted for parameters in thr1 and thr2 of 
Eq. 8, consecutively.

where alpha is the weight with its value by experiments 
and observation set to 0.02; thr1 and thr2 are first and sec-
ond extracted threshold vectors based on minimum and 
maximum range values of Cr_min, Cr_max, Cb_min and 
Cb_max of skin samples (Fig.  6). Meanwhile, threshold-
svect represents calculated thresholds for skin colour seg-
mentation based on Cr–Cb range.

In the end, to segment skin regions, binary pixels cor-
responding to skin regions were segmented by performing 
thresholding operations using Eq.  9 where Sn(x, y) is the 
binary image of skin segmentation.

(8)thresholdsvect = alpha × thr2 + (1 − alpha) × thr1,

Fig. 4   Online training thresholds

Fig. 5   Extracted skin colour 
samples
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3.4 � Contour feature segmentation

Plenty of information can be gained from contour extrac-
tion in an image. It can formulate the shape of hand ges-
ture. Therefore, in this study, to get an accurate segmen-
tation of the hand region and to avoid lacking in hand 
contour, contour features extraction model was proposed as 
a part of moving hand gesture segmentation method. In this 
study, the contour feature of the moving hand region was 
segmented using two image-frames subtraction, canny edge 
detector algorithm and range filter. The contour feature seg-
mentation algorithm is depicted in Fig. 7.

(9)Sn(x, y) =

{
1, if Cb ∈ Cbrang and Cr ∈ Crrang
0, if otherwise

.
Basically, contour extraction depends on edge detec-

tion outcomes. In this regard, Canny edge detector algo-
rithm was employed since it has the ability to detect weak 
edges and adapt to environmental variations (Sgouropoulos 
et al. 2014). The proposed algorithm took the same inputs 
of motion segmentation algorithm, which are two succes-
sive frames framt−1 and framt. Firstly, the Canny algo-
rithm was applied on the red component of every RGB 
image frame framt−1 and framt to reduce the influence of 
shadow projected from subtracting both images. The red 
image frame of framt−1 is framt−1(:, ;, 1), whereas framt is 
framt(:, :, 1). The results from this step are Canny − framt−1 
and Canny − framt. On one hand, the Canny edge algo-
rithm resulted in a large amount of edges describing hands 
and to unrelated objects on the background. For that rea-
son, this study proposed the subtraction operation between 
current Canny − framt−1 and Canny − framt (subtraction 

Fig. 6   The obtained threshold 
factors based on offline training 
procedure for skin segmentation

Fig. 7   Block diagram of 
contour feature segmentation 
algorithm

Video sequences 

Apply Canny Edge 
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Read Frame Read Frame
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Morphology operation based largest 
connected component 

Output: contour feature 

Find (: , ; ,1) Find (: , : ,1).
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of two canny image frames). On the other hand, the post-
processing algorithm is needed to enlarge the reliability of 
such algorithms. As a result, the Range filter (Bailey and 
Hodgson 1985) using a range value of 3 by 3 neighbour-
hood around the corresponding pixel in the input image 
(image resulted from subtraction) was applied to refine 
the result since the range filter can emphasise edges and 
change images texture areas (Eq. 10). Then, a morphology 
operation extracting the largest connected component was 
applied to filter the segmented image and eliminate unre-
lated small blobs and undesirable noise.

where the range filter is a texture analysis filter with the 
ability to emphasise local differences in brightness inde-
pendent of the average brightness in the area using a short 
calculation time, CIMGF is the resulted binary contour 
image feature. More information regarding principle work 
of range filter can be found in (Bailey and Hodgson 1985). 
Furthermore, an example of the steps in moving hand ges-
ture contour segmentation algorithm is illustrated in Fig. 8.

As a result, the contour feature of the moving hand 
gesture was successfully segmented by the developed 

(10)
CIMGF =Range Filter(Imsubtract(Canny − framt−1,

Canny − framt), [3 3]),

algorithm under different scenarios and environmental 
circumstances of different video sequence. However, the 
obtained hand contour feature sometimes is not very pure 
and has some noises from the background. Using only the 
hand contour feature is not the best choice for hand ges-
ture segmentation; so, there is always a need to incorporate 
other features.

3.5 � Enhanced skin moving feature extraction

Frame difference has a low computation time and the abil-
ity to detect sudden motion for scenes captured using sta-
tionary camera (Ren et al. 2013; Stergiopoulou et al. 2014) 
with poor motion segmentation. This problem can impact 
the correctly segmented skin moving information inside 
the image of video sequences for the moving hand gesture 
segmentation process. The segmented skin moving feature 
results in a lot of noises, making the segmented skin mov-
ing feature to become weak (with a lot of holes inside). 
Such noises would be influenced by poor segmentation 
of motion feature because of similar values of intensity 
(Sgouropoulos et al. 2014).

In order to enhance and strengthen the extracted skin 
moving feature belongs to the hand region for hand ges-
ture segmentation, entropy filter-based texture analysis was 

Fig. 8   Experiment steps of 
moving the hand contour feature 
segmentation algorithm
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proposed as an integration for the skin moving feature since 
it can effectively extract a smooth portion of an image with-
out being affected by radiance and darkness. In addition, 
it employs the property making an image to become clear 
in proper focus (enlarge the entropy or intensity), whereas 
the image becomes smooth out of focus when reduces the 
entropy (Hamahashi et  al. 2008). The operation can be 
accomplished using Entropy filter equation (Eq. 11).

where P (l) is a normalised intensity histogram produced 
by getting an intensity histogram H (l) for the region of 
image. Based on the equation above, the entropy filter func-
tion can be called as J = ENTROPYFILT(I, Nod), where 
I represents the input image and Nod describes the neigh-
bourhood, which is a multidimensional matrix of zeros and 
ones in which non-zero elements identify the neighbours. 
Nod must have an odd size in each dimension and should 
be a structure, element or object.

In this study, every production pixel has a specified 9 by 
9 neighbourhood entropy value around the corresponding 
pixel in the input image I. The value 9 by 9 represents the 
Nod matrix and its size was determined empirically. J is the 
enhanced returned array of binary skin moving segmented 
information. The above explanation can be represented in 
the next two Eqs. (12) and (13).

where SMt is a skin moving feature and ESMt is the 
enhanced skin moving feature.

3.6 � Locating hand region

Accordingly, this study has proposed the use of fast march-
ing method (FMM) to segment binary image of dynamic 
hand gesture region during its movement. For FMM, the 
locations of seed pixel propagation and weight array for 
image frame pixels and threshold factor are required to 
implement the FMM and segmenting hand gesture region.

Therefore, after successfully extracting the motion, 
skin colour, skin moving (ESM) and contour features 
(CIMGF), the seed location of hand region (HROIMask) 
was estimated by fusing these extracted features using the 
proposed formula based logical operators as illustrated 
in Eq.  14. The weight array (W) was calculated based 
on grayscale intensity difference function of input image 
frame. Consequently, the binary region of the hand was 
segmented using FMM as in Eq.  15. By implementing 

(11)Entropy value =

lmax∑

l=lmin

P(l)logP(l),

(12)SMt = St& Framdif bt

(13)ESMt = Entrpy Filter
(
SMt, [9 9]

)
,

Eqs.  14 and 15, the face regions and other skin col-
oured objects as well as unrelated moving objects were 
discarded.

where W is computed utilising the average of intensity val-
ues of the whole pixels in framt marked as logical true in 
the calculated or obtained (HROIMask), using the formula 
W = graydiffweight(grayscale_img, HROIMask); gthresh 
is the non-negative threshold value experimentally obtained 
and its value was set to 0.001.

As a result, the hand region of interest (HROI) was 
detected using Eq.  16; the output of hand detection is a 
rectangular bounding box denoting the region of hand in 
form [c, r, w, h], which was later utilised to benefit from 
width and high parameters (w and h), as well as the seg-
mented region of hand was treated as a reference region 
in the matching operation between two features to find 
hand region on the next frame. It should be noted that 
the reference region (current segmented HROI) will be 
updated with time at the end of each correct segmenta-
tion to hand region in framet. 

where w = max [Col] − min [Col], h = max [Row] − min 
[Row], c = min [Col] and r = min [Row]; [Col] and [Row] 
are vectors containing column and row coordinates 
extracted from white pixels of Binary-HROI image, w and 
h represent the width and height of the bounding box, c 
and r are the starting points for the bounding box in x and 
y, respectively. The illustration of hand region of interest 
HROI localisation is depicted in Fig. 9.

Often when a gesturer vigorously moved his hand, the 
segmented hand region image included portions of the 
gesturer arm part. Therefore, local improvement is nec-
essary to eliminate the arm region. According to (Asaari 
and Suandi 2010), the arm region can be discarded from 
the hand region by utilising a simple local enhancement 
technique based on the criterion in Eq. 17.

where | is the logical operation OR and � is the ratio 
between HROI height and its width. To carry this out, the 
value of γ was set to 1.2 according to the method proposed 
by (Asaari and Suandi 2010).

Accordingly, the Eq. 17 works on updating the height 
parameter of segmented hand region that could be 
denoted to arm region. This happened when height is less 
than the width of segmented hand region or greater than 
the ratio between segmented hand region height and its 

(14)HROIMask = ESMt & (CIMGFt| St & Framdifbt)

(15)Binary − HROI = FMM(W, HROIMask, gthresh),

(16)HROI = Rectangle (Binary − HROI, ([c, r, w, h]),

(17)h =

{
𝛾w, if h < w | h > 𝛾w

h, Otherwise
,
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width by executing Eq. 17 where the unwanted part rep-
resenting arm region will be discarded (Fig. 10).

4 � Results and discussion

All experiments were performed using Matlab 9.0 on an 
Intel Core i7 processor with 8 GB RAM on Windows 10 
operating system. All video sequences were taken from 
the Intelligent Biometric Group Hand Tracking (IBGHT) 
database (Asaari et  al. 2012). Basically, the IBGHT data-
base consists of 60 video sequences containing a total of 
15,554 RGB colour images with annotated ground truth 
data. These video sequences are ranging from an easy 
indoor tracking scene to extremely high challenging out-
door scenarios. The general setting of video acquisition 
focuses on the upper part of the subject’s body at some 

relative cameras to subject (CS) distance. This dataset was 
divided into two categories and four parts namely Dataset 
#1(Part1–1, Part1–2) and Dataset #2(Part2–1, Part2–2). 
In Dataset #1, there are a total of 16 video sequences per-
formed by the same actor and recorded in indoor envi-
ronment. In the second category (Dataset #2), there are a 
total of 44 video sequences performed by a number of dif-
ferent actors and includes both indoor and outdoor. The 
complexities in Dataset #2 are designed to include more 
extremely challenging scenes than the Dataset #1. The 
video sequences of IBGHT dataset were recorded so that 
hand can move in trajectory manner simulating real world 
challenges involving complex environment, various light-
ing conditions (indoor and outdoor), independent users and 
partial occlusion. More information and details regarding 
every video sequence in the IBGHT dataset can be found in 
(Asaari et al. 2012).

Fig. 9   The illustration of 
hand region of interest HROI 
localisations

(c, r) 

h

w

(a) (b)

Fig. 10   Removing arm region
HROI                 HROI bounding box           HROI after refinement  Results

G0

persoA_g3 

Scene_C
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The performance of dynamic hand gesture segmenta-
tion method was evaluated using quantitative and qualita-
tive measurement to confirm the accuracy of the proposed 
segmentation approach. According to Asaari et al. (2014), 
the segmentation accuracy rate was calculated as the ratio 
of the number of successfully segmented frames to the total 
number of files in the IBGHT to secure quantitative meas-
urement with the dataset given in the following equation 
(Eq. 18).

To implement Eq. 18, the centre position of every seg-
mented hand region in the x and y direction was calculated. 
To be used within Eq.  18, the hand region is considered 
accurately segmented if the distance between its centre 
location in the x and y directions of the manually labelled 
“ground truth” data falls within the 9 × 9 neighbourhood.

The segmentation results are depicted in Table  1. It 
is evident from the table that the proposed segmentation 
method has managed to offer promising segmentation 

(18)

Segmentation accuracy

=

∑ Number of videos that sucess hand

gesture segmentation

total number of video files
× 100.

accuracy. Using the Entropy filter, FMM and range fil-
ter over a mixture of extracted skin, motion, skin moving 
and contour features contributed towards gaining good 
segmentation outcomes.

As a qualitative measurement, the results of proposed 
hand gesture segmentation algorithm were compared 
with that of previous methods Asaari et al. (2014) based 
on the average accuracy. The experiment was performed 
on video sequences of Dataset#1 and Dataset#2 from the 
IBGHT dataset. The comparison results are illustrated in 
Fig.  11. Meanwhile, the segmentation results are shown 
in Figs. 9 and 10.

As observed in Fig. 11, on an average, the comparison 
results presented that the incidental flaws in the hand ges-
ture segmentation algorithm of Asaari et al. (2014) have 
been successfully reduced by the proposed hand gesture 
segmentation algorithm. Consequently, it also managed 
to optimise the segmentation algorithm of Asaari et  al. 
(2014) with a very convincing segmentation rate and 
accuracy (Table 2).

As shown in Fig.  12, the segmentation method sug-
gested in this study has better performance and managed 
to improve the poor segmentation of the Asaari et  al. 
(2014) method in G0, G1, g6, and G8 video sequences in 

Table 1   Experimental results upon hand gesture segmentation

File name The accuracy (%)

Dataset#1 (Part1–1) 100
Dataset#1 (Part1–2) 96.66
Dataset#2 (Part2–1) 100
Dataset#1 (Part2–2) 97.2222

Fig. 11   Comparison results 
based on average segmentation 
rate for the dynamic hand ges-
ture segmentation on the video 
sequences of the IBGHT dataset

Table 2   Comparative outcomes based on average accuracy rate

File name Segmentation rate of 
proposed method (%)

Segmentation rate of 
Asaari et al. (2014) 
method (%)

Dataset#1 (Part1–1) 100 62
Dataset#1 (Part1–2) 96.66 78
Dataset#2 (Part2–1) 100 61.25
Dataset#1 (Part2–2) 97.2222 55.55
Average 98% 64.2%
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Dataset#1 (part1–1) despite the cluttered background, use 
of either short or long sleeve, partial occlusion with the 
face region and hand appearance variations that arise due 
to different kinds of movement trajectory.

Figure  13 illustrates the results of segmentation in 
Scene_C, Scene_D and Scene_E of Dataset#1 (Part1–2), 
respectively. In the situation of Scene_C, the proposed 
segmentation method managed to segment hand region 

despite the erratic motion of the hand, which speedily inter-
sects with the skin colour, shirt involved and the face. In 
Scene_D and Scene_E, the segmentation approaches man-
aged to segment and detect the hand region under uncom-
mon illumination effects and surprisingly, it happens even 
when the two hands are moving together with non-target 
hand moving in a small manner. In this regard, the thresh-
olding process based on certain threshold value proposed 

Asaari et 
al., (2014) 
segmentati
on method

G0         G1                          G6                              G8

The 
proposed 
segmentatio
n method

Fig. 12   The comparison results of hand gesture segmentation for Dataset#1 (Part1–1)

Asaari et al., 
(2014) 
segmentation 
method 

The proposed 
segmentation 
method 

Scene_C                     Scene_D           Scene_E

Fig. 13   Comparison results of hand gesture segmentation for Dataset#1 (Part1–2)
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for motion feature segmentation algorithm has helped in 
discarding unrelated moving objects including another 
moving hand as in scene E. Besides, the proposed modified 
visual features and the proposed formula based features 
fusion have led to better and accurate results for dynamic 
hand gesture segmentation under different and challenging 
scenarios as shown in the experimental results of this study.

As depicted in Fig. 14, experiment results displayed dif-
ferent indoor and outdoor real life scenarios. For example, 
the proposed segmentation method successfully managed 
to segment and map the targeted hand region in indoor_2 
behind the static object occlusion and in the outdoor envi-
ronment where over-exposed phenomena occurs due to 
illumination variations and skin features becomes hard to 
resolve. Here, the correct segmentation of the skin features 
was brought by the proposed skin extraction scheme. Addi-
tionally, the optimisation by the Entropy texture analysis 
filter and the Range filter was applied to each skin mov-
ing and contour features, which contributed in extracting 
small portions of pixel inside the hand region of interest. 

Consequently, this leads to the strengthening of segmented 
feature and accurately segmented hand gesture.

Consequently, based on the above comparison results 
and discussions, the hand gesture segmentation method 
introduced by this study has outperformed the perfor-
mance of AKFIE method (Asaari et al. 2014) as depicted 
in Fig. 15.

5 � Conclusion

In this paper, a method for dynamic hand gesture segmen-
tation was proposed. The hypothesised approach aimed at 
overcoming the problem of non-accurate and poor hand 
gesture segmentation where the hand region is not integral 
due to complicated environment, partial occlusion and light 
effects. Hence, to obtain accurate hand gesture segmenta-
tion to the moved hand gesture region, this paper proposed 
fast marching method and mixture of four modified and 
low cost visual features segmentation procedures involving 

Fig. 14   Experimental results 
for different indoor and outdoor 
real life scenes of Dataset#2 
(Part2–1)

Fig. 15   Comparison of the pro-
posed algorithm with another 
state of-the-art method on the 
IBGHT dataset
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skin, motion, skin moving and contour feature extracting 
procedures. Quantitative and qualitative evolution measure-
ments have been conducted based on video files of IBGHT 
dataset achieving great enhancement in hand gesture seg-
mentation in comparison with AKFIE method and segmen-
tation accuracy by 98%.
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