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1 Introduction

Twitter is one of the biggest and better known microblog-
ging sites, allowing its users to send and read short mes-
sages. Unlike other social media the possible relationships 
among Twitter users are two, followee or follower. When 
a user publishes a tweet, it automatically appears on his 
home page, and on the home pages of his followers (user 
home pages are also referred to as timelines).

Twitter is growing rapidly into one of the most popular 
social network services. Recent statistics show that more 
than 550  million users generate more than 300  million 
tweets every day. This leads to a huge amount of informa-
tion that can be made readily available, but new problems 
are introduced as well. Let us think of a user’s homepage: 
it is growing every time a followee tweets, however not 
all tweets are of interest to the user. Because of this tweet 
overload, users are often tired of browsing tweets in their 
homepage, and as a result, they miss interesting tweets.

A solution to this problem is an efficient recommender 
that helps users filter out uninteresting tweets, and thus, 
avoid cross passing the interesting ones. Moreover, a simi-
lar recommender could recommend followees with simi-
lar or relevant interests, resulting in a more interesting 
timeline. Moving towards this direction, Twitter itself has 
released the @MagicRecs account that sends personalized 
recommendations as direct messages to a user, if for exam-
ple a Tweet is retweeted by several of her followees.

On a different front, knowledge engineers organize 
human knowledge in an objective way using semantic 
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technologies. In this context, knowledge graphs (KGs) 
(Ehrlinger et al. 2016) are an instrumental tool for encoding 
the domains of human knowledge and the relations between 
them in a way that is manageable by computer systems. It 
is no coincidence that companies like Google1, Microsoft2, 
IBM, Yahoo, LinkedIn3, Facebook and Wikimedia promote 
the development of such structures to improve their com-
mercial services (navigation, search, personalized services, 
targeted advertising), and to increase the engagement of 
users (Ferrucci et al. 2010). It is our view that the semantic 
features of KGs make them suitable for analyzing social 
network data.

In this work, we present a content based method that 
uses KGs for (a) personalized tweet recommendation (Pla-
Karidi et  al. 2016) and (b) personalized followee recom-
mendation (Pla-Karidi 2016). Our method provides an 
alternative user “timeline” containing tweets that strongly 
match her interests. Note that these tweets may have been 
posted by users that are not her followees. This way she 
will not miss messages that are interesting, even if they are 
posted by people that she does not follow; at the same time, 
any irrelevant tweets are filtered out. Furthermore, our 
method for personalized followee recommendation helps 
users discover and follow people with similar interests. 
Both our methods are based on the representation of user 
profiles as topics of interest (ToIs). In our context, ToIs are 
nodes of a predefined KG that represent the interests of spe-
cific users. Both our recommenders can adapt to cover new 
topics of interest and reduce the effects of over-speciali-
zation and over-recommendation (discussed in Sect.  3.2). 
As another advantage, our method is not impaired by the 
limitations posed by Twitter concerning the availability of 
the user graph data. We implemented from scratch the best-
known approaches in order to compare with them. The effi-
ciency of our method outperforms in many cases the state-
of-the-art approaches and yields good results in terms of 
precision and time scalability.

The central idea behind our approach is described in 
(Pla-Karidi et al. 2016), where we presented our tweet rec-
ommendation system. In this paper, we extend that work as 
follows:

a. we describe in detail our followee recommendation 
system, for which the intuition has been introduced in 
(Pla-Karidi 2016),

1 https://www.google.com/intl/bn/insidesearch/features/search/
knowledge.html.
2 http://blogs.bing.com/search/2013/03/21/understand-your-world-
with-bing/.
3 https://engineering.linkedin.com/blog/2016/10/building-the-
linkedin-knowledge-graph.

b. we introduce a common architecture for the tweet rec-
ommender and the followee recommender,

c. we emphasize the shared part of the two recommend-
ers, and focus on the use of the KG, which is the cor-
nerstone of our approach,

d. we conduct an experiment to evaluate the followee rec-
ommender,

e. we conduct experiments with a large dataset to evalu-
ate the efficiency and the scalability of our approach.

The paper is structured as follows. Section  2 presents 
an overview of the current state of the art in areas that are 
related to content and user recommendation in social media 
networks. Section  3 presents the intuition of our method, 
while Sect. 4 describes the profiling and recommendation 
processes in detail. Section  5 presents the experimental 
evaluation of our model along with a detailed description 
of the datasets and results regarding both the efficiency and 
runtime scalability of our method. We conclude the paper 
in Sect. 6.

2  Related work

A wide variety of tweet and followee recommendation 
methods can be found in literature. These methods can be 
grouped into three categories: Collaborative Filtering, Con-
tent-Based, and Tweet Ranking methods. In what follows 
we examine each of those categories.

2.1  Collaborative filtering

Collaborative filtering (CF) methods make use of the com-
munity data to build user profiles (Su et  al. 2009). The 
intuition behind these methods is that users that share the 
same opinion on some topics (interesting, not interesting) 
tend to have the same opinion on other topics too (user-
based CF). Moreover, topics that produce the same opin-
ion from some users tend to receive similar opinions from 
other users (item-based CF) (Adomavicius and Tuzhilin 
2005; Schafer et al. 2007). Both neighborhood-based meth-
ods (Sarwar et al. 2001; Shi et al. 2009) and model-based 
methods (Koren et  al. 2008; Rendle et  al. 2008) are sub-
categories of CF that are used widely in tweet recommen-
dation. Neighborhood-based methods recommend items 
based on the similarity of user of the item neighbors and 
model-based methods perform recommendation using 
matrix factorization model or the probabilistic latent fac-
tor model. CF methods use user graph data extracted from 
Twitter like follow and retweet links, to construct a net-
work structure. These methods (Romero et al. 2011; Yang 
et  al. 2012) apply network analysis algorithms to the net-
work structure to find interesting messages. However, the 

https://www.google.com/intl/bn/insidesearch/features/search/knowledge.html
https://www.google.com/intl/bn/insidesearch/features/search/knowledge.html
http://blogs.bing.com/search/2013/03/21/understand-your-world-with-bing/
http://blogs.bing.com/search/2013/03/21/understand-your-world-with-bing/
https://engineering.linkedin.com/blog/2016/10/building-the-linkedin-knowledge-graph
https://engineering.linkedin.com/blog/2016/10/building-the-linkedin-knowledge-graph
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network construction requires a large volume of link data to 
be retrieved, stored and analyzed and thus can’t be updated 
in an effective and scalable way when new tweets are pub-
lished in the stream. Several algorithms and features to be 
extracted by a user network have been suggested to identify 
interesting tweets (Lauw et al. 2010). Such a feature is the 
topology of the followers network (Armentano et al. 2012) 
that was used to recommend users. Collaborative filtering 
approaches require each tweet to get instantly feedback 
from numerous users before being recommended to other 
users, known as the “cold-start” problem. In (Rendle et al. 
2008) authors use a model-based method, which proposes 
online update rules on a stochastic gradient descent style 
based on the last example observed. In (Diaz-Aviles et al. 
2012) authors propose RMFO-RSV method that maintains 
a reservoir with a representative set of previously seen data 
points from the stream, which provides a significant boost 
in performance compared to the one obtained when only 
the last example is considered. In (Hong et  al. 2013) the 
authors use Co-Factorization Machines (CoFM) to address 
the problem of simultaneously predicting user decisions 
and modeling content in social media by analyzing rich 
information gathered from Twitter. These methods consider 
the relationship between tweets and users and the relation-
ship between users and publishers separately. The problem 
is that two tweets with the exact same text posted by two 
users will be evaluated differently, although they have the 
same content thus they are of the same interest to the user! 
In (Wang et  al. 2016) the authors make recommendation 
with social trust information based on matrix factorization 
methods.

In (Yigit et  al. 2015) the authors present an extending 
topology based algorithm for recommending users in Twit-
ter. The proposed algorithm classifies the users according 
to their friendship relations and constructs a class including 
user ids to recommend the target user. User actions and user 
mentions are also used to optimize the results. In (Chen 
et  al. 2012) a collaborative ranking model is proposed, 
CTR, which considers three major elements on Twitter: 
tweet topic level factors, user social relation factors and 
explicit features such as authority of the publisher and qual-
ity of the tweet. In (Kim et al. 2011) the authors propose a 
probabilistic model based on Probabilistic Latent Semantic 
Analysis (PLSA) to recommend potential followers to users 
in Twitter. In (Bhattacharya et al. 2014) the authors propose 
a methodology to infer interests using some user followees 
(topical experts) and social annotations (collected via the 
Twitter Lists feature). in (Liu et al. 2016) authors provide 
followee recommendations by calculating user relevance 
scores, using neural networks to combine network topology 
and content of tweets. In (Rodríguez et  al. 2016) authors 
recommend followees, using a fuzzy system that exploits 
followee similarity along with text similarities. Finally, in 

(Sharma et al. 2016) authors present GraphJet, a recently-
deployed system for real-time content recommendations in 
Twitter, which is based on a real-time bipartite interaction 
graph between users and tweets.

2.2  Content based

A common solution to the cold start and complexity prob-
lems is to use other information like the textual content of 
the items to be recommended (Balabanović et  al. 1997; 
Schein et  al. 2002). In (Alonso et  al. 2010) the authors 
used crowdsourcing to categorize a set of tweets as inter-
esting or uninteresting and reported that the presence of a 
URL link is a single, highly effective feature for selecting 
interesting tweets with more than 80% accuracy. However, 
this rule may categorize incorrectly an uninteresting tweet 
(links to meaningless content) as interesting. Content-based 
methods build profiles by using the user history tweets. 
Such recommenders are often used in domains where a 
large amount of textual content is available for each user, 
such as websites. Recommending interesting tweets using 
content is not easy, because tweets are limited in size. Pre-
vious works in content-based methods mainly recommend 
tweets to users by using content analysis like Latent Dir-
ichlet Allocation (LDA) or TF IDF metrics to represent 
user interests. In (Pazzani et al. 1996) the authors first cre-
ated bag-of-word profiles for individuals from their activi-
ties and then chose websites most relevant to the profile 
of the individual as recommendations. In (Kawamae et al. 
2011; Wang et al. 2006) authors conducted topic modeling 
of temporally-sequenced documents in Twitter and tried to 
model the topics continuously over time. These approaches 
learn topic shifts based on word distributions of tweets, 
while TS-LDA in (Yang and Rim 2014) the model is learn-
ing changes based on topic distributions. Another approach, 
the Labeled-LDA (Ramage et al. 2010), is used to model a 
tweet using its labeled information, and then built the prob-
ability distribution vector of latent topics to represent the 
content of tweets. Based on similarity between the topic 
vectors, the incoming tweets are marked as interesting or 
not interesting.

In (Lu et al. 2012) authors used Explicit Semantic Anal-
ysis (Gabrilovich et  al. 2007) to construct the user inter-
est profile based on Wikipedia concepts, to re-rank his 
timeline. However, in Twitter, the content of user tweets 
is much limited and sparse, so that these explicit terms 
extracted from history tweets are insufficient to reflect user 
interests. For example, some latent interests or preferences 
cannot be characterized in content-based methods (Koren 
et  al. 2008). Another approach to analyzing Twitter that 
uses topics is TwitterRank, which aims to identify influ-
ential micro-bloggers (Weng et  al. 2010). This approach 
leverages LDA by creating a single document from all user 
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Tweets and then discovering the topics by running LDA 
over this “document.” Again, such an approach has the 
problems of LDA since the Twitter data is sparse, and the 
generated topics are based on terms rather than concepts. 
Most of the time, the twitter activity of a user is insuffi-
cient for creating a reliable profile. For this reason, a wide 
variety of approaches make use of both Content-Based and 
Collaborative Filtering methods. In (Balabanović et  al. 
1997) authors proposed to create user profiles not from 
the contents of tweets of an individual, but from a group 
of tweets posted by related users. In (Hannon et al. 2010) 
authors evaluated a range of different profiling and recom-
mendation strategies, based on a large dataset of Twitter 
users and their tweets, as well as the relationships between 
them to make useful followee recommendations. In 
(Elmongui et al. 2015) TRUPI is proposed, a system which 
combines the user social features and interactions and the 
history of her tweets and also captures the dynamic level of 
user interests in different topics to accommodate the change 
of interests over time. In (Naveed et al. 2011) authors pro-
pose a method to predict the probability of a tweet being 
retweeted based on content features alone. In (IJntema et al. 
2010) authors propose Ontology Based recommendations 
for news recommendations, using a traditional term-based 
recommender and several semantic-based recommenda-
tion algorithms to compare unread news items with the user 
profile and recommending items with the highest similarity 
with the user. In (Tajbakhsh et al. 2016) a semantic TF IDF 
method is proposed, which weighs each message according 
to two factors: TF-IDF and a semantic similarity measure. 
In (Subercaze et al. 2016) the authors provide real-time rec-
ommendations by building a graph of words. In (Zhao et al. 
2016) the authors represent users by user-topics LDA dis-
tribution and recommend the top-k similar users by com-
puting hashtag frequencies.

2.3  Tweet ranking

Some recent approaches focus on recommending tweets 
from the user timeline. In (Duan et  al. 2010) authors use 
a learning-to rank algorithm that uses content relevance, 
account authority, and tweet-specific features to rank the 
tweets in the timeline. Other approaches construct a tweet 
ranking model making use of the retweet behavior of a user. 
For example, they rank both the tweets and the users based 
on their likelihood of getting a tweet retweeted (Uysal and 
Croft 2011).

The amount of information provided by Twitter is 
so large, that most of the already mentioned algorithms 
become intractable. Many optimization methods were 
developed to reduce time complexity. For example, in (Sar-
war et  al. 2002) the authors applied clustering algorithms 
to partition user population, built neighborhoods for users 

from the partition, and considered only those neighbor-
hoods when computing recommendations.

2.4  Comparison with our approach

Our method avoids the efficiency problems of LDA or 
TF-IDF based methods that are caused by the limited size 
of tweets. Our approach is using each tweet separately 
(assigns a topic to each tweet) in contrast to most of the 
content based methods, which merge tweets and therefore 
defy the proper granularity for topic extraction. Moreover, 
our method takes advantage of the KG in order to recom-
mend tweets of related topics, while other methods recom-
mend the exact topics that have been found.

In contrast to collaborative filtering techniques, our 
approach doesn’t face the problem of resources availabil-
ity, due to the fact that it makes no use of the twitter user 
graph data. This problem is discussed in detail in Sect. 3.2. 
Whereas some other approaches require a lot of processing 
time, the overall time needed for our method to construct 
a new user timeline is minimum and thus it can be imple-
mented as a streaming online service. Finally, comparing 
with Ontology-based recommenders, we believe that KGs 
(like Google and Wikipedia Graph) are less complicated 
than ontologies and thus they provide a stable but also 
lightweight basis for tweet recommendations.

3  Overview and motivation

In this section we present an intuitive overview of our 
approach. We also discuss the motivation behind it.

3.1  Overview of our approach

Our approach is based on two principles:

1. The representation of all possible user interests as a 
hierarchical KG, with more general concepts on top, 
and more specific concepts as children. Each node cor-
responds to a ToI, while edges denote the category-
subcategory relation between ToIs.

To construct the KG, we opted to use the AlchemyAPI 
Taxonomy4 service and its Categories dataset, which is a 
set of concept categories and subcategories extending up 
to 5 levels deep. For example, the category “music gen-
res”, which is a sub-category of “music”, has 17 subcate-
gories, and each of them represents a music genre. This 

4 https://www.ibm.com/watson/developercloud/alchemy-language.
html.

https://www.ibm.com/watson/developercloud/alchemy-language.html
https://www.ibm.com/watson/developercloud/alchemy-language.html
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example is shown in Fig. 1. Alchemy Taxonomy concepts 
form a graph G = (V ,E), where V =

{

vi
}

 is the concept 
set from AlchemyAPI Taxonomy. Each concept vi is con-
nected with the concept vj, if and only if these concepts 
are related in AlchemyAPI Taxonomy Dataset via an 

edge that belongs to the set E =
{

ei
}

 of graph edges. All 
edges are of equal weight. The KG consists of 1092 nodes 
(concepts) and 1323 edges (concept relations). We use 
the relation category-subcategory, and the existence of an 

Fig. 1  a Knowledge Graph, b, c Music Genres
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edge between two concepts is an indicator of semantic 
relevance. The KG covers the vast majority of concepts 
that are used in everyday life, therefore it provides a wide 
knowledge base for our recommender.

2. The representation of the profile of any user as a sub-
graph of the KG, such that the nodes represent the 
interests of the specific users (ToIs). Those ToIs are 
subsequently ranked from the more specific towards 
the more general.

The construction of user profiles requires to extract a 
subgraph of the KG, containing the user ToIs. The opti-
mum such subgraph is extracted by using the Steiner Tree 
(Gilbert et  al. 1968) extraction algorithm. Given a graph 
G = (V ,E) and a set R ⊆ V , a Steiner Tree is the least cost 
connected subgraph spanning R. In our method R con-
tains the set of ToIs extracted from user timeline and all 
edges are of equal length. To compute Steiner trees, we 
applied the algorithm supplied by the GOBLIN library 
(http://goblin2.sourceforge.net/), which is based on the 
heuristic described in (Mehlhorn et al. 1988). The goal of 
this heuristic is to extract a tree connecting all these ToIs 
with a minimal sum of costs along its edges. Finally, these 
ToIs are ranked to avoid recommendations based on very 
abstract ToIs using a DFS Post order traversal of the tree.

3.2  Motivation of our approach

3.2.1  Knowledge graph

A pivotal issue for a recommender is the selection of the 
criteria, based on which the system will provide recom-
mendations. Most content-based recommenders, which 
rely on text/keyword similarity, lack in efficiency due 
to the small size of tweets. Unlike these methods, our 
approach is based on the semantic relevance between the 
user interests and the incoming tweets. Choosing seman-
tic relevance as the recommendation criterion has the 
following advantages. Considering that users read and 
write content over multiple topics, our intuition is that 
a recommender should take into account the conceptual 
associations between these topics, which are—up to some 
degree—objective and immutable. Our method is based 
on the representation of user profiles as Topics of Interest 
(ToIs). Specifically, profiles are constructed upon a pre-
defined structure, the Knowledge Graph. The KG consists 
of nodes that represent concepts and objects (e.g. events, 
persons, entities, locations that are potential ToIs), and 
edges that represent relations between them. In our con-
text, ToIs are nodes of a KG, which represent the inter-
ests of specific users. The usage of a KG provides us with 
a common basis for (a) generating user interest profiles 

and (b) calculating the semantic relevance between them 
on the one hand and the incoming tweets on the other. 
Moreover, KG semantically outperforms the LDA self-
topic approaches, as well as term frequency approaches 
whose efficiency suffers due to the small size of tweets.

3.2.2  Over‑specialization

A common problem for content-based recommend-
ers is over-specialization. Content-based recommend-
ers suggest items whose similarity scores are high when 
matched against a user profile. Such approaches, how-
ever, restrict the user exclusively to tweets very similar 
to those already seen by providing recommendations that 
contain recurrent information and certainly not covering 
one’s range of interests. This problem, called over-spe-
cialization, is avoided by our recommender. The intuition 
is that our recommender provides content covering rel-
evant ToIs as well, ensuring that the recommended tweets 
span “as much as possible” on the KG, and do not come 
all from the same node/ToI. To achieve that, we extend 
the user profile with related ToIs from the KG. The KG 
contains thousands of nodes, so this extension should 
respect some constraints. For example, if a node is con-
necting two or more user ToIs in the KG, then this node 
is likely itself a ToI. Continuing on this line, the connec-
tion of user ToIs in an optimum way leads to a wider pro-
file, exploiting the semantic relations between ToIs. To 
accomplish this optimum connection, we use the Steiner 
Tree algorithm, as discussed in the Sect. 4.

3.2.3  Over‑recommendation

Depending on the type of KG, nodes can represent either 
exclusively specific objects (events, entities, persons, etc.) 
or a combination of categories (concepts) and objects. In 
our approach, as we show in the next section, the KG is 
a topic taxonomy including topic categories and objects. 
The recommendation based on a very abstract category 
results in too many possibly not interesting recommenda-
tions. This problem is known as over-reccommendation. 
For example, let’s assume a user is interested in ancient 
history. A recommender of general topics would recom-
mend tweets about “science”, a super-category of his-
tory, that include chemistry, computer science, medicine, 
etc. Ignoring these abstract nodes during user profiling is 
impossible, since the hierarchy structure of our KG does 
not allow us to find an optimum subgraph that does not 
include them. Our approach avoids this effect by ranking 
the user profile, as we show in Sect. 4.3.

http://goblin2.sourceforge.net/
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3.2.4  Followee recommendation

Apart from recommending interesting tweets, another way 
to improve the user timeline is to recommend followees 
with similar or relevant interests. Our assumption is that 
users choose who to follow based on certain criteria, from 
which the most important is whether the followee posts 
tweets that are interesting to the user. For example, a per-
son who is interested in sports and politics is likely to fol-
low a person who is interested in these topics too. But a 
regular Twitter user, apart from some famous individuals, 
is not widely able to know who shares her interests. Using 
the same underlying ideas (namely the KG and the Steiner 
tree) to profile users, we introduce a followee recommenda-
tion method that uses a similarity metric, called InterSim, 
discussed in Sect.  4.4. Additionally, our method can be 
applied using any KG, since our method’s basic principles 
are not restricted by the specific tools and taxonomies.

3.2.5  Resource availability

Another important advantage of our approach is that we 
avoid the problem of resource availability. This common 
problem that many recommenders must face is caused by 
the cost of the resources (Twitter data) that are necessary 
for the profiling. The Twitter API poses restrictions regard-
ing the user graph data that are significantly greater than 
those regarding timeline data (tweets). For example, a 
recommender can request only 15 friends or followers of 

a specific account every 15  min, while the restriction for 
requesting the account’s tweets is 1500 every 15 min. Our 
approach makes no use of Twitter user graph data (friends 
and followers’ relations information) and therefore avoids 
the problem of resource availability. Instead, we use a set 
of the user’s most recent tweets, which is automatically 
updated at fixed time intervals. This way our recommender 
can dynamically adapt to cover new topics of interest that 
may arise. At the same time our method allows for a light-
weight implementation.

4  Tweet and followee recommendation model

In this section, we present in detail our recommendation 
model, which consists of a common user profiling pro-
cess and two distinct recommenders: the tweet recom-
mender and the followee recommender. These recommend-
ers provide recommendation lists of tweets and followees, 
respectively.

4.1  Overall architecture

Figure 2 depicts the overall architecture of our recommen-
dation model, which consists of: the tweet representation 
unit, the user profiling unit, the followee recommender and 
the tweet recommender. Those are presented in detail in the 
following sections.

Fig. 2  Tweet and followee recommendations based on knowledge graphs
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4.2  Tweet representation unit

The function of this unit is to assign ToIs to tweets. The 
unit receives as input (a) a set of user tweets and (b) the 
streaming tweets from Twitter. The output is (a) a list 
of ToIs for each user and (b) a ToI for each tweet. First, 
every tweet is pre-processed to remove special characters 
(emoticons, etc.), and to expand shortened urls. Then, the 
unit assigns a ToI from the predefined KG to each tweet, 
using AlchemyAPI’s Taxonomy API. The Taxonomy API 
is an online service for semantic text analysis that assigns 
concepts from AlchemyAPI Taxonomy Categories dataset 
(described in Sect.  3.1) to tweets. This service automati-
cally categorizes text and HTML into its most likely topic 
category from the KG.

4.3  User profiling unit

This unit is responsible for constructing user profiles. The 
unit receives as input a list of ToIs for each user, which is 
provided by the Tweet Representation unit. The output is 
an extended ToI list for each user. The unit extends the ToI 
list by finding related ToIs from the KG using the seman-
tic relations between them. Specifically, this extended list 
is extracted from the KG using the Steiner Tree algorithm 
(Sect.  3.2). The intuition behind using Steiner Tree is as 
follows. As discussed in detail in Sect. 3.1, given a set of 
ToIs, Steiner Tree is the least cost connected subgraph of 
KG that contains these ToIs. If a concept is connecting two 
or more ToIs in the KG, then this concept is likely itself a 
topic of interest. Although some topics may not be directly 
related to one’s interests, we assume that if a concept 
belongs to the Steiner Tree of the ToIs, then the likelihood 
of it being itself a ToI increases.

Next, the extended list is ranked to avoid recommending 
tweets and followees based on very abstract ToIs. As we 
discussed in Sect. 3.2, we assume that a user is interested in 
reading tweets about specific topics. Therefore, our method 
ranks the user profile using a DFS Post Order Traversal, 
whose main effect is to explore deeper into the graph, 
hence promote more specific topics. This traversal requires 
a root node, which should be of the most abstract level in 
our KG. The User Profiling unit uses as root node the node 
of the most abstract level, which is closest to the the node/
ToI that has been found the most frequent in the tweets of 
the user. This ranking method is named TGS-post. Finally, 
user profiles are stored in a database. A complete profiling 
example is presented in Sect. 4.5.

We designed and implemented two alternative ranking 
methods:

• TGS-tf: ToIs are ranked based on the frequency of their 
occurrences in user tweets.

• TGS-bfs: ToIs are ranked based on the BFS traversal of 
the Steiner Tree.

4.4  Tweet and followee recommenders

Given the ranked user profiles generated by the User Pro-
filing unit, we now focus on the explanation of the two 
recommenders:

• The Tweet Recommender receives as input a ToI for 
each streaming tweet, as assigned by the Tweet Rep-
resentation module. If a streaming tweet is assigned 
to a topic that is included in the user profile, then the 
Stream Filter temporally stores the tweet in a database. 
The DFS Ranker will then rank the tweets based on the 
order of ToIs in the user profile (DFS), and will store 
them in the Top-N Tweet List.

• The Followee Recommender calculates user interest 
similarity and ranks the stored user profiles. Specifi-
cally, for each user profile that is stored in the database, 
the InterSim Calculator determines the Interest Similar-
ity (InterSim) with all other users. InterSim is calculated 
by measuring the subgraph overlap between these pro-
files. Thus, the number of common ToIs between a user 
and every other profile stored in the database gives us 
the user interest similarity. Moreover, we use the profile 
graph diameter as a normalization factor for each cal-
culation. Finally, the InterSim Ranker ranks the profiles 
in descending order of interest and stores them in the 
Top-N Followee List.

4.5  A concrete example

As an example, consider Paul Mason, a widely known jour-
nalist and broadcaster, who currently works as economics 
editor at Channel 4 News in UK. We retrieve his timeline, 
and the Tweet Representation unit assigns a ToI to each 
tweet. The tweets and the corresponding ToIs are shown in 
Table 1.

The list of assigned ToIs is: annual report, politics, 
radio, reading, lobbying, government (three instances), tech 
news, business and industrial, elections, unions.

Next, the User Profiling unit applies the Steiner Tree 
using as input this list of ToIs. The resulting Steiner Tree 
is depicted in Fig.  3 and consists of the following ToIs: 
annual report, radio, business and industrial, company, art 
and entertainment, hobbies and interests, reading, law, govt 
and politics, government, politics, society, work, unions, 
technology and computing, tech news, elections, lobbying. 
Afterwards, the unit ranks these ToIs using a DFS post 
order traversal of the tree. As described in Sect.  4.3, the 
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root node is chosen based on the frequency of the ToIs in 
the tweets of the user. In this example, the most frequent 
ToI is the topic “government”. Thus, according to Alchemy 
Taxonomy, the nearest abstract ToI in the Steiner Tree is 

the topic “law, govt and politics”, which is chosen as the 
root node.

The final ranked profile of Paul Mason is: government, 
elections, lobbying, politics, annual report, company, tech 

Table 1  Paul Mason Tweet Representation

Tweets ToIs

“Reglingnoics”! https://t.co/q5lozpnd4l in other respects “had so many strange ideas”! Greekdept Annual report
According to Regling I had “strange ideas” http://t.co/Qwp4ww8d9 H Read them here &amp; compare them to Mr 

Regling’s
Politics

Tonight on BBC One’s Question Time http://t.co/wghmmx4grh Radio
Il Fatto Quotidiano interview on M. Renzi’s ‘comment’ &amp; my reply http://t.co/fhfmidntzd Reading
Interviewed by POLITICO on the 3rd Bailout, Schauble-Merkel, the Eurozone &amp; the refugee crisis http://t.co/

hpuyrmvggw
Lobbying

DER SPIEGEL: Complicit in Corruption: How German Companies Bribed Their Way to Greek Deals http://t.
co/9cdikw4ahn

Government

Ne pas manquer vendredi soir le prochain live de Mediapart: deux heures avec https://t.co/xtktgivrba Tech news
The lenders are the real winners in Greece http://t.co/ltjtyvu5zw Government
We would like to see you again fighting together for Syriza victory...Your division it’s a defea… Business and industrial
The double purpose of these elections http://t.co/phl26kcmf2 Elections
Paul Krugman on Greece’s 3rd mou: an agreement designed to fail http://t.co/hhwiw5fgop Government
Yanis Varoufakis—‘Left should beware of friends who fear confronting the rich’ http://t.co/posnmlqviq Unions

Fig. 3  Paul Mason profile

https://t.co/q5lozpnd4l
http://t.co/Qwp4ww8d9
http://t.co/wghmmx4grh
http://t.co/fhfmidntzd
http://t.co/hpuyrmvggw
http://t.co/hpuyrmvggw
http://t.co/9cdikw4ahn
http://t.co/9cdikw4ahn
https://t.co/xtktgivrba
http://t.co/ltjtyvu5zw
http://t.co/phl26kcmf2
http://t.co/hhwiw5fgop
http://t.co/posnmlqviq
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news, reading, unions, work, society, radio, art and enter‑
tainment, hobbies and interests, business and industrial, 
law, govt and politics.

Next, the tweet recommender receives the streaming 
tweets and the corresponding ToIs and filters those that are 
included in the user profile. For example, let us assume the 
following ToIs for a stream of tweets:

• ToI of tweet 1: radio
• ToI of tweet 2: statistics
• ToI of tweet 3: elections

First, the Tweet Recommender filters out tweet 2, since 
“statistics” does not belong to the user profile. Then, the 
Tweet Recommender promotes tweet 3 over tweet 2, 
because “elections” has higher priority than “radio” accord-
ing to the ranked user profile. Hence, the recommendation 
list is: (1) tweet 3 and (2) tweet 1.

For a followee recommendation example, we picked two 
random Twitter users, user1 and user2, with equal sized 
profiles and profiled them. The KG’s nodes that represent 
the overlap between Mason and user1 are surrounded by 
rectangles and the common nodes between Mason and 

user2 by circles, as shown in Fig. 4. Thus, InterSim(Mason, 
user1) = 4 and InterSim(Mason, user2) = 3, which means 
that user1 will take a higher place in the followee recom-
mendation list.

5  Experimental evaluation

In order to evaluate our tweet and followee recommend-
ers, we conducted two offline evaluation tests presented in 
Sects. 5.1 and 5.2. The results of the tweet recommendation 
method were compared with the most popular state-of-the 
art methods. Furthermore, we conducted a large scale in-
depth evaluation test using a large real-life dataset along 
with a runtime test of the proposed method. The results are 
shown in Sect. 5.3, proving our method’s stability and runt-
ime scalability.

5.1  Comparison with other approaches

In order to evaluate our tweet recommender, we con-
ducted an offline evaluation test and compared it with the 
most popular state-of-the art methods. For a set of users, 

Fig. 4  User profile overlap
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we gathered their most recent tweets, constructed their 
profiles, and recommended tweets based on the approach 
described in Sect.  4. Our user dataset was constructed 
crawling tweets and retweets from “The Twitter 100” 
users of 20125 list. This is a list of Britain’s most influen-
tial users of 2012 based on PeerIndex that measures inter-
actions across the web to help users understand their 
impact in social media. First, we constructed user profiles 
as follows:

• Crawl twelve most recent tweets of the user (twelve was 
chosen to avoid scalability and info availability issues, 
due to Twitter API Rate limits)

• Assign a topic (ToI) to every tweet, as described in 
Sect. 4.2

• Extract the Steiner Tree from the Knowledge Graph 
containing the ToIs, as described in Sect. 4.3

• Execute a DFS traversal of the Steiner Tree as described 
in Sect. 4.3

The resulting tree is the user profile. Finally, our data-
set consists of a hundred users and their profiles, which 
are represented as vectors of ToIs ordered according to the 
DFS traversal. Subsequently, we constructed a test set in 
order to evaluate our method. We decided to build this test 
dataset out of the users’ retweets, because we assume that 
when a user retweets a post, he is most likely interested in 
it. Then we assigned a ToI to each retweet, as described in 
Sect. 4.2.

The test dataset consists of the most recent retweets 
crawled from the users’ timelines (500 retweets) and their 
Topics of Interest. The test process was made in the follow-
ing stages for each user in the first dataset:

• Get user profile
• For each ToI in the vector (beginning from the first) get 

all retweets of the same ToI from the test dataset
• Store them in the recommendation list
• Continue from stage 2 for the next ToI in the profile 

vector

This way we manage to rank all retweets from test data-
set according to profile and store them in the recommen-
dation list. Subsequently, we computed three performance 
measures: precision-at-k, mean average precision and over-
all accuracy. Precision-at-k corresponds to the precision 
(information retrieval performance measure) calculated in 
the first k recommendations in the recommendation list. 
As relevant elements we consider the retweets made by 

5 The Twitter 100: Britain’s titans of the Twittersphere - http://www.
independent.co.uk.

the user. We conducted experiments from k = 1 to 10. The 
results are shown in Tables 2 and 3.

Figure 5 depicts the mean average precision comparison 
between our method, TGS-post, our alternative rankings, 
TGS-tf and TGS-bfs and four state-of-the art approaches. 
Most approaches do not provide detailed instructions 
regarding their implementation. For the comparison to be 
fair, we implemented four popular methods, namely a sim-
ple LDA (lda), two TF-IDF (tfsimple and tfpairs, i.e. single 
word and word pairs) and a collaborative filtering approach 
[muifuot (Pennacchiotti et  al.  2012)]. As we can see, our 
method reaches a mean average precision score of 15.7% 
and outperforms the other methods.

Figure  6 depicts the overall accuracy comparison 
between these methods. As we can see, our method reaches 
an overall accuracy score of 98.8% and outperforms the 
state-of-the art methods.

Both efficiency metrics show that our recommender can 
successfully retrieve the interesting (retweeted) and not 

Table 2  Precision-at-k k Precision-at-k

1 0.236559139785
2 0.195652173913
3 0.195652173913
4 0.16847826087
5 0.154347826087
6 0.143115942029
7 0.143115942029
8 0.126358695652
9 0.115942028986
10 0.105434782609

Table 3  Mean Average Precision and Overall Accuracy

Mean average precision (MAP@10) 0.157973978161
Overall accuracy 0.988854305118

Fig. 5  Precision

http://www.independent.co.uk
http://www.independent.co.uk


2046 D. Pla Karidi et al.

1 3

interesting tweets (true positive and true negative results), 
but still recommends some tweets that were not retweeted 
by the user (false positives). We can also observe that our 
model outperforms in terms of precision and accuracy the 
most common state-of-the art methods (lda, tfidf-simple, 
tfidf-word pairs, muifuot) mentioned in Sect. 2.

5.2  Followee recommendation experiment

In order to evaluate our followee recommender, we con-
ducted an offline evaluation test based on the dataset pre-
sented in Sect. 5.1. First, we constructed user interest pro-
files as in Sect. 5.1. Subsequently, we crawled the followees 
of all 100 users and used it as ground truth to compare with 
our recommender results. Finally, we used this dataset as 
input to our recommender. The evaluation process was 
made in the following stages for each user in the dataset:

• Calculate Interest Similarity (InterSim), as described in 
Sect. 4.4, between the user and every other user in the 
dataset.

• Rank recommended users in descending order of Inter-
Sim

• Store top-k recommended users in a recommendation 
list

This way we managed to rank all users from the dataset 
according to the user profile and computed precision-at-k 
and mean average precision (MAP@10). Precision-at-k 
corresponds to the precision (information retrieval perfor-
mance measure) calculated in the first k recommendations 
in the recommendation list. As relevant elements we con-
sider user’s ground truth followees made by the user (e.g. 
all ground truth followees that exist in recommendation 
list are considered as true positives). We conducted experi-
ments from k = 1 to 10. The results are shown in Tables 4 
and 5.

As we can see, our method reaches a mean average pre-
cision score of 19.99%, indicating that our recommender 

can efficiently recommend followees. However, due to 
Twitter API Rate limits, our dataset is limited in 100 users, 
while the ground truth dataset contains all true followees. 
Therefore, we expect that precision-at-k would be higher, if 
the dataset was more complete.

5.3  Experiment with a large dataset

In the previous section, we presented the evaluation 
results of our method using a 100-user dataset. This data-
set that was used, because the previous experiment aimed 
to compare our method to the state-of-the art, concerned 
the top-100 active users in one country. A larger dataset 
would make it impossible to test any collaborative filtering 
method, due to Twitter’s API Rate limits regarding followee 
data. This small dataset raised questions regarding the effi-
ciency of our method in less biased and more real-life data-
sets. Furthermore, we did not have a measure regarding the 
runtime of the proposed method. In this section, we answer 
these questions by evaluating our tweet recommender using 
a large and not biased dataset. The evaluation of our fol-
lowee recommender would require a large amount of user 
user graph data (followers and followees), which we were 
not able to collect due to Twitter’s API Rate limits. Finally, 
we modified the KG by removing some nodes that are con-
stantly miss-assigned by AlchemyAPI. For example, every 
tweet that could not be assigned by the API to any other 
category was finally miss-assigned to category “social net-
work”, because of the tweet’s metadata or url.

5.3.1  Dataset

Our Dataset consists of all public tweets (~1% sample of 
all tweets) that were posted from 24 March until 23 April 

Fig. 6  Accuracy

Table 4  Precision-at-k k Precision-at-k

1 0.14315353
2 0.16457286
3 0.18903036
4 0.19455253
5 0.20481928
6 0.21046443
7 0.21572796
8 0.22233202
9 0.22504622
10 0.23011994

Table 5  Mean Average Precision

Mean average precision (MAP@10) 0.199981913
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2012, which were collected using the Public Streaming 
Twitter API. We requested only stream tweets written in 
the English language. During these 31 days of tweet crawl-
ing, we managed to store in compressed Json text files 
146887375 tweets (48,96 GB on disk). However, our data-
set contained duplicate tweets and tweets without text or 
url content, thus tweets that cannot be analyzed by Alche-
myAPI Taxonomy. For this reason, a short preprocessing 
stage was added to remove duplicate and text-empty tweets 
from the Dataset. To accomplish both preprocessing and 
further data manipulation needs, we imported the data into 
a PostgreSQL database.

5.3.2  Forward chaining validation and data integration

To test the efficiency of our tweet recommender, we choose 
as ground truth test dataset the data retrieved from users’ 
retweets, because we assume that when a user retweets a 
post, he is most likely interested in it. Moreover, since our 
recommender is meant to provide real-time recommenda-
tions based on past data (older user tweets), cross valida-
tion could be problematic (e.g. interest changing, emerging 
events, new ToIs etc.). Forward chaining evaluation method 
can model the situation at prediction time. Following this 
method, we divided the Dataset in 5 subsets (four sets of 
6 days tweets each and one of seven-days tweets) respect-
ing the chronological order of their publication, to form our 
train datasets. Thus, our training sets are:

• TrainSet [1]: tweets and retweets from day1–day6
• TrainSet [2]: tweets and retweets from day7–day12
• TrainSet [3]: tweets and retweets from day13–day18
• TrainSet [4]: tweets and retweets from day19–day24
• TrainSet [5]: tweets and retweets from day25–day31

According to Forward Chaining evaluation, each test set 
should consist of the retweets from the directly consecutive 
set. Thus, our test sets are:

• TestSet [1]: retweets from day1–day6
• TestSet [2]: retweets from day7–day12
• TestSet [3]: retweets from day13–day18
• TestSet [4]: retweets from day19–day24
• TestSet [5]: retweets from day25–day31

The fourfold forward chaining evaluation consists of the 
following steps:

• Fold 1: TrainSet [1], TestSet [2]
• Fold 2: TrainSet [1, 2], TestSet [3]
• Fold 3: TrainSet [1, 2 and 3], TestSet [4]
• Fold 4: TrainSet [1, 2, 3 and 4], TestSet [5]

For each training set we constructed a new database 
table. These tables contain the streaming data in a reorgan-
ized way. Rows represent users, who were active during the 
set’s time period. Each row contains a user-id, a list of the 
tweets he posted during this time. Our Tweet Representa-
tion unit adds an extra column containing the user interest 
profile (sorted ToI list) based on the tweets he posted dur-
ing that period. For our experiment, we used only users that 
have posted three or more tweets (and/or retweets) during 
this month. Finally, our train sets contain 200,039 unique 
users and their interest profiles. Each test set is a separate 
table where each line represents a retweet that is posted 
in chronological order, because we wanted to simulate the 
streaming tweets entering our recommender. Each line con-
tains the tweet-id, the user-id that posted this retweet and a 
ToI assigned by the Tweet Representation module.

The results of our experiment from k = 1 to 5 are 
shown in Fig. 7. Finally, we conducted an overall evalua-
tion, where the training set contains all users’ tweets (no 
retweets) and the test set contains all users’ retweets.

As we can observe, our method reaches an average pre-
cision score of 48,4% while the overall accuracy is 98.9%. 
This means that our recommender can successfully retrieve 
the interesting (retweeted) and not interesting tweets (true 
positive and true negative results), but still recommends 
some tweets that were not retweeted by the user (false posi-
tives). This could be caused, besides our recommender’s 
weaknesses, since not all retweets from the test set are seen 
by all users, because they are not following every other user 
in the network. Hence, they cannot have retweeted some-
thing they could not have seen in their timeline, even if they 
are interested in it.

We can also observe that our method shows even better 
results in terms of efficiency, when tested on a larger data-
set. This could happen because, the new dataset is more 
consistent regarding time since the tweets and retweets 
were published within one month. Furthermore, it concerns 

Fig. 7  Precision-at-k
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many users increasing the possibility of having users that 
are followers-followees with each other in it (the possibility 
of retweeting content from one’s followees is higher than 
from the random stream). Finally, the preprocessing stage 
that was described in Sect. 5.3.1 along with the modifica-
tion in the KG, have enabled the method to provide even 
better recommendations.

5.3.3  Runtime testing

Time scalability is very important in recommender sys-
tems, especially if they are designed for real-time use. 
Therefore, we tested our method for the first 1610 users to 
estimate our methods runtime scalability. Specifically, we 
measured the time needed for user profiling, tweet filtering 
and top-5 ranking for 0 to 1610 users. As shown in Fig. 8, 
our method can provide quick recommendations, revealing 
an opportunity to develop an online real-time tweet recom-
mender application.

6  Conclusions

In this work, we presented a content based method for 
personalized tweet and followee recommendation. This 
method is based on conceptual relations between users’ 
topics of interest (ToIs). The method takes advantage of the 
objective relation between the ToIs of a user and a Knowl-
edge Graph. We have shown that the recommendations 
based on these relations can reduce the effects of over-rec-
ommendation and over-specialization problems, and can be 
used to capture the dynamic change of these interests too in 
a scalable way. The efficiency of the proposed method out-
performs in many cases the previous state-of-the art works, 
and exhibits even better results both in terms of precision 
and time scalability when tested on a larger dataset.
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