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Abstract Mood disorders encompass a wide array of

mood issues, including unipolar depression (UD) and

bipolar disorder (BD). In diagnostic evaluation on the

outpatients with mood disorder, a high percentage of BD

patients are initially misdiagnosed as having UD. It is

crucial to establish an accurate distinction between BD and

UD to make a correct and early diagnosis, leading to

improvements in treatment and course of illness. In this

study, eliciting emotional videos are firstly used to elicit

the patients’ emotions. After watching each video clips,

their facial expressions and speech responses are collected

when they are interviewing with a clinician. In mood dis-

order detection, the facial action unit (AU) profiles and

speech emotion profiles (EPs) are obtained, respectively,

by using the support vector machines (SVMs) which are

built via facial features and speech features adapted from

two selected databases using a denoising autoencoder-

based method. Finally, a Coupled Hidden Markov Model

(CHMM)-based fusion method is proposed to characterize

the temporal information. The CHMM is modified to fuse

the AUs and the EPs with respect to six emotional videos.

Experimental results show the promising advantage and

efficacy of the CHMM-based fusion approach for mood

disorder detection.

Keywords Mood disorder detection � Coupled Hidden

Markov Model � Multimodal fusion � Autoencoder
adaptation

1 Introduction

Nowadays, unipolar depression (UD) and bipolar disorders

(BD) are common mental illness. According to the Diag-

nostic and Statistical Manual of Mental Disorders-Fifth

Edition (DSM-5) (American Psychiatric Association 2013),

the symptoms of BD could change between the period of

mania and depression intensely. UD, also known as Major

Depressive Disorder, is a kind of mental illness charac-

terized by a persistent depression. Generally, BD and UD

have similar depressive appearances but specific patho-

physiology. Current diagnoses are determined mainly

according to structured clinical assessment based on DSM-

5 and patient’s self-report of family medical history. Sev-

eral recent psychopathological studies have found that a

high percentage of bipolar disorder patients are initially

misdiagnosed as having unipolar depression. This is

because the extremes in intensity and duration of mood

disorders are just below the DSM-5 diagnostic threshold

for a diagnosis of hypomania. This means that a large

portion of BD patients are misdiagnosed as UD. According

to (Perlis 2005), around 40–67 % of BD patients were

likely to be misdiagnosed as UD because the patients with

BD seek treatment more often when they are in depression

state on initial presentation. In addition, this misdiagnosis

carries significant negative consequences for the treatment

of the BD patients. Therefore, it is crucial to distinguish
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between BD and UD in order to make an accurate and early

diagnosis, leading to improvements in treatment and course

of illness.

In previous studies, UD has attracted many research

efforts in different fields. Cohn et al. (2009) conducted a

clinical interview of depressed patients and found that

automatic audio signal processing of vocal prosody and

facial image analysis effectively detected depression and

non-depression by using SVM classifier. Sanchez et al.

(2011) used prosodic and spectral features in SVM to detect

depression in elderly males and found that both prosodic

and spectral speech features are good cues for characteriz-

ing speaker’s emotional states and could be applied to

detect depressed speakers. Low et al. (2010, 2011) inves-

tigated the properties of acoustic speech for depression in

adolescents based on Gaussian mixture models (GMM) and

SVM. They found the glottal flow formation is useful cues

for clinical depression. However, these research results did

not consider the effect of multimodal fusion. Ooi et al.

(2013) used multichannel weighted decision procedure to

predict depression in adolescents. They also indicated that

the glottal and prosodic features were effective in predicting

depression (Sanchez et al. 2011). The results show that

these approaches can be used to distinguish depression from

control group in short-term detection. However, few

researchers investigated detecting the distinction between

BD and UD due to the difficulty for detection of BD in

depression period and the lack of database. Recently, in

short-term BD detection, Erguzel et al. (2015) combined

particle swarm optimization and neural network methods to

discriminate UD and BD via quantitative electroen-

cephalography (QEEG) data. International Affective Pic-

ture System (IAPS)-pictures-slideshow intends to provide

emotional stimuli of patients, and analyzes their electro-

dermal response to identify the state of the bipolar patients

(Greco et al. 2014; Lanata et al. 2014). However, those

methods need some special equipment to collect data. Other

research tried to identify the state of bipolar patients (Ber-

sani et al. 2013) using video to elicit the emotional state of

the patients and collected their facial expressions. Besides

facial expression-based approaches, in (Howard 2013),

speech was transformed into lexical information in real-

time and used a pre-constructed model by Alzheimer’s

database to determine axiological values and time orienta-

tion of lexical features. Both facial expressions and speech

are the natural and easy ways to get the states of BD

patients. In addition, mood disorder is highly relevant to

emotions, and emotion recognition from speech and facial

expression has been a hot topic in recent years (Wu et al.

2014). For the extension of emotion recognition, recogni-

tion of mood disorder based on speech and facial expression

plays an important role in helping clinical diagnosis. Many

studies indicated that patients with BD have lower accuracy

of emotion perception than the others (David et al. 2014;

Goghari and Sponheim 2013; Vederman et al. 2012). Such

misjudgment of emotion perception could be found even in

the remitted patients with BD (Bozikas et al. 2007). The

study in (Chen et al. 2006) showed that both the patients in

manic mood and depressive mood would exhibit abnormal

responses when they are recognizing the facial expressions

with surprise, fear and happiness. In the research on UD,

some studies have shown that the patients with UD have a

bias in the recognition of positive and negative facial

expressions compared to normal people (Surguladze et al.

2004; Langenecker et al. 2005). Another study showed that

when the patients with BD and the patients with UD are

being elicited by emotional stimuli, the responses could be

different from that by the healthy people. No matter the

emotional stimuli is positive or negative, the intensity of the

responses of the patients with UD are slighter than that from

the healthy people (Summers et al. 2006). In addition, when

the patients with BD are being elicited by the stimuli of fear,

surprise, anger and sadness, they may present responses

with unpredictable emotions (Bersani et al. 2013).

As shown in these past studies, both the patients with

BD and UD have some defects on emotion processing,

such as low accuracy of emotion perception, more sensi-

tivity of emotion, and less response capability of emotional

stimuli. Accordingly, it is desirable to have a diagnosis aid

system which could perform one-time evaluation in order

to eliminate misdiagnosis.

In general, an immediate facial expression indicates a

patient’s feelings and emotions. On the other hand, speech

can help patients to express their emotion and mood

directly. For this reason, our research focuses on the

patient’s facial expressions and speech responses which are

elicited by watching the videos with emotional stimuli for

mood disorder detection.

However, the performance of mood disorder detection

based on only facial or vocal modality still has its limita-

tion. To further improve the recognition performance, a

promising research area is to explore the data fusion

strategy for effectively integrating facial and vocal cues

(Wu et al. 2014). In the past, Audio/Visual Emotion

Challenges (AVEC 2011–2013) (Schuller et al.

2011, 2012; Valstar et al. 2013) aimed at comparison of

audiovisual signal processing and machine learning meth-

ods to advance emotion recognition systems. Data fusion

strategy effectively integrating the facial and vocal cues

has become the most important issue. Generally, a multi-

modal system that fuses different channels and cues to

make a decision is expected to provide more accurate

recognition compared to that obtained using only a uni-

modal system. In many classification tasks, the fusion of

decisions or representations from models which used dif-

ferent input modalities for model training yields a
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significant improvement. There are three approaches to

combining multiple modalities: feature-level, decision-

level and model-level fusions. The feature-level fusion

usually concatenates different modalities features into a

super-vector as an input to build a classification model.

This type of fusion is appropriate for synchronized

modalities. Gunes and Pantic (2010) showed that feature-

level fusion obtained better results than the decision-level

fusion approach. Although feature-level fusion is expected

to contain more information than decision-level fusion

(Rattani et al. 2007), several shortcomings of this method

exist. For example, feature vectors from different modali-

ties with different temporal structures and metric levels are

generally not correlated, and the increase of the dimension

of feature vectors might lead to the problem of curse of

dimensionality. In decision-level fusion, each modality

builds its own unimodal model first, and then these uni-

modal decision results are combined by several rules (max,

average, logical AND, logical OR, etc.) in the end. Com-

pared to feature-level fusion, it is easier to incorporate

knowledge of every unimodal models which have the same

scale of decision outputs. However, a system that uses

hybrid strategies of feature-level and decision-level fusion

is conceivably more precise and robust. Model-level fusion

aims to combine both feature-level and decision-level

fusion methods to overcome their drawbacks by using the

interaction and integration between modalities. Zeng et al.

(2009) stressed that temporal structures of the facial and

vocal modalities as well as their temporal correlations play

an important role in the interpretation of human naturalistic

audiovisual affective behavior. In this study, two features

(AU profiles and Emotion Profiles) transformed from two

modalities (visual and audio) are used. The Hidden Markov

Model (HMM)-based multimodal fusion method is applied

to integrate the audio–visual features as well as considering

the temporal evolution of these two media to precisely

characterize the signal characteristics for improving the

mood detection performance.

The remainder of this paper is organized as follows:

Sect. 2 introduces the collection process of our mood

database; Sect. 3 describes the HSC-based autoencoder

database adaptation; Sect. 4 gives an overview of system

framework, and Sect. 5 presents the experimental setup,

experimental results, and discussion. Finally, Sect. 6 is the

conclusion and future work.

2 Mood database collection

To distinguish BD from UD, a mood database should be

collected first for system training and evaluation. We

cooperated with Chi-Mei Medical Center in Taiwan to

collect a database containing the elicited facial expressions

and speech responses of the patients with UD or BD. The

serial number of the project approved by the Institutional

Review Board (IRB) of Chi-Mei Medical Center is 10,403-

002. We used six emotional videos, including happiness,

fear, surprise, anger, sadness and disgust to elicit expres-

sions of the subjects. The subjects’ facial expressions and

the speech responses of the subjects in the following

interviews with a clinician after watching each eliciting

video were collected. For elicitation-based database col-

lection, the first thing is the selection of eliciting videos.

We selected 11 high-rating emotional videos from (Gross

and Levenson 1995; Cheng et al. 2013) and our subjective

opinions. Table 1 shows the 11 candidate eliciting emo-

tional videos, including the videos with the emotions of

happiness, fear, surprise, anger, sadness and disgust (Ber-

sani et al. 2013; Ekman 1999) for selection. The selection

process was conducted by 55 students, based on manual

selection and Chi squared test. According to the degree of

freedom (dof = 1) and the a value (a = 0.05), we selected

the videos with Chi squared value smaller than 3.841 as the

eliciting emotional videos. In Table 1, the rows we mark as

‘Y’ with bold face are the six emotional videos finally

selected. The speech responses of the participants in the

interviews with a clinician were collected to construct the

CHI-MEI mood speech database.

Figure 1 shows the mood database collection procedure.

Before data collection, each participant with BD or UD

will be assessed by the doctor to check if his/her physical

and mental state is stable before participating in the eval-

uation. This step is to make sure that all the participants are

in the stable state and could complete the process for data

collection. The set of questionnaires including Depression

and Somatic Symptoms Scale (DSSS), Mood Disorder

Questionnaire (MDQ), Young Mania Rating Scale

(YMRS), Simpson-Angus Extrapyramidal Side Effects

Table 1 The Chi squared test results for video selection

Video Emotion of the eliciting video v2 Choice

1 Anger 24.01 N

2 Disgust (Gross and Levenson 1995) 0.27 Y

3 Fear 5.98 N

4 Happiness (Cheng et al. 2013) 0.93 Y

5 Sadness (Gross and Levenson 1995) 0.04 Y

6 Surprise 14.27 N

7 Surprise (Cheng et al. 2013) 3 Y

8 Anger (Gross and Levenson 1995) 0.01 Y

9 Sadness 0.42 N

10 Happiness 0.98 N

11 Fear (Cheng et al. 2013) 2.53 Y

The rows marked as ‘Y’ with bold face are the six emotional videos

finally selected

Coupled HMM-based multimodal fusion for mood disorder detection through elicited audio… 897

123



Scale (SAS), Barnes Akathisia Rating Scale (BARS) and

Clinical Global Impression (CGI) are used to examine the

physical and mental states of each patients. Then, the

doctor will determine whether the participant is suitable to

participate in the experiment according to the results of the

questionnaires. The assessment is based on the criterion

presented in (Hamilton 1960; Hirschfeld et al. 2000; Young

et al. 1978; Leucht et al. 1999; Barnes 1989; Guy 1976).

Before playing eliciting videos to the participant, a basic

recording is conducted to ensure that the baseline charac-

teristics of the speech responses of the participant can be

properly collected. In this step, the clinician explained to

the participant the whole recording procedure and asked

them the following two questions to collect the baseline

speech data of each participant before he/she was elicited

by the emotional videos.

1. What kind of videos did you watch on YouTube?

2. What is your favorite movie? Please describe it.

After baseline recording, each participant watches six

eliciting emotional video clips one by one. After watching

each video clip, five pre-recorded questions are played to

the participant for response collection sequentially. The

five questions are:

1. What do you think about the above video? (happy, sad,

angry, disgusting, fearful and surprised).

2. How intense is it? (ranging from 1 to 5).

3. Which scene in the movie is impressive? Why?

4. Do you have any similar experience like that scene?

5. Are you feeling sick after watching above film?

In order to ensure the data recording process will not

be interrupted and the psychological state of the partici-

pant is stable, data collection was performed in a closed

room. There were one clinician leading the process of

data collection and one participant in the room at the

same time. We designed a simple program installed on a

laptop to guide the process of data collection. The clini-

cian used this program to play six video clips sequen-

tially. The video clips were played on a portable monitor,

and the elicited audio and video information of the par-

ticipant were recorded by the webcam (including camera

and microphone) placed on the top of the monitor. Fig-

ure 2 shows the environment of data collection, arrange-

ment of devices and the activity of the participants. The

clinician side controlled the recording process. The par-

ticipant side had a recoding screen on the desktop

computer.

This work collected the facial and speech responses

from 26 participants, including 13 UDs and 13 BDs to

construct the CHI-MEI mood database. The audio and

video data were recorded simultaneously by the webcam

placed on the top of the computer monitor. The recorded

videos are AVI format with 640 9 480 dots per inch and

30 frames per second (30FPS), and the recorded speech

data are monophonic with the format of 16 bits and

44.1 kHz sampling rate. Figure 3 shows the data structures

of the speech responses during interview after watching the

eliciting videos. Each participant answered five questions

in six video phases and totally provided 30 facial image

sequences and 30 speech response segments.

3 HSC-based autoencoder database adaptation

As this work focuses on speech emotional expression and

the changes of facial expressions responding to emotional

stimuli, a database big enough with manual labels, con-

sisting of labeled Action Units (AUs) and emotions, is

important for training the speech emotion model and the

AU model for emotion and AU profile generation. Because

the collected CHI-MEI mood database is small and difficult

for emotion labeling, in order to deal with the small data

problem, we apply a domain adaptation method called

Hierarchical Spectral Clustering based denoising Autoen-

coder (HSC–DAE) to improve system performance.

Inspired by the stacked denoising autoencoder domain

adaptation (Glorot et al. 2011), in this study, we first use a

Assessment

Question 

Asking

Yes

Yes

No

No
Video == 6

Question == 5

Start

Finish

Relaxing 

music

Video 

Watching

Response

Question+1 Question

Video+1 Video

Interview

Fig. 1 The data collection procedure

Fig. 2 Experimental environment from the clinician/participant side
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cluster-based linear transform method, Hierarchical Spec-

tral Clustering (HSC) (Furui 1989), to adapt the source

domain data to the target domain and generate the trans-

formed data which are the source domain data with some

‘‘relevant noises’’. Then, we use the transformed data as the

input to train a denoising autoencoder (DAE) to reconstruct

the source domain data as the domain-adapted data for

further process. The function of the HSC algorithm is

described as follows. The concept of database adaptation is

shown in Fig. 4. In the upper left of the figure, the source

data (U) and target data (V) are the two input databases. In

the beginning, the data centroids of the source data and the

target data are calculated as u1and v1 so that the deviation

vector p1 between these two centroids can be obtained. All

of the source data are shifted by this deviation vector so

that the corresponding centroids can coincide with each

other. In the upper right of the figure, the number of

clusters is doubled, and each datum in the target database is

assigned to its nearest cluster. The same clustering process

is applied to the source data. Then the centroid for each

database and deviation vector are calculated the same as

the preceding procedure.

3.1 Target and source databases

In order to apply domain adaptation, we collect the facial

expressions and speech responses which are the reactions

of the subjects when they are answering the questions after

watching the eliciting videos. These collected audio–visual

data are then used to construct the CHI-MEI mood data-

base as our target domain.

We also select eNTERFACE and Extended Cohn-Kanade

Database (CK?) for speech and action unit (AU) adaptation,

respectively, as the databases of the source domain. The

eNTERFACE database (Martin et al. 2006), containing six

emotional expressions, including happiness, fear, surprise,

anger, sadness and disgust, which are the same as the elic-

iting emotional videos, is thus adopted for emotion model

training. In the eNTERFACE database, there were 42 sub-

jects from 14 different nationalities including 24 males and

18 females. Each subject was asked to record 6 emotions,

and there were 5 different sentences for each emotion. So

each subject totally recorded 30 sentences. To express the

characteristics of emotion better when recording, each sub-

ject was asked to listen to six consecutive stories. Each clip

of the stories was expressed with a specific emotion. After

the subject was familiar with six emotions, they expressed

each of the six emotions to two judges for their determina-

tion if the data could be included in the database.

On the other hand, the Extended Cohn-Kanade Database

(CK? database) (Lucey et al. 2010) is adopted as the

source domain for facial expression. Since we need labeled

data for training, only expressions with explicit labels were

selected in this database. This part of CK? database con-

tains 593 frame sequences of facial expressions from 123

subjects. Each of the frame sequences shows the variation

of the facial expressions from the neutral frame to the peak

frame in duration, and the length of these frame sequences

are 10–60 frames. Because the selected data from the CK?

database are posed expression while CHI-MEI database is

non-posed natural expression, the hierarchical spectral

clustering method followed by a denoising autoencoder is

Fig. 3 The mood database structure for each facial and speech response after watching the corresponding eliciting video

u1

v1
p1

ci

v21

v22
u21

u22p21 p22

Target Database (V)Source Database(U)

Fig. 4 Hierarchical spectral clustering (HSC)
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employed for domain adaptation to alleviate the difference

between them. In addition, we use the learned joint source

and target feature representations to construct an SVM

classifier to predict the AU profile and the other SVM to

predict speech emotion profile for further process.

3.2 HSC-based denoising autoencoder

As mentioned before, we have labeled the training data

drawn from the CK? and eNTERFACE databases (source

domain), while it is unlikely to label the training data drawn

from the CHI-MEI database (target domain). The goal of

this work is to find two functions for transferring the CK?

database to fit the facial expression part and the eNTER-

FACE to fit the speech response part of CHI-MEI database,

respectively. Using the stacked denoising autoencoder

framework, a data adaptation method based on Hierarchical

Spectral Clustering followed by a denoising autoencoder

(HSC–DAE) is proposed. The training process of the pro-

posed HSC–DAE consists of two major steps. First, as

shown in Fig. 4, the HSC algorithm is used for linear feature

shift from the source database (CK? and eNTERFACE,

respectively) to the corresponding target data cluster (facial

and speech data in the CHI-MEI database, respectively).

After performing HSC algorithm, we get an adjusted vector

(called target-adapted source data) which represents each

sample of the source database adjusted to the target data-

base. As we can see in Fig. 5, the target-adapted source data

is mapped to a hidden representation h by:

h ¼ fhð~Þ ¼ SðW~xþ bÞ ð1Þ

and then the source data are reconstructed by:

y ¼ gh0 ðhÞ ¼ SðW 0hþ b0Þ; ð2Þ

where W is the weight matrix, b is the bias vector and S is

the non-linear activation function (typically a logistic sig-

moid function). Because HSC–DAE is trained to have

reconstructed source data y as close as possible to the

original source data x rather than the target-adapted source

data ~x(the same as the denoising concept), the backprop-

agation algorithm is used to update the weights of DAE and

minimize the average reconstruction error by the following

cost function:

JðhÞ ¼ 1

m

Xm

i¼1

1

2
x� yk k2þ k

2

XL

l¼1

XJ

j¼1

ðWl
j Þ

2 ð3Þ

where the first term is an average sum-of-squared error and

the second term is the weight decay (with a hyper-param-

eter k) which can prevent overfitting. After training the

HSC–DAE model, the reconstructed data of facial pointers

are used as the input to build the AU detectors for pre-

dicting AU profiles of the CHI-MEI database. Similarly,

the reconstructed speech features are used as the input to

build the emotion detectors for predicting emotion profiles

of the CHI-MEI database.

4 System framework

The system framework of this study is shown in Fig. 6. In

the framework, first, the facial features of the CK?

database and the speech features of the eNTERFACE

database are extracted and adapted to that of the CHI-

MEI database using the HSC–DAE. The adapted facial

data and speech are then used for training the support

vector machine (SVM)-based AU detector and the emo-

tion detector, respectively. Based on the constructed

SVM-based AU detector and the emotion detector, the

AU profiles and the emotion profiles are generated for

feature representation. As each AU profile only charac-

terizes one facial image, the AU profile sequence corre-

sponding to the entire image sequence for one question

response is extracted for facial feature representation.

Finally, the Coupled Hidden Markov Model (CHMM)-

based multimodal fusion method integrating the AU and

the emotion profile sequence which characterize the

temporal context of facial expression and speech emotion

is adopted for mood disorder detection.

4.1 Speech segmentation and feature extraction

The speech signals in CHI-MEI mood database were col-

lected by asking five questions to the subjects after

watching each video clip. In order to make the subjects to

HSC

b

= +~ ~

b

Chi-Mei
Database

Target-adapted source data

Reconstructed source data

Source data

( ) ( )f S) (()h x Wx b

' ( ) ( ' ')g Sy h W h b

Fig. 5 Hierarchical spectral clustering-based denoising autoencoder
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respond to the questions naturally and to encourage the

subjects to provide more responses, a clinician conducted

an interview with each subject in order to meet the above

requirements for data collection. Accordingly, the speech

segments were segmented to obtain only the speech

responses from the patient by removing the silence as well

as the speech segments from the clinician.

The research in (Giannakopoulos 2009) presented a

simple method for silence removal and speech signal seg-

mentation. The method is based on energy and spectral

centroid as speech features to define a threshold. Through

this threshold criterion, the silence area of speech signal is

removed precisely instead of traditional segmentation

using Endpoint Detection (Bou-Ghazale and Assaleh

2002), Zero Crossing Rate (ZCR) and Short Time Energy

(STE) (Saha et al. 2005).

After dividing the speech data into multiple segments,

39 dimensions of Mel-frequency cepstral coefficients

(MFCC) are extracted as acoustic features using the tool

presented in (Hermansky and Morgan 1994). The K-means

clustering is used to generate speaker-based vector quan-

tization (VQ) codebooks for speaker recognition. In this

paper, two codebooks are generated from each experi-

mental subject, including codebook of the clinician and the

subject. Probability Density Function (PDF) is used to

estimate similarity of the segments for speaker recognition.

The formula of PDF is shown in Eq. (4),

gðx; l;RÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞd

P
j j

q exp � 1

2
ðx� lÞT

X
�1ðx� lÞ

� �

ð4Þ

where x is the input feature vector and l and are the mean

and covariance matrix of the training data, respectively.

Figure 7 shows an example for estimating the duration

accuracy. The red dotted lines are the real boundaries of

subject’s voices and the blue lines are the detected

boundaries using the proposed system. The average length

of each segment is 1,034 ms. After speech/speaker seg-

mentation, openSMILE (Eyben et al. 2010) is employed to

extract the acoustic features of 384 dimensions illustrated

in Table 2. To represent the emotional expression of the

input speech, Emotion Profile (EP) providing a quantitative

measure for expressing the degree of the presence or

absence of a set of basic emotions within an expression is

obtained by constructing an SVM-based EP detector.

4.2 Facial feature extraction

The video signals in CHI-MEI mood database were col-

lected by the subjects during the interview with the clini-

cian after watching the eliciting video clips. We select the

video segments which synchronize with the corresponding

speech segments. For each frame in the video segments,

Gauss–Newton Deformable Part Models (GN-DPM) is

adopted for facial feature extraction (Tzimiropoulos and

Pantic 2014). Figure 8 shows the facial feature points

profile
generation

Training Phase

Testing Phase

Facial   
Adapted data

eNTEFACE
database

Feature Extraction

HSC_AE Adaptation

CK+ database

Mood 
detection

Data 
adaptation

Feature 
extraction Result

Speech 
Adapted data

CHI-MEI 
database

SVM-based  
AU & emotion 

profiles
Training emotion Model AU Model

CHMM-based   
fusion Training

Mood detection 
Model

visual

audio

AU 
profile

Emotion 
profile

visual

audio

Fig. 6 The system framework

Fig. 7 Illustration of duration accuracy calculation
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extracted from a frame. Different from traditional feature

extraction methods, the GN-DPM performs well for the

unconstrained data by the appearance model trained in-the-

wild. Therefore, for the data of all subjects of CHI-MEI

database, GN-DPM is adopted to extract the facial features

by a general appearance model, A(c) = A0 ? Ac. GN-DPM

could optimize the facial feature parameters. First, at the

pixel level, the vector of the appearance parameters and the

vector of the shape parameters are optimized by Eqs. (5)

and (6).

Dc ¼ AT I � A cð Þ � JDpð Þ ð5Þ

Dp ¼ H�1
P JTP I � A0ð Þ ð6Þ

Based on the result from pixel level and the cost func-

tion of GN-DPM in (7),

arg min
Dp;Dc

XNP

j¼1

jjI j � AjðcÞ � AjDc� J jDpjj2 ð7Þ

the vector of the appearance parameters and the vector of

the shape parameters at the part level are optimized by

Eqs. (8) and (9),

Dc ¼ AT
wAw

� ��1
AT
w W I � A cð Þð Þ � JwDpð Þ ð8Þ

Dp ¼ H�1
Pw
JTPw

ðWðI � A0ÞÞ ð9Þ

Finally, the fitting result of the facial feature parameters

could be obtained. In each frame of the frame sequence, 49

facial feature points for describing the shapes and positions

of facial components are extracted. For all of the facial

feature vectors extracted from the image frames, the AU

detectors trained by the HSC–DAE adapted database are

used to estimate the occurrence probability of each AU.

The AU profiles represent the posterior probabilities pro-

viding a quantitative measure for expressing the degree of

the presence or absence of the basic AUs. Since the AU

profile sequence is composed of the AU profiles generated

from all the frames in the video segment, the variation of

AU profile in the sequence could be considered as the

temporal fluctuation of the subject’s facial expression in

the video segment, which could be used to distinguish the

difference between AU profile sequences for mood disor-

der detection.

4.3 Coupled Hidden Markov Model (CHMM)

Hidden Markov Model (HMM) is a probabilistic graphical

model that describes stochastic evolution of a set of ran-

dom variables over time. An HMM with K states

S = {s1, s2, … sK} and length N is defined by the param-

eter set k = {A, B, p}, where A is the set of observation

probabilities conditioned on the state, B is the set of state

transition probabilities, and p is the initial state probability

parameter set. The HMM follows the Markov properties as

the probability of the current state only depends on the

previous state, formally P(st|st-1, st-2, …, s1) & P(st|st-1).

The CHMM is an extended version of the HMM. The

main difference between the CHMM and HMM is that the

CHMM comprises two HMMs that describe the state

transitions of two objects, respectively, and the state tran-

sitions in each HMM mutually influence each other (Brand

et al. 1997). Figure 9 shows the CHMM architecture which

couples two HMM chains together. The circles represent

the hidden nodes while the squares describe the observable

nodes. The state transition probability of CHMM is P(st
A|st-

1
A, st-1

E ) and P(st
E|st-1

A , st-1
E ) for AU profile and EP profile

HMM, respectively. The current state is dependent on the

states of its own chain and that of the other chain at the

previous time step. The main feature of the CHMM is that

it assesses contextual information between the current state

(st
A, st

E) and its previous state (st-1
A , st-1

E ). Given an obser-

vation sequence O = [AU, EP], where a sequence of AU

profile AU = [au1, …, auT] and a sequence of EP profile

EP = [ep1, …, epT] with T turns, the likelihood function

of the state transition sequence with respect to the CHMM

is estimated as follows:

Table 2 384-dimension acoustic features extracted using openSMILE

LLDs (16 9 2) Functionals (12)

(D)RMS Energy mean, standard deviation, kurtosis, skewness, extremes, value, range,

relative position, linear regression, offset, slope, MSE(D)ZCR

(D)F0

(D)Harmonic-Noise-Ratio

(D)MFCC 1-12

Fig. 8 The facial feature points extracted from a frame
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LðkÞ ¼ PðsA1 ÞPðsE1 Þ
YT

t¼1

PðAUtjsAt ÞPðEPtjsEt Þ

� PðsAtþ1jsAt ; sEt ÞPðsEtþ1jsAt ; sEt Þ
ð10Þ

In Eq. (10), k contains the parameters of the transition

probabilities, the prior probabilities and the observation

densities in the CHMM. P(s1
A) and P(s1

E) are the prior

probabilities of the AU and EP chains, respectively.

P(AUt|st
A) is the probability of the output of a given state in

the AU chain. Similarly P(EPt|st
E) is the probability of the

output of a given state in the EP chain. P(st?1
A |st

A, st
E) is the

probability of a state in the AU chain given the previous

state in the AU chain and the EP chain at time t. Similarly

we define P(st?1
E |st

A, st
E) for the EP chain. Using the dynamic

Bayesian networks to train the maximum likelihood of the

CHMM is a well-known technique (Rezek et al. 2000). In

this study, two CHMMs are defined and trained to predict

the two mood disorders (BD and UD). As mentioned before,

each participant totally provided 30 facial image sequences

and 30 speech response segments, so the number of turns is

T = 30. Therefore, the mood CHMM (BD or UD) with the

highest likelihood is determined as the result.

5 Experiments and results

The main idea of this work is to fuse the speech and facial

modalities for mood disorder detection. However, the

performance of multimodal fusion depends on the contri-

bution of each modality. More precisely, unimodal

approach needs to provide unique information beyond

others, then multimodal approach can joint those benefits to

improve the overall performance. Therefore, each uni-

modal approach could improve its own performance to

some level at least over average. To achieve this purpose,

we applied HSC–DAE to adapt the bias data and then

obtained more meaningful representation such as AUs and

EPs, expecting to improve accuracy for mood disorder

detection. After we got the effective method to transform

the raw data to meaningful representation, CHMM-based

multimodal fusion methods were tested with different

classifiers for performance comparison.

5.1 Experimental setting

The experiments of this work were evaluated using 13-fold

cross validation. Each fold contains the data from 24

subjects for training and 2 subjects (one from each cate-

gory, i.e., BD or UD) for testing. The evaluation metric

defined in Eq. (11) is the detection accuracy.

accuracy ¼ ð#TBþ#TDÞ=ð#TBþ#FDþ#TD

þ#FBÞ ð11Þ

where #TB is the number of True Bipolars; #TD is the

number of True Depressions; FB is the number of False

Bipolars; and FD is the number of False Depressions. We

used the chmmbox toolkit (Rezek et al. 2000) to construct

the HMM and CHMM classifiers. Moreover, linearly

scaling each attribute to the range (0, 1) for both training

and test data was used. Additionally, the preprocess of the

data is critical to the training procedure. For speech data,

acoustic features of 384 dimensions were extracted for

each speech segment. For facial data, we obtained 49 facial

points to form a 98-dimensional feature vector. For opti-

mizing the parameters used in the HSC–DAE, the number

of hidden nodes should be determined first. As shown in

Fig. 10, X-axis denotes the number of hidden nodes and

Y-axis represents the Mean Squared Error (MSE) of the

HSC–DAE. Speech features and facial point features were

used, respectively to train the HSC–DAE by setting the

single hidden layer with 100–1000 hidden nodes. The mean

squared error shows the difference between the input data

and reconstructed data. We should select the number of

hidden nodes with smaller MSE. In both cases, we selected

the reconstructed data which were trained by 900 hidden

nodes with L2 regularization penalty on the activation

values and the learning rate decay.

Fig. 9 The graphical topology of two-channel CHMM
Fig. 10 Relation between MSE and the number of hidden nodes
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5.2 Experimental results

After HSC–DAE adaptation, adapted facial data and speech

were then used for training the SVM-based AU detector and

the emotion detector. Therefore, we compressed the facial

points (98 dimensions) to the AU profiles (17 dimensions)

and the acoustic features (384 dimensions) to the emotion

profiles (6 dimensions) for feature representation, respec-

tively. In order to verify the performance of HSC–DAE

adaptation, we compared the results of AU and emotion

profiles with original facial points and acoustic features. In

Table 3, the input features of HMM including the facial

points, acoustic features, AU profiles and emotion profiles

are denoted by HMM_F, HMM_S, HMM_AU and

HMM_EP, respectively. K is the number of states in HMM.

For facial features, both HMM_F and HMM_AU achieved

the highest accuracy of 53.85 %. However, for speech fea-

tures, the HMM_S merely achieved 50.00 % accuracy but

the HMM_EP could reach 53.85 % accuracy. In brief, using

AU and emotion profiles could slightly improve the accu-

racy of mood disorder and reduce the dimensions of the

input features to avoid the curse of dimensionality. There-

fore, the AU features transformed from facial features via

visual channel and EP features transformed from speech

features via audio channel were modeled by two indepen-

dent component HMMs as unimodal approach.

To evaluate the effects of fusion methods, the perfor-

mances of the multimodal (feature-level (FF) and model-

level (MF)) fusion approaches were compared. In our

experiments, two modalities, FF and MF, were used to train

an HMM by concatenating these two features as a tightly

coupled input stream [AU, EP]. As a contrast, these two

modal features were also adopted to train a CHMM for

comparison. Therefore, we used the two methods to make

decisions and compared their mood disorder detection

results with previous unimodal methods as follows: (1)

AU-only HMM (HMM_AU); (2) EP-only HMM

(HMM_EP); (3) AU and EP concatenated HMM

(HMM_AUEP); (4) CHMM.

The detection performances using previous HMM-based

methods for different modalities are shown in Table 4.

Here, we tested different hidden state number K from 2 to

8. Between the two unimodal methods, the HMM_EP

performed better than the HMM_AU, which shows that EP

features might be more informative than AU features. In

addition, the HMM_AU obtained the worst result among

the four mentioned methods. The main reason might be

that the facial expressions are influenced by speaking

effect. So the discriminability of AU is decreased.

Theoretically, multimodal approach gets more infor-

mation which could perform better than the unimodal

approach. In our experiments, the CHMM-based fusion

method outperformed the unimodal methods. The results

support this point. However, the performance of the fea-

ture-level HMM_AUEP was approximately equal to those

of both unimodal methods (HMM_AU and HMM_EP). In

fact, concatenation of the AU and EP features assumes

each feature to have equal weight to contribute to mood

disorder detection. However, AU and EP cannot provide

complementary information for mood disorder detection in

feature-level fusion.

In order to capture the dynamics of a signal in terms of

some relatively static parameters, we estimated first order

derivatives of each feature dimension of AU and EP to

extract delta features (DAU and DEP). Table 5 shows the

detection performances with additional delta features.

Comparing Table 5 with Table 4, we can see that the delta

features improved the performance in CHMM-based fusion

method from 61.54 to 65.38 %. However, unimodal

Table 3 HMM-based detection performances of mood disorder

K HMM_F (%) HMM_S (%) HMM_AU (%) HMM_EP (%)

2 46.15 46.15 46.15 53.85

3 50.00 50.00 50.00 50.00

4 53.85 50.00 46.15 53.85

5 46.15 46.15 50.00 50.00

6 50.00 50.00 46.15 53.85

7 50.00 50.00 53.85 53.85

8 50.00 50.00 50.00 46.15

The columns shown with bold face are the hightest accuracy of the

corresponding methods

Table 4 HMM-based detection

performances of mood disorder
K HMM_AU (%) HMM_EP (%) HMM_AUEP (%) CHMM (%)

2 46.15 53.85 50.00 53.85

3 50.00 50.00 46.15 53.85

4 46.15 53.85 50.00 53.85

5 50.00 50.00 50.00 61.54

6 46.15 53.85 53.85 61.54

7 53.85 53.85 53.85 50.00

8 50.00 46.15 50.00 42.31

The columns shown with bold face are the hightest accuracy of the corresponding methods
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methods and feature-level fusion method could not get sig-

nificant improvements from delta features. This is probably

because those methods not like CHMM could share the

information with each other. This drawback leads to the low

accuracy in higher dimensions when adding delta features to

the static features. Regarding to selecting the number of

hidden states, K, the state number of the HMM-based

method with the highest accuracy ranges from 4 to 7,

especially when K is 6. This result shows that the six states

coincide with the six elicited emotions mentioned in Sect. 2.

6 Conclusion and future work

This work aims to establish an approach to accurate dis-

tinction between BD and UD to make a correct and early

diagnosis. We proposed a CHMM-based multimodal fusion

approach to modeling the contextual information based on

the temporal change of facial expressions and speech

responses for mood disorder detection. Moreover, the

HSC–DAE method was employed to adapt the facial

expression and speech databases to CHI-MEI mood data-

base to reduce the database bias problem. The adapted data

were then used to construct the SVM-based detector for

AU and emotion profile generation. Finally, the CHMM

was applied to fuse the AUs and the EPs for mood disorder

detection. We compared several HMM-based methods with

the CHMM model fusion method. Experimental results

show that the proposed CHMM-based fusion method out-

performed the other HMM-based classifiers for mood dis-

order detection. In the future, combining more modalities is

helpful to improve system performance. Considering per-

sonal characteristics of an individual patient is also an

important factor in mood disorder detection.
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