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Abstract The analysis of multiple datasets on users’

behaviors opens interesting information fusion possibilities

and, at the same time, creates a potential for re-identifi-

cation and de-anonymization of users’ data. On the one

hand, this kind of approaches can breach users’ privacy

despite anonymization. On the other hand, combining dif-

ferent datasets is a key enabler for advanced context-

awareness in that information from multiple sources can

complement and enrich each other. In this work we analyze

different anonymized mobility datasets in the direction of

highlighting re-identification and information fusion pos-

sibilities. In particular we focus on call detail record (CDR)

datasets released by mobile telecom operators and datasets

comprising geo-localized messages released by social

network sites. Results shows that: (1) in line with previous

findings, few (about 4) data points are enough to uniquely

pin point the majority (90 %) of the users, (2) more than

20 % of CDR users have a single social network user

exhibiting a number of matching data points. We speculate

that these two users might be the same person. (3) We

derive an estimate of the probability of two users begin the

same person given the number of data points they have in

common, and estimate that for 3 % of the social network

users we can find a CDR user very likely ([90 % proba-

bility) to be the same person.

Keywords Mobility patterns � De-anonymization �
Information fusion

1 Introduction

Mobile phones track the activities of their users along

many dimensions. For example, telecom operators can

access the location of their subscribers at a fine grain scale,

e.g., via the use of call detail record (CDR) data. Similarly,

the vast majority of applications installed on smartphones

(especially those related to social network sites) collects

and stores on the Web information about users locations

and activities (e.g., by means of geo-localized pictures, or

geo-localized messages and tweets).

As location and mobility are primary sources of context-

information for several applications, the use of this kind of

data is important and can have a strong impact in the fulfill-

ment of the pervasive-anticipatory computing vision as

described in Pejovic and Musolesi (2015). Furthermore, in

developing countries, there seems to be a direct connection

between mobile telephone services penetration and economic

development as location and context based services can

improve productivity in many sectors of economy as research

shows in Abraham (2006) and Blondel et al. (2013).

In this scenario, an important but problematic activity

consists in joining datasets by matching different users

associated to the same real person. For example, it would

be interesting to realize that user X in a CDR dataset is

actually the same person as Twitter user Y, and then join

the two datasets. Geo-located data presents a natural

framework to evaluate users’ similarity and enable re-

identification (join) across multiple datasets. The matching

process across multiple datasets is in fact rather straight-

forward in principle and consists in identifying whether
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CDR user X and Twitter user Y consistently produce data at

the same time and place. Once enough geo-referenced

elements overlap, we can be reasonably sure that the two

users are actually the same person.

On the one hand, this could raise serious privacy issues,

as relations between different types of data can be used to

infer information of any kind from socio-economic status,

to mobility and shopping patterns, to the user’s social graph

as illustrated in Wicker (2012). This is particularly prob-

lematic once the process of matching users among data

sources allows to bypass the anonymization of a given

dataset. As work in Wicker (2012) describes it may in fact

happen that: ‘‘The continued accumulation of location data

may reach a point where a marketer can uniquely match an

anonymous location trace to a named record in a separate

database’’.

On the other hand—for the same reason—joining dif-

ferent datasets is the key for advanced forms of context

awareness that could notably improve pervasive applica-

tions and services. In fact on the basis of such a combined

dataset, it would be possible to infer what the users were

doing in a given location and their general profile.

The contribution of this paper is to conduct analysis and

experiments in this direction. In particular:

1. We analyse the uniqueness of mobility traces as a first

essential step in order to quantify the re-identification

potential. Uniqueness analysis, pioneered in Montjoye

et al. (2013), consists in evaluating how many (geo-

located) data points are necessary to uniquely identify

a user in a dataset.

2. The next step is the re-identification method itself.

Specifically, we try to answer the following question:

Can we use data from geo-referenced social networks,

to re-identify mobile users from an anonymized call

description records dataset? We provide an answer to

this question by using a probabilistic approach, that

evaluates the probability that users from multiple

datasets are actually the same person.

The content of this article is organized as follows. Sec-

tion 2 presents researches at the state of the art in entity

matching among multiple data sources. Section 3 illustrates

the CDR and social network datasets we used for our

analysis. In Sect. 4 we explain the uniqueness evaluation

analysis performed on mobility traces. Section 5 presents

initial re-identification results based on counting the num-

ber of matches among events generated by users across the

two datasets and some ground truth evidence. Section 6

presents our probabilistic model to assess whether different

users are actually the same person and provides experi-

ments in this direction. Finally in Sect. 7 we present our

conclusions.

2 Related work

As large-scale mobility and social network data is pro-

gressively available to researchers, there is a considerable

amount of works on data re-identification as a mean to

threaten users’ privacy. The vast majority of works deal

with the problem from the data uniqueness perspective:

what is the subset of data about someone to make him/her

unique and thus re-identifiable among all the other users?

In Golle (2006), for example, authors analyze census

data discovering that the disclosing of gender, ZIP and full

date of birth allows for unique identification of 63 % of

individuals of the US population. Many studies explore the

re-identification of datasets, such as movie ratings as in

Narayanan and Shmatikov (2008) or Massachusetts

Hospital medical records using publicly available side

information. Another interesting case is the re-identifica-

tion of anonymous volunteers in a DNA study for the

Personal Genome Project in Sweeney et al. (2013). In

Rossi and Musolesi (2014) are presented trajectory-based

and frequency-based (frequency of visit to specific loca-

tion) tecniques that aim to re-identify users in location

based social networks.

More in line with our domain, in Montjoye et al. (2013)

authors analyse a large CDR dataset discovering that 4 CDR

events are enough to uniquely characterize the traces of

mobility of 95 % of the users, whereas 2 CDR events can

characterize up to 50 % of the users. A similar work using

Markov chains models for the de-anonymization of geolo-

cated data on the basis of the visited points-of-interest and

similarity distance metrics can be found in Gambs et al.

(2013). In Sharad and Danezis (2013) the authors attempt to

de-anonymize the communication subgraph of a CDR data-

set, using a social networking analysis approach. Finally,

authors in Zang and Bolot (2011) describe how the

anonymization tecniques for large datasets can be ineffective.

The main difference between these works and ours is that

we do not focus only on uniqueness of data, but we try to

evaluate the actual re-identification possibility of a user

across multiple datasets. For example, even if it is possible to

uniquely pinpoint a single user on the basis of only four CDR

events as described in Montjoye et al. (2013), it is not

granted that those four points can be identified in another set

of data (e.g., geo-referenced Twitter). Should the user

always use WiFi to connect to Twitter, those four points

would be never found, hampering re-identification. We

present a more detailed description of such aspects in Sect. 6.

From a complementary perspective, another stream of

works deals with the problem of guaranteeing k-anonymity

in spatial databases. The idea, is that a system provides

k-anonymity protection if the information for each person

contained in a data release cannot be distinguished from at
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least k � 1 individuals also appearing in the data release as

defined in Sweeney (2002). For example, techniques for

k-anonymity in the case of mobility data are presented in

Abul et al. (2010). Similarly, in Parent et al. (2013) authors

consider two approaches: one based on anonymizing each

trajectory as a whole, and another which considers

attackers who can link specific pairs of location and time to

a person and re-identify him/her using a certain number of

points. In this latter case—which is also our set up—the

goal of anonymization is to hamper the attacker from

associating a sequence of points to less than k individuals.

This is done in Parent et al. (2013) by removing those

points from a person’s trajectories that would allow to

single him/her out. These approaches however, often tend

to neglect the fact that most solutions for privacy preser-

vation such as data suppression (removing critical data) or

generalization (provide clusters of data rather than indi-

vidual instances) highly compromise or destroy the utility

of the dataset itself. Some approaches extending k-anon-

ymity concepts are presented in Dwork (2011) and Zang

and Bolot (2011).

In this work we focus on measuring the re-identification

potential in real datasets and, other than evaluating privacy

risks, we also emphasize the advantages of such an

approach for information fusion aspects.

3 Dataset

In this section, we give a detailed description of the data-

sets used in this paper and considerations we made about

their most interesting characteristics. The data we use for

our experiments are anonymized CDR data of mobile users

and the publicly available geo-referenced data from Twitter

and Flickr during the same period of time and in the same

area. For our analysis each record in every mentioned

dataset is considered as an event.

3.1 CDR data

We got access to two CDR datasets describing mobility

traces of a large user population over an extended period of

time.

The first dataset (referred to as CDR-DATA1) has a time

span of one month. It comprises records of each cell net-

work event whether associated to incoming/outgoing calls,

internet connections and text messages made by a mobile

device, its timestamp and the geographic coordinates of the

cell tower handling the event. This latter information is

extracted from a table containing the coordinates of each

cell tower and approximate area of coverage. In Fig. 1a—it

is shown the structure of a a CDR record. Each record

comprises a user (hashed) id, the mobile country code

(MCC), the timestamp of the event, the code of the cell

tower and the coordinates and coverage radius of the cell

tower. Thus, the spatial resolution of CDR localization is

the cell radius. Figure 2a illustrates the distribution of

CDR-DATA1 events per user. Figure 2b illustrates the

radius of gyration for a given percentile of users. The

radius of gyration is a synthetic and easy-to-compute

parameter describing the spatial extent of user traces. It is

defined as the deviation of user positions from the corre-

sponding centroid position. It is given by: rg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Pn
i¼1ðpi � pcentroidÞ2

q

where pi represents the ith posi-

tion recorded for the user and pcentriod is the center of mass

of the users recorded displacements obtained by:

pcentroid ¼ 1
n

Pn
i¼1ðpiÞ. It is possible to see that the first

quartile tends to be associated to sedentary people with

rg\5 km. The bulk of the distribution (25th–75th) per-

centiles can be associated to urban mobile people as the

diameter of peri-urban areas of main cities in the region is

about 15 km. Users beyond the 75th percentile are asso-

ciated to commuters spanning on the wide region area.

The second dataset (referred to as CDR-DATA2)

records have the same characteristics as those of CDR-

DATA1 and are shown in Fig. 1b. The only difference

is that there are not given the radiuses of the cells and

the mobile country code of the user. This dataset is not

that big compared to CDR-DATA1 as the number of

mobile users is smaller. The distribution of the events

generated during a period of 2 weeks is given in

Fig. 2c as events per user. The radius of gyration is

represented in Fig. 2d. With regard to the radius of

gyration it is possible to see that some users travel for

(a) User id MMC Timestamp Tower id Coord Radius
3dd285b 222 734628648723 123 (41.28,13.92) 450

(b) User id Timestamp Tower id Coord
12d285b 734628648723 123 (41.38,13.22)

(c) User id Pic/Tweet Timestamp Coord
12d285b Text 734628648723 (41.28,13.92)

Fig. 1 Records for each dataset.

a CDR-DATA1 dataset,

b CDR-DATA2 dataset, c FT

dataset
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longer distances than in the CDR-DATA1 dataset. This

is because the CDR-DATA2 data spans in a much

bigger area than CDR-DATA1.

3.2 Social network data

Social network data has been captured by using the REST

API services provided by Flickr (http://www.flickr.com)

and Twitter (http://www.twitter.com). Overall we refer to

this dataset as FT data. In Fig. 1c is given how the records

of this dataset are structured. Starting from a pool of 2456

users and having discarded from this dataset users with

only one or two events, we consider for our analysis 965

(231 Flickr users and 739 Twitter ones) of them. We dis-

carded users with less than three events as those provide

very little information on their location history. At the end,

there is an average number of 21 events per user and a

max/min value respectively of 686 and 3 events per user.

Fig. 3a, b shows the distribution and the radius of gyration

of Twitter users. Figure 3c, d shows the distribution and the

radius of gyration of Flickr users. The radius of gyration in

both Twitter and Flickr is rather low, since we extracted

information only from a limited bounding box around the

area of interest.
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Fig. 2 a Events per user in CDR-DATA1 dataset. b Radius of gyration for a given percentile of users in CDR-DATA1. c Events per user in

CDR-DATA2 dataset. d Radius of gyration for a given percentile of users in CDR-DATA2 dataset
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4 Evaluating the uniqueness of mobility traces

In this section, we evaluate the quantity of information, in

terms of geo-referenced events, that is necessary to identify

a mobility trace as unique. Another way to deal with this

problem is to find out for each user, what is the minimum

number of events that set him/her apart from all the other

users. This basically allows to answer the question: who is

the user who was in these locations at these times? When

the number of locations and times increases there is a

single user compatible with all the sightings. A simple

representation of this idea is given in Fig. 4 where the trace

of user A is highlighted. In the figure, it is possible to see

that as soon as we consider three events, we can pin point

user A as no one of the other users have the same events.

4.1 Uniqueness test on CDR datasets

More formally, for each CDR user ux we consider their

data trace in terms of id of the network cell and time of the

CDR event. We call cdrxj the j-th event generated by user x.

Given a time interval Dt, we say that two CDR events from

users x and y match if cdrxj :id ¼¼ cdr
y
i :id and

jcdrxj :time� cdr
y
i :timej\Dt. We call Mx

j the set of users

having at least one event (M)atching with cdrxj . For each
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Fig. 3 a Twitter events per user. b Radius of gyration for a given percentile of Twitter users. c Flickr events per user. d Radius of gyration for a

given percentile of Flickr users
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user x, we want to find the minimum number of events min

so that
Tmin

j¼0 M
x
j ¼ fuxg. This is the minimum number of

events necessary to set ux apart from other users. The idea

of a time limit is to take into account uncertainty on when

the user created an event. So while there could be always

just a single user generating an event at a given millisecond

(thus min ¼ 1), when we have uncertainty about the time of

an event multiple users might be a match.

4.2 Experiments

We perform experiments with the CDR datasets (CDR-

DATA1 and CDR-DATA2) to find the average number of

points/events to pinpoint a user. To limit the computational

effort, we take a sample of 1000 users from CDR-DATA2 and

of 1000 users from CDR-DATA1 dataset. The uniqueness test

is performed by an algorithm implementing the above defi-

nitions. In doing this type of analysis, we are interested

basically in two types of results: (1) the average number of

points/events needed for a trace to be unique and (2) the

percentage of users that could be re-identified in terms of

identification as unique. The test for matching the events is

repeated with different time limitsDt that go from 2 to 30 min.

The summary of this analysis is given in Fig. 5 which

provides results for the CDR-DATA1 and CDR-DATA2

datasets. These results are in line with those obtained by

related studies summarized in Montjoye et al. (2013)and

Gambs et al. (2013). Looking at Fig. 5-left it is possible to

see that the number of CDR events to uniquely identify a

user slowly grows with time interval. This is a rather nat-

ural phenomenon in that increasing the time limit loose the

constraint about matching CDR. In the extreme case of

time limit Dt ¼ 0, all the users would be uniquely identi-

fied with only one event. As pointed out also by other

authors in Montjoye et al. (2013), the slow growth in the

number of points required for uniqueness illustrates that

anonymization techniques based on blurring the time of the

Fig. 4 Uniqueness of mobility

traces. After three sightings

(geo-referenced data) we can

uniquely pinpoint user A
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Fig. 5 Uniqueness of mobility traces. Left number of events needed for identification. Right percentage of users re-identified
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events are not effective. These considerations are also

represented in Fig. 5-right: the percentage of users that can

be uniquely pin-pointed remains high (over 80 %) inde-

pendently of the limit interval. In both the graphs, it is

possible to see that it is slightly easier to uniquely identify

users in the CDR-DATA1 dataset. This is probably because

of the denser cell network in CDR-DATA1, rather than in

CDR-DATA2—(denser cell means higher spatial resolu-

tion in the dataset). Also in this case, however, the dif-

ference between the two results is not dramatic, showing

that the spatial resolution does not impact uniqueness a lot

as stated in Montjoye et al. (2013).

In general these results are important to highlight issues

related to CDR datasets with regard to users’ privacy.

However, to evaluate the potential for joining different

datasets, this is not enough: even if a user is uniquely found

in a dataset on the basis of their traces, it might be still

difficult to find the same users also in other datasets, thus

enabling the join.

5 Matching users among datasets

5.1 Matching CDR and social network data

As already introduced, matching users on the basis of

mobility and geo-referenced data is in principle straight-

forward: it consists in identifying couples of users in the

two datasets that often produce data at the same time and at

the same place. Once enough geo-referenced elements

overlap, we can be reasonably sure that the two users are

actually the same person. Figure 6 exemplifies the match-

ing process: Flickr/Twitter user FTa is compared with CDR

users ux, uy and uz from the CDR-DATA1. The most

probable match is FTa � ux as the two users appear almost

always together.

The key novelty when considering multiple datasets is

that the events from the same user in different datasets are

not always in a 1-to-1 relationship. In contrast to the pre-

vious scenario, we can consider users in different datasets

to be the same even if not all the events in one dataset have

the corresponding events in the other dataset. In more

technical terms, the intersection we used in Sect. 4 to

uniquely identify users can produce the empty set. Still,

given a sufficient overlaps among the data we will consider

two users to be the same.

More in detail, for each Flickr/Twitter user FTa and for

each CDR user ux we consider their respective data traces

with a geographic and temporal reference. We confront

these traces in order to find matches among couples of

events. More formally, we call ftai the events generated by

user FTa, and cdrxj the events generated by user ux. We also

call rxj the radius of the network cell associated to the event

cdrxj .

Two events ftai and cdrxj match if sdistðftai ; cdrxj Þ\rxj and

tdistðftai ; cdrxj Þ\Dt, where sdist and tdist are the spatial and

temporal distance respectively.

We set the threshold for the spatial distance to rxj as the

radius of the cell where the CDR event originates (we

conducted experiments with the CDR-DATA1 dataset

where this radius is reported. In other situations similar

measures might be derived from the Voronoi tessellation of

the network cells as described in Blondel et al. (2013). In

particular, for each couple of users we count how many

matching events are there. Since events are often produced

in bursts, a naive matching approach between the traces

could result in matching a number of CDR events with a

single FT event, or vice versa. This would over-count the

number of matching pairs as a single CDR/FT event could

match with multiples FT/CDR events. To avoid such an

issue, after recording an event cdrxj we skip all the events

from the same users closer in time than Dt from cdrxj . In

this way any given FT event can match with only one CDR

event of a single user.

5.1.1 Exclusion condition

It is also important to consider the situation in which a

CDR user uy generates an event cdr
y
j that is close in time to

an event ftai generated by the Flickr/Twitter user FTa, but

the two events are far away in space. More formally

Fig. 6 Flickr/Twitter user FTa
(in red) is compared with CDR

users ux, uy and uz (in green).

The most probable match is

FTa � ux as they are

consistently producing data at

the same time and at the same

place (color figure online)
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tdistðftai ; cdrxj Þ\Dt and sdistðftai ; cdrxj Þ[ 2 � rxj . In this case,

it is impossible that the two users are the same in that we

know that on that time they were physically apart. We call

this case the exclusion condition as these CDR users can be

excluded from the analysis. It is worth noticing that we

considered 2 � rxj in order to have a buffer-zone separating a

match from a certain exclusion.

5.2 Experiments

5.2.1 Experiment 1: matching

In a first experiment we tested the above approach to find,

for any FT user, the CDR user having the largest number of

matching events. We say we re-identified the user if there

is a single CDR user with such a number of events. The

naive assumption is that such a single best-match is the

same person of the FT user (hence the re-identification)—

more on these aspects is in Sect. 6. In Fig. 7 we present the

average number of points required for a re-identification

and the percentage of the users than can be re-identified.

We experiment with time intervals Dt from 10 s to 30 min.

In general the figure shows that about 20 % of the FT users

can be re-identified with about 4–5 matching events.

To support our study it is also interesting to consider the

smartphones’ usage pattern focusing on sms/calls and

Internet connection requests for uploading a picture to

Flickr or sending a Twitter message. The transition from

one activity to the other should be happening in a short

interval of time that would permit us to link a CDR with a

FT event. Of course, the presence and frequency of this

behavior is very important for the results of our study.

Research in Verkasalo (2010) shows that voice call/sms

functions and Internet browsing are the two most used

functionalities, and the largest part of Internet activity is

spent on social network sites and is mainly conditioned

from the places and social context in which the user hap-

pens to be as in Do et al. (2011). According to statistics

reported in Verkasalo (2010) the voice call/sms functions

are used 24–27 days per month by 90 % of users. How-

ever, these data correspond approximately also to our CDR

dataset statistics and we find an average of three events per

day. On the other hand internet browsing is used

13–18 days per month by 85 % of users spending 60 % of

the time in social network activities. Considering the above

statistics, we assume that the call/sms-social network pat-

tern, happens very often even in a short interval of time,

thus enabling our approach to detect correspondences.

5.2.2 Experiment 2: matching statistics

We run experiments to count, for each FT user, the number

of CDR users having 1, 2...n matching events with FT.

Rather naturally, the number of CDR users that match with

a FT user diminishes as we look for a larger number of

events in common between them. In many cases, it con-

verges to one after a certain number of points n which

means that there is only one CDR user that has n points in

common with the FT user. As reported in Montjoye et al.

(2013) and Zang and Bolot (2011), the CDR user count

(especially for a high-number of matching events) do not

change significantly by changing Dt or by using a different

threshold for the spatial distance.

Figure 8 (left) illustrates the statistics of the matching

process. For a given number of matching events, we create

a box plot. Each box plot describes the distribution of the

number of CDR users having n matching events with the

FT users. In the box plot, we report 25th percentile, med-

ian, 75th percentile. The boxplots extends 1.5 times the

interquartile range. Such counts are in the log-scale to

better appreciate the differences. It is easy to see that there

are a lot of CDR users sparsely matching with FT users,

while the number decreases for multiple matches.

Figure 8 (right) shows the percentage of cases in which

those correspondences converge to 1; 2; . . .; n. In particular

23 % of the FT users have in common a certain number of

points with only a single CDR user. Does it mean that the

two users are actually the same? Of course, if the number of

matching events would be large, we could be confident of

an affirmative answer. Otherwise, such coincidences could

be made by chance. We will discuss further this question in

the next section making some more considerations.

Fig. 7 Percentage of users re-

identified and number of points

needed for re-identification
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5.2.3 Experiment 3: matching by chance

We tried also to understand if the matching events can

happen only by chance (this of course would invalidate our

analysis). In particular, the Bonferroni’s principle illus-

trated in Rajaraman and Ullman (2011) states that in a

large dataset, like the one we consider, there are always

some events matching a given signature, even if the events

are produced randomly. In our settings, this means that

even considering random FT users there will be CDR users

that will resemble (by chance) FT users.

In order to avoid incorrect conclusions, and to validate

our results we made a comparative experiment. For this

purpose, a new dataset of mock-up FT users has been

created on the basis of an artificial distribution of values

(geographic coordinates and timestamps).

1. We created a first mock-up dataset by adding some noise

to the original FT users’ traces. In particular, we create a

clone of each FT by displacing both in space (�1 km) and

time (�30 min) the original user’s events.

2. We created a second mock-up dataset by just randomly

generating events within the area and time frame of the

original data.

Testing with these fake users we find significantly less

correspondences and less traces of series of points over-

lapping. More specifically, in the first case, we find 40 %

less correspondences per user and in the second up to 60 %

less correspondences than in the case with the real data.

The fact that our data exhibits much larger correspon-

dences means that most of the matches cannot be explained

by chance only.

5.2.4 Experiment 4: validating results

Since groundtruth about the real identity of the users is

missing, sound validation of the results is difficult. Partial

validation evidence can be found in matching Flickr social

users with Twitter social users. We have 231 users from the

first social network and 734 from the second, and during the

matching we notice that about 6 % of Flickr users, other

than having similar traces have the same name or the same

very singular username with Twitter users. Moreover those

users with the same username often match with a single

CDR user which is the same for Flickr and for Twitter users.

Figure 9 (top) shows the traces of two exemplary social

users with the same username. Figure 9 (bottom) shows that

a single CDR user well matches will both of them. The three

users are thus likely to be the same person.

A similar analysis can be conducted by comparing the

CDR mobile county code (MMC), typically indicating the

nationality of the user, with the language used in Twitter

messages and Flickr tags. This type of analysis can also give

an idea of the number of tourists that visit the region during

the period of observation. In our CDR-IT datset about 15

million events have a mobile country code different from

that of Italy and a time window permanence of 1–2 weeks

(see Fig. 10-left). In the social dataset there are more than

200 users that use a language different from Italian. Fig-

ure 10 (right) shows along the y axis in logarithmic scale,

the number of events and along the x axis the different

languages we found in analyzing the text. To extract in an

automatic way the languages of the social users we use an

open Java library for language detection.1 A common

problem with this approach is that for example users from

Switzerland can tweet or describe pictures in different

languages such as German, French or Italian as well as

people from nordic countries tend to tweet in English. Thus

only 3 % of the social users could be re-identified supported

by the match between Mobile Country Code and social

users’language. Despite the scarce efficiency, this method

functions well for the re-identification of users comming

Fig. 8 Right boxplot diagram summarizing the statistic of the number of CDR users having X matching events with FT users. Left percentage of

FT users for that can be associated to X number of CDR users

1 https://code.google.com/p/language-detection/.
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from small countries that remain faithful to their language

while tweeting or describing pictures. From our point of

view this provides one more clue in supporting ground truth

evidence for the matching process.

5.2.5 Experiment 5: reidentification with CDR-DATA2

dataset

In analysing the CDR-DATA2 dataset we realize that it

presents a challenge for our re-identification method. The

dataset contains different subsets created in subsequent

periods of time where in each subset there is a new random

numeric identifier for the users. We choose 1500 users

from the first subset and confront these users with all the

users in the other subsets. Using the same approach as in

the previous section, we repeat the matching process by

time and tower id. While in the case of matching CDR-

DATA1 and FT users we had data from the same period in

this case we are matching data from different subsequent

periods of time so we use time slots instead. This means

that every time two users—the one from the 1500 sample

and every other user in the other subsets—made an event

with the same tower id and in the same time slot we had a

match. In Fig 11 is represented an error bars plot about the

matching process up to 50 points/events in common, while

the percentage of users we can re-identify this way is 88.7

6 Probabilistic approach

In this section, we present a model trying to answer the

following question: given that the CDR user ui has ni
events matching with the events of the Flickr/Twitter user

Fig. 9 Top matching mobility

traces between Flickr events in

blue squares and Twitter events

in red round shape of the same

social user. Bottom CDR events

from a user in black triangle.

The social user in its both

profiles as Twitter and as Flickr

user matches with the same

CDR (color figure online)

Fig. 10 Left distribution of events per mobile country code. Right distribution of social users languages
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FTi, how likely it is that the two users are the same? In

other words, how likely it is that we actually de-anon-

ymized CDR user ui?

This kind of question is both novel and fundamental for

the practical applicability of our approach. In previous

seminal works, as for example in Montjoye et al.

(2013),this issue is not addressed. In Montjoye et al.

(2013), it is assumed that for each FT event there is always

the corresponding CDR event. Under such an assumption,

re-identification reduces at finding the only CDR user that

is always around the FT user. In other words, once we

found that a FT user has n matching events with a single

CDR user, we are 100 % sure that the two users are

actually the same, even if the number of matching events

n is 1. In our setting, since we removed the assumption that

for each FT event there is always the corresponding CDR

event, such a result is unreasonable in that a single com-

mon data point might be due to chance (as described in

Sect. 5.1).

To answer this question we take inspiration from the

work in Narayanan and Shmatikov (2008) in which they

tackle the problem of re-identifying users in movie-ratings

databases. Our approach starts by estimating the proba-

bility of a CDR and a FT users being the same person given

they have n matching elements—pðCDR � FT jnÞ. By

definition of conditional probability, pðCDR � FT jnÞ ¼
pðCDR � FT ; nÞ=pðnÞ.

We compute p(n) by counting in our dataset how many

couple of users (CDR/FT) have n matching events. We

divide this count by the total number of couples (CDR/FT).

Let us illustrate our approach with a simple numerical

example. Suppose that in the the whole dataset there are

only 3 CDR users (A, B, C) and 3 FT users (X, Y, Z).

Assume that they have a number of matching events as in

the following table:

Matches A B C

X 30 1 3

Y 1 3 1

Z 1 1 3

For example CDR user A has 30 matching events with

FT user X, 1 matching event with FT user Y and 1

matching event with FT user Z. In this setting we have:

pðn ¼ 1Þ ¼ 5=9, pðn ¼ 3Þ ¼ 1=3 and pðn ¼ 30Þ ¼ 1=9.

Computing pðCDR � FT ; nÞ is more difficult as we do

not have groundtruth information on the cases in which

CDR � FT . To estimate such a probability we assume that

whenever a CDR user matches with a FT user such that

there are not other CDR users having the same or greater

number of matches, then the CDR user and the FT user are

the same person (This is the same assumption made in

Sect. 5.2—experiment 1).

Accordingly, pðCDR � FT ; nÞ is the number of couples

of users (CDR/FT) having n matching events in common

and such that there are not other CDR users with a greater

number of matches for the same FT user, divided by the

total number of couples (CDR/FT).

In the example, pðCDR � FT ; 30Þ = 1/9. In fact, looking

at the table, 30 appears once associated to the couple

(A� X) and there are not other CDR users with a better

match with X. pðCDR � FT ; 3Þ = 2/9. In fact, looking at

the table, 3 appears twice in situations in which there are

not better matches (i.e., 3 appears in B� Y , C � Z).
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Fig. 11 Left error bars plot of the number of CDR-DATA2 users from the sample chosen having X matching events with all other users. Right

the quartiles of the same distribution, 25th and 75th percentiles
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We can then estimate pðCDR � FT jnÞ ¼ pðCDR �
FT ; nÞ=pðnÞ.

In the example, pðCDR � FT jn ¼ 30Þ ¼ 1, pðCDR �
FT jn ¼ 3Þ ¼ ð2=9Þ=ð1=3Þ ¼ 2=3.

In the example it is possible to see that although B and

C are the users that best match Y and Z the re-identification

probability is not 1. This is because matches with 3 events

are rather common in the dataset, so we are less confident

of the re-identification. Considering the real dataset with a

large number of CDR and FT users having multiple mat-

ches among each other, the approach becomes much more

effective. Since there are a lot of CDR users having few

events matching with some FT users, the re-identification

probability on the basis of few events drops almost to zero.

Only users with an unusually high number of matching

events would be considered properly re-identified.

6.1 Experiments

We applied the above model to answer our motivating

question: given that the CDR user ui has ni events matching

with the events of the Flickr/Twitter user FT, how likely it

is that the two users are the same?. For each Flickr/Twitter

user, we recorded all the CDR users that produced events

nearby and we computed the number of matches ni among

them. We run the above approach to estimate

pðCDR ¼ FT jnÞ. Figure 12-left shows the result we

obtained. We run experiments changing Dt (i.e., the max-

imum tolerable time-distance between matching events).

The figure shows that for very small Dt (\2 min), or

large Dt ([10 min) the pðCDR ¼ FT jnÞ remains low and

drops to zero as the number of matches increases. This is

highly counterintuitive, we would expect that the more the

matches, the more the probability of the two users being

the same person. This can be explained considering that for

very small Dt there are 0 users generating n matches with

any FT users (for n[ 3). For large Dt, it is possible to have

multiple matches also with different users. So, while p(n)

increases, pðCDR ¼ FT ; nÞ does not keep up because

(under our computational assumptions) there are few cases

in which a single CDR user rises as the single most com-

patible one. For Dt[ 2 min and Dt\10 min we have the

expected behavior: the higher the number of matches the

greater the probability. Probability that quickly rises to

almost one after 4–5 matching events (as expected).

Accordingly, we assume this is the proper range to consider

for further experimentation.

It is worth noticing that this kind of measure ‘‘solves’’

the issue raised at the beginning of this section, even if

there is a single CDR user with n matching events with a

FT users, if n is small, the chance (pðCDR ¼ FT jnÞ) of the

two users being the same person is low. Viceversa, if there

are multiple CDR users with n matching events with a FT

users, if n is large, the chance of all the users being the

same person is high (e.g., a user with multiple phones).

Finally, we run another experiment to measure the

fraction of users in our CDR-IT dataset that can be reliably

matched with some FT users. Figure 12-right shows the

maximum probability obtained for a given user percentile

(we do not plot below-50 percentile as the probability is

almost constant 0). It is possible to see that only the top few

percentiles (still amounting at a lot of users) can actually be

reliably matched with a corresponding FT user.

This is rather expected given the inherent difficulty in

matching among different sparse datasets having non-de-

terministically correlated entries. It also highlights the

difference between this task and the uniqueness identifi-

cation task addressed in the related works and in Sect. 4.

7 Conclusion

Our intent in this paper is to present the potential and/or

limits of a technique to re-identify users across multiple

mobility datasets. Results illustrates that it is possible to

identify some users across different datasets that are likely

Fig. 12 Left probability pðCDR ¼ FTjnÞ. Plots for different values of Dt used in matching process. Right maximum probability obtained for a

given user percentile (we do not plot below-50 percentile as the probability is almost constant 0)
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to be the same person, in the sense that the match among

them is largely more probable than the match with any

other person. While correlation among datasets (i.e., CDR

and social network data) represent a fundamental issue

with regard to privacy issues, it also represents a big

opportunity to enrich the information available to a per-

vasive applications. In fact correlation is also the basic

building block to fuse different perspectives and informa-

tion together in order to obtain a multi-faceted represen-

tation of phenomena and events influencing the application.

For example fusing CDR and Flickr/Twitter data it is

possible to better pinpoint where the user was at a given

time and what (s)he was doing in there. Moreover, such

information could provide a much more fine grained view

on the user profile enabling high forms of personalization

and context awareness. Our future research on this topic

will continue into three main directions:

The probabilistic model presented in Sect. 6 is rather

simple. On the one hand, it is based on a number of

independence assumptions that can be hardly justified in

the real data. On the other hand, we think that further

analysis on the eccentricities of the resulting probability

distribution could give further insights on the re-identifi-

cation process as research shows in Narayanan and

Shmatikov (2008). With regard to this latter aspect, we

plan to investigate and adopt standard privacy measures

like k-anonimity concepts presented in Sweeney (2002)

and Zang and Bolot (2011) and differential privacy

described in Dwork (2011). Another interesting aspect are

social ties as work in Crandalla et al. (2010) which is worth

investigating for our social users.

As privacy concerns are the main impeding factors

preventing CDR data (and pervasive/mobility data in

general) to be applied to pervasive applications, it would be

fundamental to develop anonymization and privacy-pre-

serving mechanism that preserve data usefulness in the

context of pervasive application. There are a number of

researches addressing such issues as for example in

Brickell and Shmatikov (2008) and Zang and Bolot (2011).

However, most general approaches conclude that: even

modest privacy gains require almost complete destruction

of data-mining utility as stated in Brickell and Shmatikov

(2008) and Zang and Bolot (2011). We think that a viable

approach could be based on application-specific

anonymization mechanisms: mechanisms preserving pri-

vacy and data mining utility for a single aspect (the one

useful of the specific application). We will try to investi-

gate these issues in our future work.

Finally, we will try to leverage the proposed re-identi-

fication approach to join multiple complementary datasets

together to develop advanced context-awareness services

in smart city scenarios. In particular a good source of

inspiration, of possible applications as well as advances on

balancing risks and rewards on data-driven applications is

given in Pentland (2014).

Overall, we think that the above research directions will

have a strong role in increasing even further the impact of

human mobility data on the achievement of the pervasive

computing vision.
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