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Abstract Intelligent agents (IA) are autonomous entities

which observe through sensors and act upon an environ-

ment using actuators to adjust their activities towards

achieving certain goals. The architectures of agents have

enormous potentials when they are applied into critical

systems, where agents choose actions between working

with their own and cooperating with others. Rational util-

ity-based agents choose actions to maximize their expected

utilities. Rational secure multi-party computing (RSMPC)

means secure multi-party computing (SMPC) in the pres-

ence of rational utility-based agents. Here, we call them

rational parties. In this paper certain goals of rational

parties are maximizing their utilities. The introduction of

rational parties considers the incentives in executing pro-

tocols. The security definitions under rational framework

can better demonstrate the executing environment of real

protocols. Furthermore, rational two-party computing

removes some impossibility in traditional two-party com-

puting, such as fairness. This paper represents the research

status of RSMPC and some typical protocols. The

advantages and disadvantages of previous rational SMPC

protocols are discussed here. As an emerging field, there

are still lots of open problems in RSMPC, such as com-

munication channels, utility assumptions and equilibrium

notions etc.

Keywords Game Theory � Nash equilibrium � Intelligent
agents � Rational secret sharing � Rational secure
multi-party computing

1 Introduction

Intelligent computing is an experience-based thoughtful

program, which is a branch of artificial intelligent system.

Intelligent computing can handle problems in critical sys-

tems with independent thinking ability. Intelligent agents

are widely used in agent technology, which is a form of

artificial intelligence. One basic aim for artificial intelli-

gence is to help social communities like parties in social

& Yilei Wang

wang_yilei2000@163.com

Tao Li

litao_888@sina.com

Hairong Qin

qhr6113@163.com

Jin Li

jinli71@gmail.com

Wei Gao

mygaowei@163.com

Zhe Liu

zhe.liu@uni.lu

Qiuliang Xu

xql@sdu.edu.cn

1 School of Information and Electrical Engineering, Ludong

University, Yantai, China

2 Fujian Provincial Key Laboratory of Network Security and

Cryptology, Fujian Normal University, Fuzhou, China

3 School of Computer Science and Educational Software,

Guangzhou University, Guangzhou, China

4 School of Mathematics and Statistics Science, Ludong

University, Yantai, China

5 Laboratory of Algorithmics, Cryptology and Security,

University of Luxembourg, Walferdange, Luxembourg

6 School of Computer Science and Technology, Shandong

University, Jinan, China

123

J Ambient Intell Human Comput (2015) 6:807–824

DOI 10.1007/s12652-015-0299-2

http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-015-0299-2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-015-0299-2&amp;domain=pdf


networks, more adaptive to the changes in their environ-

ments. Intelligent agents are often described schematically

as a functional system similar to computer programs. Some

IA definitions stress on their autonomy and others on goal-

directed behaviours (Faiyaz et al. 2014; Amato et al.

2014). Russell et al. (1995) divide agents into five classes

according to their degree of perceived intelligence and

capability: simple reflex agents, model-based reflex agents,

goal-based agents, learning agents (Andreu and Angelov

2013; Garcı́a et al. 2012) and utility-based agents. Utility-

based agents differentiate goal states from non-goal states.

Therefore, we should define a measure to show the desir-

able level of a particular state. This measure can be

obtained through a utility function mapping a state to a

measure of the utility of the state. Utility-based agents

choose their actions to maximize their expected utilities.

We borrow the notion of rational parties from economics to

present the properties of utility-based agents. In the fol-

lowing of this paper, rational parties can be considered as

utility-based agents if there is no special statement.

Multi-agent systems concern the interaction among

several utility-based agents (rational parties) including

those in distributed problem solving, distributed constraint

optimization and multi-agent learning etc. (Garcı́a et al.

2012). SMPC in the presence of rational parties is such a

multi-agent system that can solve security problems in

cloud computing, which is based on utility and consump-

tion of computer resources (Chen et al. 2012a; Li et al.

2014; Castiglione et al. 2015; Xu et al. 2014; Ficco et al.

2014). Yao (1982) proposed the problem of millionaires,

which introduced the pioneering theory for secure two-

party computing (STPC). Goldriech et al. (1987) extended

STPC to SMPC. The main task of SMPC is to guarantee

security of the computation in the presence of various

external attacks. Generally, these attacks to the computa-

tion are implemented by a subset of all the parties which

are controlled by an external adversary. Parties in the

subset are called corrupted parties and others outside the

subset honest parties. Once parties are corrupted, they will

be controlled by the adversary and execute the programs

coming from the adversary. Adversaries are divided into

three categories according to their abilities:

1. Semi-honest adversaries: they always abide by the

protocol, but try to deduce more information than the

protocol allowed about other parties through their

intermediate views.

2. Malicious adversaries: they can corrupt other parties

and obtain all the information of the corrupted parties,

who execute the protocol following the arbitrary

programs made by the malicious adversaries, such as

premature abortion, false inputs and denial of execu-

tion etc.

3. Covert adversary: their abilities are between those of

semi-honest and malicious adversaries. They have

incentives to cheat honest parties. However, they can

only successfully cheat with probability � and fail to

cheat with probability 1� �, where � is called detect

factor (Aumann and Lindell 2007).

The security notions in SMPC consist of the following

aspects.

1. Privacy: one party can only obtain his own output and

the intermediate values deduced from the views. For

example, in the electronic voting (Chen et al. 2011),

the only output for parties is who wins in the vote.

Beyond that, they can get no more information about

other parties’ inputs from the vote.

2. Correctness: each party can get correct output. For

example, the winners in the vote must be the one who

get most votes.

3. Independence of inputs: the corrupted parties must

independently choose their inputs such that the inputs

are independent of those from honest parties. For

example, in electronic tendering system, the bid of

each party is secret and it can not depend on other bids.

Otherwise, malicious adversary can always win the

bidding by adding a small value.

4. Fairness and guarantee of output delivery: adversaries

can not get the inputs of honest parties by prematurely

abortion. That is, adversaries receive the outputs if and

only if honest parties receive the same outputs. For

example, in electronic voting and tendering systems,

the outputs for adversaries and honest parties are

identical (Chen et al. 2012b).

The security definitions are realized by Ideal/Real para-

digm and the basic idea is as follows. Considering an ideal

world, where existing a trusted third party (TTP). Each

party sends his inputs to TTP, who computes certain func-

tion using the inputs and then sends back the results to each

party. Note that the adversary can arbitrarily choose the

inputs for the corrupted parties. In the ideal world, the only

information each party received from TTP is his output.

Therefore the property of privacy is guaranteed. Further-

more, since TTP is honest and always computes correctly,

the property of correctness is guaranteed. In the ideal world

the only thing that adversary can do is to replace the inputs

for corrupted parties. In the real world, no TTP exists, so the

computation must be completed by interactions among

parties. If no adversary in the real world have more abilities

than the adversaries in the ideal world, the protocol is

secure. In other words, security requires that the protocol

can resist any attacks in the ideal world. In the real world,

the attacks by the adversaries are identical to those in the

ideal world. Therefore, if a protocol is secure in the ideal

world, it is also secure in the real world.
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Although the Ideal/Real paradigm can provide a security

definition, it is criticized for being too pessimistic. The

ability with which the malicious adversaries are endowed

are too strong such that it is hard to find such adversaries in

real world. In fact, most adversaries attack the protocol for

some incentives instead of simply break the protocol.

However, the descriptions of malicious adversaries neglect

the incentives. In other words, the existence of malicious

adversaries requires the consideration of the worst scenario

or the maximized ability for adversaries. Nevertheless,

such adversaries may not exist in real world. So the secu-

rity discussion in the presence of such adversaries seems

meaningless. In fact, adversaries participating in the pro-

tocol should be assumed for certain incentives instead of

for nothing. For example, the incentives for the adversary

may be to let someone win the vote in electronic voting

instead of to simply prevent the vote. In byzantine proto-

cols, the adversary may hope to reach an agreement of

retreat instead of attack. In the execution of protocols,

semi-honest or malicious adversaries can not be present

with certain incentives. So, defining new types of adver-

saries according to the incentives has practical significance.

Parties are assumed to participate in protocols with cer-

tain incentives or for some profits. For example, someone

promises to offer the adversary some favorable policies if

he wins the vote. Thus adversary has incentives to make the

one win the vote. In Byzantine protocols, the agreement of

retreat minimizes the cost for the enemy, so the adversary

tries to lead to the retreat agreement. These profits can be

described by utility in game theory. The main goal for

adversaries is to maximize their utilities. To realize the goal,

the adversary may adopt some strategies. Meanwhile, par-

ties who are not controlled by the adversary are no longer

assumed to be honest parties. From RMPSC point of view,

they also have certain incentives, which is to prevent

adversary from attacking the protocol. For example, in

electronic voting, parties who are not corrupted hope all

parties correctly execute the protocol. They hope that the

one who gets the most votes wins. Meanwhile they try to

guarantee fairness for voting by preventing some party win

the vote by collusion with a subset of all the parties.

Therefore, these uncorrupted parties are also motivated by

profits. In electronic voting, the profits are fairness such that

the one who gets most votes wins. These profits can also be

described by utility. Furthermore, they can also adopt some

strategies to withstand adversaries. Thus, the protocol

designers must consider such incentives when they con-

struct a protocol. The previous notions of honest parties and

adversaries are not fit for the scenarios where parties par-

ticipate in the protocol with certain incentives. Therefore,

new models in the presence of these new parties should be

proposed. Furthermore, security notions under such sce-

narios should also be redefined. Since the incentives for

parties in cryptography can borrow the corresponding

notions in game theory (Esposito et al. 2015), the basic idea

of RSMPC is to describe the incentives under the frame of

game theory, combine them with utility and discuss the

security notions in the presence of such parties. Both game

theory and SMPC discuss some distrustful parties hope to

complete certain tasks by interacting with each other.

RSMPC which is a combination of game theory and

SMPC, solves some problems in SMPC by utilizing some

notions in game theory. Figure 1 shows the relationships of

RSMPC with game theory and SMPC. In RSMPC, honest

parties and corrupted parties are collectively called rational

parties, who have respective utilities and strategies. They

interact with each other to maximize their utilities. The

execution of the protocol can be considered as a process

where rational parties take several strategies. Rational

parties can choose to abide by the protocol or deviate from

the protocol. The choices depend on whether deviation can

bring better utilities. The final goal of protocol design is:

each party abides by the protocol such that the protocol can

be securely executed and all parties achieve optimal utili-

ties. This goal explained in the game theory is: each party

abiding by the protocol is Nash equilibrium and no one can

get higher utility by deviating from the protocol.

The seminal notion of rational parties is proposed by

Halpern and Teague (2004) when they study rational secret

sharing (RSS) and multi-party computing. Halpern and

Teague mainly discuss the scenario where rational parties

are introduced into Shamir secret sharing (Shamir 1979).

They think that parties neither honestly abide by the pro-

tocol nor arbitrarily destroy the protocol, instead they are

driving by utility. If the action of sending shares to others is

regarded as cooperating with others and not sending shares

is regarded as defecting from others, then RSS is similar to

the prisoner’s dilemma (PD). Therefore, the utility defini-

tions of rational parties are similar to that of parties in

game theory. Consequently, the results are inherited from

PD game. That is, rational parties have no incentives

sending shares to others just as the results in game theory

that parties have no incentives to cooperate with others

since cooperating is dominated by defect.

As mentioned above, rational parties have goals in

protocols. Towards the view of RSS, the goals of rational

parties can be described as follows. We also call the goals

as assumptions for utilities.

1. Selfishness: every party hopes to learn the secret;

2. Exclusivity: if he can not learn the secret, he hopes that

other parties will not learn the secret either; if he learns

the secret, he hopes that less parties will learn the secret.

Intuitively no parties have incentives sending shares to

others such that they may learn the secret while he has a risk

of not learning the secret, e.g. others do not send shares to
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him. Rational parties are assumed to decide whether sending

shares simultaneously and the scenario where only one party

deviates from the protocol while others all abide by the

protocol is considered. More specifically, considering an m-

out-of-n Shamir secret sharing scheme in the presence of

rational parties, wherem denotes the threshold of the scheme

and n is the number of parties. Suppose that one party

deviates from the scheme (say P1 ), there are two cases.

1. If P1 does not send shares to other m - 1 parties who

send their shares to P1, then P1 learns the secret while

others can not. In this case, since P1 can learn the

secret, he has no incentives sending his shares to others

according to the selfishness assumption.

2. If P1 sends shares to other m - 1 parties who do not

send their shares to P1, then P1 does not learn the

secret. In this case, P1 can not learn the secret but

others can learn it. If P1 continue sending shares to

others, he will violate selfishness and exclusivity

assumptions. Therefore P1 has no incentives sending

shares to other.

In conclusion, P1 has no incentives sending shares

according to selfishness and exclusivity assumptions. For

the same reasons, other rational parties also have no

incentives sending shares in rational Shamir secret sharing

scheme. Finally, no parties will receive shares and no one

will learn the secret. In order to endow parties with

incentives to send shares, Halpern and Teague proposed a

random 3-out-of-3 Shamir secret sharing scheme. They

also construct a random rational SMPC on the basis of the

RSS such that the computation of function f can be com-

pleted in a constant expected time. Halpern and Teague

present some open problems about RSMPC, the successive

works discuss these problems.

Besides some results in RSS, there are still some results

in RSMPC, which consist of two aspects: security under UC

model and fairness in rational two-party computing. The

former discusses how to realize security in concurrency and

the latter discusses how to realize fairness in rational STPC.

In traditional STPC, fairness is often neglected for the lack

of honest majority. Cleve indicated that fairness can be

achieved when most parties are honest (Cleve 1986). In

STPC, it can not guarantee the condition that most parties

are honest when one party is not honest. Therefore, fairness

can not be achieved. This is why fairness is often neglected

in STPC. Fortunately, the introduction of rational parties

can solve this problem. Rational notions describe the

incentive that parties participate in the protocol. So parties

can be considered as rational when parties have incentives.

In fact, rational notions can also be applied into other fields

such as Byzantine protocol besides secret sharing scheme

(Ogiela and Ogiela 2012, 2010) and SMPC.

This paper analyzes the research actuality, describes the

application fields about RSMPC. Furthermore, some posi-

tive and negative results are presented. Finally we also give

some open problems in this field.

2 Preliminaries

2.1 Utility functions

The incentives of rational parties can be described by util-

ity, which is important for them since the strategies they

Parites

Selfish Unselfish

Parites
Game theory

Strategies,Utilities,
Equilibrium

Honest Semi-honest

Parites
Cryptography

SMPC

Malicious Covert

Rational
Target: Maximize 

utilities
Target: security

RSMPC

Target: maximize 
utilities and 

security

Basic concepts

Fig. 1 The relationship of

RSMPC between game theory

and SMPC
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choose depend on utilities. The strategies help them to

maximize their utilities. Here we inherit the notions in game

theory to define actions and utilities for parties who par-

ticipate in the protocol. Let C ¼ ðfPigni¼1; fAigni¼1; fuig
n
i¼1Þ

denote a protocol with n parties, where fPigni¼1 denotes a set

with n parities and Pi denotes one party. Let fAigni¼1 denote

an action set, where the possible actions for Pi is Ai. Let

fuigni¼1 denote utility function, which suffices ui : A1 � � � �
�An 7!R. Let A ¼def A1 � � � � � An such that a = ða1; . . .;
anÞ 2 A is an outcome of a protocol. The utility function ui
denotes the preference of Pi for a certain outcome. For

example, if Pi prefer a with respect to a0Þ, then it can be

denoted as uiðaÞ[ uiða0Þ. If it suffices that uiðaÞ� uiða0Þ,
we call Pi weakly prefers a. Note that in SMPC protocol,

action sets and utility functions are common knowledge

(Osborne and Rubinstein 2004). However it’s a strong

assumption and we try to avoid this in the future works.

Many RSMPC protocols are based on RSS schemes. So

we first give basic notions such as utility function, Nash

equilibrium toward the view of RSS. In m-out-of-n Shamir

secret sharing scheme, each party has one share and deci-

des whether to share his share with others. When one party

has m shares (m is the threshold of Shamir secret sharing

scheme), he can obtain the secret using m shares. If all

parties are willing to share their shares with others, they all

obtain the secret. However, if one party shares his share

while other parties do not send their shares to him, then he

will not obtain the secret. Therefore, parties are caught in a

dilemma, where it is difficult to decide whether to send

shares to others. On one hand, if all parties do not share, no

one will get the secret, which violates the selfish assump-

tion. On the other hand, if they send shares to others while

not receiving enough shares, then others will get the secret

but he can not, which violates the exclusivity assumption.

Therefore the best result is: all parties send shares to others

and they all get the secret. Unfortunately, parties can not

confirm that others will definitely send shares to them.

Therefore parties will choose not sending shares to others

for insurance purpose. Although all parties hope to get the

secret, eventually neither can get. This is the dilemma in

RSS scheme just like that in PD game.

Before give the definition of utility function and Nash

equilibrium, we first present some basic symbols. Let an

action tuple be a ¼ ða1; . . .; ai�1; ai; aiþ1; . . .; anÞ, where ai
denotes the action of party Pi. Let a�i ¼ ða1; . . .; ai�1;

aiþ1; . . .; anÞ denote the action tuple except Pi and a0 ¼
ða0i; a�iÞ ¼ ða1; . . .; ai�1; a

0
i; aiþ1; . . .; anÞ denote the case

where Pi choose the action a
0
i while other parties choose the

actions coming from the action tuple a�i. Let uiðaÞ denote
the utility of Pi when the action tuple is a. Let diðaÞ ¼ 1

denote the event where Pi learns the secret when Pi adopts

ai while others adopt actions in a�i. Let diðaÞ ¼ 0 where Pi

does not learn the secret when Pi adopts ai while others

adopt actions in a�i. Let numðaÞ ¼
Pn

i¼1

diðaÞ denote the

number of parties who learn the secret. The utility defini-

tion is as follows according to the selfishness and exclu-

sivity assumptions.

1. If diðaÞ[ diða0Þ, then it suffices uiðaÞ[ uiða0Þ;
2. If diðaÞ ¼ diða0Þ and numðaÞ\numða0Þ, then it suffices

uiðaÞ[ uiða0Þ.
We will analyze the results about the two outcomes a and

a0.

1. If diðaÞ ¼ 1 and diða0Þ ¼ 0 suffice such that

diðaÞ[ diða0Þ, it shows that the outcome a can lead

Pi to learn the secret, while a0 can not. Pi prefers the

outcome a according to selfishness assumption. That

is, the utility induced by the outcome a is better than

that of a0, therefore we have uiðaÞ[ uiða0Þ.
2. If diðaÞ ¼ 1 and diða0Þ ¼ 1 or diðaÞ ¼ 0 and diða0Þ ¼ 0

such that diðaÞ[ diða0Þ, it shows that either the

outcomes a, a0 both lead Pi to learn the secret or they

do not. In both case, Pi hope that the less number

parties learn the secret, the better. On the other hand,

the condition numðaÞ\ numða0Þ denotes that parties

learning the secret when the outcome is a are less than

parties when the outcome is a0. Pi prefers the outcome

a according to the exclusivity assumption. That is, the

utility induced by the outcome a is better than that of

a0, therefore we have uiðaÞ[ uiða0Þ.
For simplicity, we give the basic definitions in protocol

C ¼ ðP1;P2;A1;A2; u1; u2Þ with only two parties. P1 and

P2 denote two rational parties. The threshold of RSS is 2.

That is, one party must receive the other party’s share to

retrieve the secret. Let A1 ¼ A2 ¼ fSend;Not Sendg, where
Send denotes the action that party sends share to the other

and Not Send denotes the action that party does not send

share to the other. Let u1; u2 denote the utility of P1 and P2,

respectively. Here we only give the definition of u1. The

definition of u2 is similar to u1. The utility definition is

related with the outcomes. There are four outcomes in

protocol C according to the actions.

1. a1 ¼ ðNot Send; SendÞ. P1 does not send share to P2

while P2 sends share to P1. P1 has two shares and can

learn the secret while P2 can not learn the secret for

lack of the other share. So it suffices that d1ða1Þ ¼ 1,

d2ða1Þ ¼ 0 and numða1Þ ¼ 1 according to the utility

definition.

2. a2 ¼ ðSend; SendÞ. Both parties send shares to the

other and all of them learn the secret. So it suffices that

d1ða2Þ ¼ 1, d2ða2Þ ¼ 1 and numða2Þ ¼ 2 according to

the utility definition.
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3. a3 ¼ ðNot Send;Not SendÞ. No party sends shares to

the other and no one will learn the secret. So it suffices

that d1ða3Þ ¼ 0, d2ða3Þ ¼ 0, numða3Þ ¼ 0 according to

the utility definition.

4. a4 ¼ ðSend;Not SendÞ. P1 sends shares to P2 while P2

does not send shares to P1. P2 have two shares and can

learn the secret while P1 can not learn the secret for

lack of the other share. So it suffices that d1ða4Þ ¼ 0,

d2ða4Þ ¼ 1 and numða4Þ ¼ 1 according to the utility

definition.

In the following, we give the relationships among the

above utility definitions.

1. For d1ða1Þ ¼ d1ða2Þ ¼ 1 and numða1Þ ¼ 1\numða2Þ
¼ 2, it suffices that u1ða1Þ[ u1ða2Þ according to the

utility definition.

2. For d1ða2Þ ¼ 1[ d1ða3Þ ¼ 0, it suffices that

u1ða2Þ[ u1ða3Þ according to the utility definition.

3. For d1ða3Þ ¼ d1ða4Þ ¼ 0 and numða3Þ ¼ 0\numða4Þ
¼ 1, it suffices that u1ða3Þ[ u1ða4Þ according to the

utility definition.

In conclusion, it suffices that

u1ða1Þ[ u1ða2Þ[ u1ða3Þ[ u1ða4Þ. To better illustrate the

relationships among the utilities, let u1ða1Þ ¼ Uþ,

u1ða2Þ ¼ U, u1ða3Þ ¼ U�, u1ða4Þ ¼ U�� such that

Uþ [U[U� [U��. We follow the way in game theory

to present utility in a matrix. Table 1 gives the utility

matrix of rational parties.

Currently, most utilities are defined according to the

selfishness and exclusivity assumptions. Recently, reputa-

tion is considered as one part in utility (Milgrom and

Roberts 1986). Reputation is a positive evaluation to cer-

tain social group for their special ability (Achim et al.

2011; Serbanescu et al. 2012; Visan et al. 2011). Reputa-

tion exists in real world especially in economics and pol-

itics. For example, one company may cooperate with other

companies who have good reputation. So if a company

wants to have more cooperative chances, he should con-

sider to build good reputation when they interact with

others. In RSMPC, if sending shares to others may lead to

good reputation, then rational parties are willing to earn

good reputation by sending shares to others. Although

sending shares may not directly lead to a higher utility in

the current round, it may attract others to send shares to

him in the following rounds. On the other hand, parties

who do not send shares in the current round earn bad

reputation and others may not send shares to them in the

following rounds. Therefore, parties have incentives to

earn good reputation for the sake of more shares. Fur-

thermore, punishment is given to parties who do not send

share at the same time when parties gain good reputation

when they send shares to others. If parties send shares, then

they will earn a positive reputation increment, otherwise a

negative one. The higher the reputation one party has, the

bigger the possibility of receiving shares it has. Consider-

ing the effect of reputation on utility, another assumption

about the utility is needed. The new assumption is repu-

tation, where every rational party hopes to earn good rep-

utation. For simplicity, the increment is 1 when one party

sends shares to others and -1 when he does not send.

There are three assumptions about utility except for repu-

tation: selfishness, exclusivity and reputation. Three factors

q1, q2 and q3 are assigned to the above three assump-

tions, respectively in order to denote the impacts on utility.

Let q1 [ q2 [ q3, this setting denotes that parties firstly

hope earn good reputation, then hope to learn the secret and

lastly hopes less parties learn the secret. The utility defi-

nition is given below when considering the impact of

reputation.

uiðaÞ ¼ q1 � siðaÞ þ q2 � diðaÞ þ q3 �
1

numðaþ 1Þ ð1Þ

In Eq. (1), siðaÞ denotes the impact of reputation on utility,

where siðaÞ ¼ 1 when party sends share, otherwise

siðaÞ ¼ �1. Let diðaÞ denote the impact of selfishness on

utility, where diðaÞ ¼ 1 when party learns the secret,

otherwise diðaÞ ¼ 0: Let 1
numðaþ1Þ denote the impact of

exclusivity on utility, which means that this part is small

when a lot of parties learn the secret and is big when few

parties learn the secret. The denominator is set to be

numðaþ 1Þ rather than numðaÞ in order to avoid the case

denominator is zero when no one learns the secret. This

part is q3 when no one learns the secret then, 1
2
q3 when

only one party learns the secret and 1
3
q3 when both parties

learn the secret.

To describe the utility definitions considering reputation

assumption, we still use protocol C ¼
ðP1;P2;A1;A2; u1; u2Þ with two rational parties. The utility

definition is related with the outcomes as mentioned above.

There are still four outcomes in protocol C according to the

actions.

1. a1 ¼ ðNot Send; SendÞ. P1 does not send share to P2

while P2 sends share to P1. P1 has two shares and can

learn the secret while P2 can not learn the secret for

lack of the other share. So it suffices that s1ða1Þ ¼ �1,

s2ða1Þ ¼ 1, d1ða1Þ ¼ 1, d2ða1Þ ¼ 0 and numða1Þ ¼ 1

Table 1 The utility matrix of rational parties

Pi Pj Send Not send

Send (U, U) ðU��; UþÞ
Not send ðUþ; U��Þ ðU�; U�Þ
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according to the utility definition. The utility function

of P1 and P2 are u1ða1Þ ¼ �q1 þ q2 þ q3
2

and

u2ða1Þ ¼ q1 þ q3
2
, respectively.

2. a2 ¼ ðSend; SendÞ. Both parties send shares to the

other and all of them learn the secret. So it suffices that

s1ða2Þ ¼ 1, s2ða2Þ ¼ 1, d1ða2Þ ¼ 1, d2ða2Þ ¼ 1 and

numða2Þ ¼ 2 according to the utility definition. The

utility function of P1 and P2 are u1ða2Þ ¼ q1 þ q2 þ q3
3

and u2ða2Þ ¼ q1 þ q2 þ q3
3
, respectively.

3. a3 ¼ ðNot Send;Not SendÞ. No party sends shares to

the other and no one will learn the secret. So it suffices

that s1ða3Þ ¼ �1, s2ða3Þ ¼ �1, d1ða3Þ ¼ 0, d2ða3Þ ¼
0 and numða3Þ ¼ 0 according to the utility definition.

The utility function of P1 and P2 are u1ða3Þ ¼
�q1 þ q3 and u2ða3Þ ¼ �q1 þ q3, respectively.

4. a4 ¼ ðSend;Not SendÞ. P1 sends shares to P2 while P2

does not send shares to P1. P2 have two shares and can

learn the secret while P1 can not learn the secret for

lack of the other share. So it suffices that s1ða4Þ ¼ 1,

s2ða4Þ ¼ �1, d1ða4Þ ¼ 0, d2ða4Þ ¼ 1 and numða4Þ ¼ 1

according to the utility definition. The utility function

of P1 and P2 are u1ða4Þ ¼ q1 þ q3
2

and

u2ða4Þ ¼ �q1 þ q2 þ q3
2
, respectively.

Since the utilities of P1 and P2 are symmetric, here we only

analyze the relationship of P1. It suffices that

u1ða2Þ[ u1ða4Þ[ u1ða1Þ[ u1ða3Þ because of

q1 [ q2 [ q3. To better illustrate the relationships of the

utilities, let u1ða1Þ ¼ RU�, u1ða2Þ ¼ RUþ,

u1ða3Þ ¼ RU��, u1ða4Þ ¼ RU. So we have

RUþ [RU[RU� [RU��. Table 2 is the utility matrix

of rational parties when considering reputation.

2.2 Notions of equilibrium

2.2.1 Nash equilibrium

Suppose utility function is common knowledge, if P1

knows that other parties choose a2; . . .; an then P1 is sure to

adopt a1 2 A1 to maximize his utility. a1 is called best

response of P1 with respect to a2; . . .; an. Given a1,P2 will

choose a02 2 A2 and so on such that each party will choose

his best response. The tuple a is called self-enforcing if ai
and only if is a best response with respect to Pi. If one

action tuple is a self-enforcing, it is called Nash

equilibrium. Definition 1 gives the formal definition of

Nash equilibrium.

Definition 1 (Nash equilibrium of pure strategy) Let C ¼
ðfPigni¼1; fAigni¼1; fuig

n
i¼1Þ denote a normal game with n

parties. An action tuple a is Nash equilibrium of pure

strategy, if for every i and a0i 2 Ai, we have

uiða0i; a�iÞ:

In Table 2 (Not Send;Not Send) is Nash equilibrium of

pure strategy. That is, if P1 chooses Not Send, then the best

response of P2 is Not Send. The utilities for both parties are

all U�. Otherwise, if P1 chooses Not Send while P2

deviates from Nash equilibrium to choose a0i ¼ Send, then

the outcome is (Not Send; Send). The utility of P2 is U��

which is smaller than U�. Therefore, P2 has no incentive to

deviate from Nash equilibrium since deviation lead to an

inferior utility. P1 will not deviate from Nash equilibrium

for the same reason. The final result is that both P1 and P2

following the action tuple in Nash equilibrium.

In Table 2, (Send, Send) is Nash equilibrium of pure

strategy. That is, both parties have incentives to send shares

considering the impact of reputation. Finally, both will

learn the secret. This result is different with that of Table 1,

where no parties have incentives to send shares. P1 either

adopts Send or Not Send in Nash equilibrium of pure

strategy. The strategies in this case are pure strategies.

However, Nash equilibrium of pure strategy may not exists

in games. To solve this problem, rational parties are

allowed to adopt mixed strategies, which mean that parties

may choose actions with certain probabilities. For example,

P1 adopts Send with probability of 1
3
, Not Send with

probability of 2
3
. Letri denote a probability distribution on

Ai or ri can be redeemed as a strategy of some party, where

Pi samples fromAi such that
P

a0
i
2Ai

prðaiÞ ¼ 1. Given a

strategy vector r ¼ ðr1; . . .; ri�1;ri; riþ1; . . .; rnÞ, where ri
denotes mixed strategy of Pi. If parties play the game

according to the strategies in r, then we use uiðrÞ to denote

the expected utility. Other notions are similar to those of

pure strategies. Let r�i ¼ ðr1; . . .; ri�1; riþ1; . . .; rnÞ
denote the mixed vector except Pi and

r0 ¼ ðr0i; r�iÞ ¼ ðr1; . . .; ri�1; ri; riþ1; . . .;rnÞ denote that

Pi adopts mixed strategies in r0i while others adopt

strategies in r�i. If ri can maximize uiðri; r�iÞ, then it is a

best response with respect to r�i. The definition of mixed

strategy Nash equilibrium is given in Definition 2.

Definition 2 (Mixed strategy Nash equilibrium) Let C ¼
ðfPigni¼1; fAigni¼1; fuig

n
i¼1Þ denote a normal game with n

parties. Mixed strategy ri denotes a probability distribution

on Ai, where ri 2 DðAiÞ. r ¼ ðr1; . . .; rnÞ is mixed

Table 2 The utility matrix of rational parties (considering reputation)

PiPj Send Not send

Send ðRUþ;RUþÞ ðRU;RU�Þ
Not send ðRU�;RUÞ ðRU��;RU��Þ
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strategy Nash equilibrium, if for every i and r0i 2 DðAiÞ, we
have

uiðr0i; r�iÞ� uiðrÞ:

In SMPC, the computation ability is bounded, so com-

putational Nash equilibrium is often considered in RSMPC.

Definition 3 (Computational Nash equilibrium) Let C ¼
ðfPigni¼1; fAigni¼1; fuig

n
i¼1Þ denote a normal game with n

parties. An action tuple a is computational Nash equilib-

rium, if for every i and a0i 2 Ai, there exists a negligible

function e such that

uiða0i; a�iÞ� uiðaÞ þ e:

2.2.2 Other equilibrium notions

Nash equilibrium is basic equilibrium notions in game

theory. Besides, there also some other refined equilibrium

notions. If there exists a random strategy ri 2 DðAiÞ and

for each a�i 2 A�i(A�i ¼
def �j6¼i Aj) such that

uiðri; a�iÞ[ uiðai; a�iÞ, then ai 2 DðAiÞ is a strictly

dominated strategy with respect to AI . If there exists a

random strategy ri 2 DðAiÞ such that:

1. For every a�i 2 A�i such that uiðri; a�iÞ� uiðai; a�iÞ;
2. There exists a�i 2 A�i such that

uiðri; a�iÞ� uiðai; a�iÞ:
Then ai 2 Ai is a weakly dominated strategy with respect to

A�i.

Definition 4 Iterated deletion of weakly dominated strat-

egy, IDWDS. LetDOMiðÂÞ denote a set ofweakly dominated

strategies in Âi with respect to Â�i. For k� 1, let

Ak
i
def¼Ak�1

i nDOMðAk�1Þ and A1
i ¼def \k A

k
i . If for every i, it

suffices thatri 2 DðA1
i Þ, thenNash equilibriumr is IDWDS.

Another refinement of Nash equilibrium is called

trembling hand perfect equilibrium. Parties may deviate

from the protocol with a small probability, which is called

‘‘trembling hand’’. Trembling hand perfect equilibrium can

not only guarantee the strategies are optimal when there are

no trembling hands but also optimal when there are trem-

bling hands.

The above equilibrium notions discuss the scenarios

where only one party deviates from the protocol. However,

some parties may collude to deviate from the protocol for

optimal utilities. In SMPC, some parties are corrupted by

an external adversary, which can be considered as collusion

among the parties. Let C ¼ fP1;P2; . . .;Ptg � P be a set of

collusion parties, where P denotes the set of all parties.

AC ¼def �i2c Ai denotes the action set of collusion parties,

rc ¼
defðrp1 ; rp2 ; . . .; rptÞ denotes the strategy set of collusion

parties, and r�c¼
def
rpjc denotes the strategy set of parties

other than collusion parties.

Definition 5 t-Resilient equilibrium. If for every

C ¼ fP1;P2; . . .;Ptg � PðjCj � tÞ, i and r0c 2 ðAcÞ, it suf-
fices that uiðr0c; r�cÞ� uiðrÞ, then r ¼ ðr1; r2; . . .; rnÞ is t-
resilient equilibrium.

Correlated equilibrium describes such scenario, where

exists a trusted mediator, who will ‘‘recommend’’ some

strategies to parties such that they will obtain optimal

utilities if they play the game according to the strategies.

The efficiency of computational correlated equilibrium is

better than Nash equilibrium, where the former can be

achieved in polynomial time (Gilboa and Zemel 1989)

while the latter is an NP hard problem. Urbano and Vila

(2004) in correlated equilibrium in computational envi-

ronment. Dodis et al. (2000), Gradwohl et al. (2013),

Lepinski et al. (2004) also discussed the notions of corre-

lated equilibrium. Dodis et al. (2000) proved that corre-

lated equilibrium can be reached between two parties if

they are computationally bounded and they can commu-

nicate before the game. Gradwohl et al. continued the work

of Dodis et al. (2000) and considered how to implement a

mediator to reach correlated equilibrium. They proposed a

sequential rational protocol for non-trivial correlated

equilibrium and prove that mediator can be replaced by a

relative stable protocol (Gradwohl et al. 2013). Lepinski

et al. (2004) proposed a fully fair secure function evalua-

tion, which is secure in the presence of many malicious

adversaries. However, the protocol needs physical com-

munication channels, which are hard to realize in reality. In

addition, other equilibrium notions include Bayesian Nash

equilibrium, which considers the situation where parties

have types under incomplete information. Therefore, opti-

mal strategies are related to not only strategies but also

types of other parties.

2.3 Iterated games and backward induction

In most cases, one game may include several rounds. That

is, parties repeatedly play one game C and it is denoted as

(C1;C2; . . .;CT ), where T denotes the number of rounds.

History H records actions which are adopted by parties in

each round. Let ak ¼ ðak1; ak2; . . .; aknÞ denote the action

adopted in the kth round. For simplicity, the initial round is

set to be 0 and denoted as H ¼ U. Parties choose their

actions according to history hk ¼ ða0; a1; . . .; akÞ. In each

round, Pi obtain utility ui(i 2 N). Maleka and Shareef

(denoted as MS protocol) first propose RSS using iterated

games, which introduce punishment into the protocol.

However, their protocol can only construct RSS within
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unlimited rounds and invalid for limited rounds (Maleka

et al. 2008b). In complete information games with T

rounds, parties do not worry to be punished in the last

round since there is no chance for others to punish them. So

parties have no incentives to send their shares to others in

the last round. For the same reason, parties have no

incentives to send their shares in the penultimate round. In

a similar fashion, parties will not share their share in T �
2; T � 3; :::1 round. The above process is backward

induction. To avoid this in complete information where

parties know exactly when the protocol ends, Abraham

et al. (2006), Kol and Naor (2008a, b), Katz (2008) propose

various methods.

2.4 Extensive games

The games where parties alternatively adopt actions should

be described by extended games.

Definition 6 An extensive game with imperfect infor-

mation \P;A;H;P; fc; ðIPi
Þi2f1;2g;% i [ has the follow-

ing components.

1. The set of two parties P ¼ fP1;P2g.
2. The action set A ¼ A1 � A2. Pi (i 2 f1; 2g) chooses his

action from the set of Ai. The action profile

a ¼ ða1; a2Þ 2 A.

3. A set H of sequences (finite or infinite) that satisfies the

following three properties.

(a) The empty sequence £ is a member of H.

(b) If ðakÞk¼1;2;:::;K 2 H (where K may be infinite)

and L\K then ðakÞk¼1;2;:::;L 2 H.

(c) An infinite sequence ððakÞÞ1k¼1 2 H.

Each member in the set of H is a history which is

a sequence of actions profiles.

A history ðakÞk¼1;2;:::;K 2 H is terminal if it is

infinite or if there is no akþ1 such that

ðakÞk¼1;2;:::;Kþ1 2 H. The set of actions available

after the non-terminal histories is denoted Z.

4. A function P that assigns to each non-terminal history

a member coming from fP1;P2g t c. P is the party

function and P(h) (h 2 H) assigns the party who should

take actions after the history h. PðhÞ ¼ c means that an

exterior chance will determine the actions after the

history h. Note that PðhÞ ¼ c occurs only at the initial

round of the protocol.

5. A function fc where PðhÞ ¼ c assigns an independent

probability measure f cð�jhÞ on A(h). Note that f cðajhÞ
is the probability that a 2 A occurs after history h.

6. For each party, a partition is denoted by IPi

(i 2 f1; 2g) such that h 2 H : PðhÞ ¼ Pi. The property

of the partition is that AðhÞ ¼ Aðh0Þ whenever h and h0

are the same member of partition. For each Ii 2 I i,

denote AðIiÞ as the set A(h) and PðIiÞ as the party P(h)

for any h 2 Ii. Note that, I i is the information partition

of Pi (i 2 f1; 2g), while Ii 2 I i is an information set of

party Pi.

7. For each party, a preference relation % i on lotteries

over Z (the preference relation of party Pi) that can be

described as the expected value of a payoff function

defined on Z.

The following games after the first round are sub-games

of the initial game (Myerson 2013). Sub-games are similar

to the initial games, which include initial information set

and all information needed in the following games. In

extensive games, parties who choose actions lately (de-

noted as PCAL) may choose beneficial actions with respect

to parties who choose actions firstly (denoted as PCAF).

This is equal to some kind of ‘‘commitment’’. On the other

hand, in the following games, PCAL may also adopt dis-

advantage actions with respect to PCAF. This is equal to

some kind of ‘‘threat’’. In some games, threat is incredible,

also called empty threat. The reason for empty threat is: if

PCAL acts according to the threat strategies he claimed, he

may obtain an inferior utility than not according to the

threat strategies. That is, he only uses the threat strategies

to frighten others and may not really adopt the threat

strategies he claimed. Therefore, other parties do not

believe the threat. Empty commits are defined similarly. To

exclude the empty threat or commit, a refinement of Nash

equilibrium is sub-game perfect Nash equilibrium.

Definition 7 Sub-game perfect Nash equilibrium. In

imperfect information extensive games, if strategies from

each party form a strategy profile, which is Nash equilib-

rium in initial extensive games and its sub-games, then this

strategy profile is sub-game perfect Nash equilibrium.

3 Classical schemes

3.1 Rational secret sharing schemes

The RSS schemes proposed by Halpern and Teague (de-

noted as HT protocol), consisting of three parties P1, P2

and P3. For simplicity, we use index i 2{1,2,3} to denote

each party. Let iþ denote iþ 1, where 3þ denotes 1 when

i ¼ 3. Similarly i� denotes i� 1 when i ¼ 1. HT pro-

tocol is described as follows.

– Stage 0. The secret dealer assigns each party one share

using 3-out-of-3 Shamir secret sharing scheme.

– Stage 1. Each party i chooses on bit ci such that ci ¼ 1

with probability a and ci ¼ 0 with probability 1� a.
Meanwhile party i chooses another random bit cði;þÞ
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such that cði;þÞ ¼ 1 and cði;þÞ ¼ 0 with probability 1
2
.

Let cði;�Þ ¼ ci � cði;þÞ. Party i sends cði;þÞ to iþ, cði;�Þ to

i�. Note that this means that party i receives cðiþ;�Þ
from iþ and cði�;þÞ from i�.

– Stage 2. Each party i sends cðiþ;�Þ � ci to i
�. So i should

receive cððiþÞþ;�Þ � cðiÞþ ¼ cði�;�Þ � ciþ from iþ.

– Stage 3. Each party i computes p ¼ ci�;þ � ci�;� �
ciþ� ci ¼ ci� � ciþ�ci ¼ c1 � c2 � c3. If p ¼ ci ¼ 1,

then i sends his share to others.

– Stage 4. If p ¼ 0 and i does not receive any shares, or

p ¼ 1 and i only receives one share. Note that this share

may be his. That is, i does not receive any share from

others. Meanwhile, the secret dealer requires restarting

the protocol. Otherwise i aborts the protocol. i aborts

the protocol either because he receives all three shares

or he detects someone is cheating.

The expected running time of HT secret sharing scheme

is 5
a3. However it is only fit for three parties. For the case

where m� 3, n[ 3, the solution is as follows. These

parties are divided into three groups, each of which has a

leader. Parties in each group send their shares to the

leader, then three leaders run HT secret sharing scheme.

When leaders receive shares from other leaders, they will

send these shares to group members. Halpern and Teague

construct RSMPC on the basis of HT secret sharing

scheme, denoted as HT protocol, which combines HT

secret sharing scheme and SMPC of Goldreich et al.

(1987). In HT protocol, parties are allowed to replace

their initial inputs and to prematurely abort. Once they

confirm their initial inputs, they must abide by what the

protocol told them to. The basic idea of HT protocol is as

follows. Simulate a circuit to compute function f such that

the value of each node in the circuit is considered as a

secret and all parties own one share of this secret. HT

protocol replaces the last stage with HT secret sharing

scheme in the protocol of Goldreich.

HT protocol relies on simultaneous channel, which is

hardly to realize in reality. Other schemes relying on

simultaneous channel (Maleka et al. 2008b; Abraham et al.

2006; Cai and Peng 2012; Zhang and Cai 2012; Gordon

and Katz 2006; Maleka et al. 2008a; Luo et al. 2012;

Zhang and Liu 2013; Zhang and Cai 2010; Isshiki et al.

2010). In traditional SMPC, semi-honest behaviors can be

converted into malicious behaviors using tools such as zero

knowledge and bit commitment. Here we use similar tools

in HT protocol. To set the value of a, the utility function

should be common knowledge. Furthermore, HT protocol

only fits for three parties. For more than three parties, HT

protocol can not resist the case where three leaders collude.

Halpern and Teague also give some open problems at the

end of their paper.

1. Can HT protocol also establish in asynchronous data

channels?

2. HT protocol discusses Nash equilibrium and IDWDS.

They wonder if there are any other stronger equilib-

riums satisfying RSMPC.

3. The utility function is assumed to be common knowl-

edge. The following question is what is the result when

removing this restriction.

Asharov and Lindell (2011), Fuchsbauer et al. (2010),

Micali (2009), Izmalkov et al. (2005), Tian et al. (2011a)

solved these open problems through different utility set-

tings and communication assumptions. In secret sharing

schemes, it gives solutions for these problems through

various assumptions such as utility functions and commu-

nication channels etc. The rational secret sharing schemes

in Izmalkov et al. (2005) and Tian et al. (2011a) need a

trusted party when reconstructing the secret. However, it’s

hard to find a trusted party. William et al. (2011) proposed

rational secret sharing schemes under the asynchronous

channels (Moses et al. 2011), but they need honest parties

to join in. Gordon and Katz (2006) (denoted as GK pro-

tocol) introduced the notion of active parties guaranteeing

parties to recover the secret when the secret dealer was off-

line. There, parties interact with others within constant

rounds. Parties can choose to abort the protocol or enter the

next round of the protocol at the end of each round. The

basic idea of HT protocol as follows:

1. Initialization phase: secret dealer selects a probability b
(the selection of b depends on the utility function ), then

he assigns the correct secret S 2 F with probability b,
where F is finite field. He also assigns a random

generated secret Ŝ 2 FnS with probability 1� b.
2. Secret assignation phase, the secret dealer distributes

the shares of secret to all parties, but neither of them

know whether the shares are true.

3. In the execution phase, rational parties set the variable

all honest ¼ true, then they use broadcast channel to

share the secret. If they get enough shares to reconstruct

the secret a0 2 S, it means that it’s the correct secret.

Then the rational parties send a signal to secret dealer,

finish the protocol. If the constructed secret s0 2 FnS, it
means that the secret is not true, then the protocol enter

the next round. If the shares do not reach the threshold

value, then set the variable all honest ¼ false, and the

protocol enter to next round.

Katz (2008) discusses the relation between Game theory

and Cryptographic protocol. He points out that both of

Game theory and Cryptographic protocol study the inter-

action problem among distrustful parties. However, the two

seemingly unrelated fields can interpenetrate. At the end of

this paper, he points out two research directions:
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1. Apply Cryptographic protocol into Game theory. Some

equilibriums in Game theory can acquire through

setting trusted mediator. The major problem of this

direction is whether the trusted mediator can be

replaced by the parties in distributed Cryptographic

protocols.

2. Apply Game theory in Cryptographic protocol, this is

the major research direction of rational secure multi-

party computing. Traditional Cryptographic models

suppose that parties execute protocols honestly or

maliciously. However, Game theory models regard

parties as self-interest or rational. The major problem

of this direction is how to design practical Crypto-

graphic protocol towards the view of Game theory.

Currently, there is lack of formal definitions about rational

secure multi-party computing and most utility functions

derive from HT protocol. Just as Katz points out, the

problem is how to use other utility functions and consider

more complicated situations than function evaluation are

main topic in the near future. Now the functions in rational

secure multi-party computing are limited to non-coopera-

tively computable (NCC) (Shoham and Tennenholtz 2005).

In addition, Katz also points out that parties in rational

secure multi-party computing don’t live in a vacuum.

Instead, they exist in certain legal framework, so we can

consider to apply Game theory into covert models. Abra-

ham et al. (2006) (denoted as Abraham protocol) discussed

the rational secure multi-party computing in the presence

of coalition among parties. Comparing with HT protocol,

the advantages of Abraham protocol are as follows:

1. HT protocol discusses the situation which only one

party deviate from the protocol. However, Abraham

protocol discusses the situation which less than t � 1

parties collusion and proposes Nash equilibrium

resisting t � 1 collusion.

2. HT protocol is not suitable for rational secure multi-

party computing in the presence of two parties, while

Abraham protocol is.

3. For the sake of avoiding the negative conclusions of

HT protocol, Abraham protocol set a parameter b. The
protocol rounds depend on the parameter, which

degrades the efficiency of the protocol. Abraham

et al. prove that as long as one party tends to get the

result of the utility function, then it will reach k-resist

Nash equilibrium, where k\dn
3
e.

The collusion resistance protocol of Kol and Naor’s

(2008a) can give parties incentives after the execution of

the protocol. Therefore, these protocols can be finished

within constant rounds and are immune to backward

induction. Kol and Naor put forward a new tool of Cryp-

tographic, which is called Meaningful/meaningless

encryption. The features of encryption mechanism are as

follows: The cipher-text generated by public key cannot be

decoded (even parties have infinite computation ability).

This kind of secret keys is called meaningless and others

are called meaningful. Moreover, the meaningful secret

keys provide semantic security. Unless a party has secret

key, he cannot distinguish meaningless and meaningful

secret keys. In simultaneous broadcast channel, the rational

secure multi-party computing proposed by Kol and Naor is

called secure-clean-slate protocol by using garbled circuits.

Garbled circuits refer to forms of original circuit encryp-

tions. Garbled circuits allow calculating the value of cir-

cuit, but they cannot reveal anything except this value. One

garbled circuit consists of the following sections: two

random strings (they are given to the each one input circuit,

the first corresponds to value 0 and the second corresponds

to value 1), gates tables and translation tables for outputs.

Calculate the value of garbled circuit according to gates

tables with respect to corresponding random trains. Then

translate the output of Garbled circuit by using translation

tables. The basic steps of secure-clean-slate protocol are as

follows:

1. Generate garbled circuit. In each round, the protocol

constructs a new garbled circuit function f. Make gates

tables and translation tables public, commit to random

stings of each input, and disrupt the order of commit-

ments. However, parties have no ideas of these random

strings. For any x0i, it’s likely to make parties learn

f ðx�i; x
0
iÞ. Divide random strings of each input circuit’s

into n shares and commit to these shares. If parties

hope to reconstruct the random strings, they have to

learn all of n shares.

2. Learn the output of garbled circuit. Each party acquires

a random string, which is chosen for each input line

according to the input of that input line. Party i learns

all shares of each random string by executing 1-out-of-

2 oblivious transmission protocol with other party j. In

1-out-of-2 oblivious transmission party j is considered

as the sender and it’s values are random strings chosen

for party i. Meanwhile party i is considered as receiver

and it’s purpose is acquire the value that the matching

bit value.

3. Encryption and verification. Parities use b-meaningful/

meaningless scheme to encrypt their random strings

other than their original inputs. In a meaningful

encryption round, the protocol decrypts the ciphers

and reconstructs the random strings. Then the protocol

certificates each random string can open its corre-

sponding commit. Since each commitment of random

strings are published in random order at the beginning

of the circuit construction, there is no information

about inputs can be revealed to other parities. In the

exchange step of the meaningful encryption, random
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strings can be reconstructed from the encryption

information such that parities can acquire the value

of the function. However, it protects the original value

of parities. In the meaningless encryption round, no

information about random strings of the input values is

revealed, so no information about the true input value

can be revealed.

To prevent parities from aborting the protocol after they

received the message, Kol and Naro (2008b) (denoted as

KN protocol) set a parameter b to make the parities have no

idea about whether it is the last round. As far as the

agreement that have n rational parities, they set a short

message and n� 1 long message. KN protocol does not

rely on any difficult problems, is immune to the backward

induction and is satisfied with strict Nash equilibrium. On

the contrary, the secure-clean-slate protocol relies on dif-

ficult problems and it uses some cryptographic tools such

as, commitment mechanism, traditional multiparty secure

computing and vacant transmission etc. Luo et al. (2012)

The shortcoming of KN protocol lies in failing to resist

collusion of two parities (one short party with one long

party) such that other parities can not complete the

protocol.

Maleka and Amjedt put forward a rational secret sharing

scheme based on repeated game (Maleka et al. 2008a, b). It

needs consider the influence of the discount factor on

parities’ utility. The efficiency of their solution is low and

it can not resist collusion among parities. Nojoumian

combines rational secret sharing scheme and social secret

sharing and puts forward the socio-rational secret sharing

scheme (Nojoumian and Stinson 2012). The relationship

between socio-rational secret sharing scheme and the other

two schemes is shown in Fig. 2. The authors construct a

public trusted network among parities, where parities’

weights are updated constantly. The updating rule is: the

weight of parties who cooperate is bigger than those who

defect (Nojoumian et al. 2010; Nojoumian and Stinson

2010). This credible network can be regarded as a repu-

tation system in the field of artificial intelligence. They all

consider the effect of reputation on parties.

Domestic scholars also studied socio-rational secret

sharing scheme. Yilei Wang et al. constructed a socio-ra-

tional secure multi-party computing protocol based on the

socio-rational secret sharing scheme (Wang et al. 2014).

The basic idea is as follows: rational parities hope to

complete the computation of a function through coopera-

tion in a social network. Meanwhile parties consider their

reputation in the network for subsequent calculations.

Three problems should be taken into consideration while

implementing the protocol: (1) the network composed of

these parities may not be a complete network; (2) com-

munications in the network may not be safe; (3) parities

may compute under incomplete information. In order to

solve these problems, they put forward a socio-rational

secure multi-party computing, which allows parities to

complete computation safely and efficiently in constant

rounds. Zhang and Liu (2011) designed an unconditionally

secure 2-out-of-2 Social rational secret sharing on standard

peer-to-peer channel. The rational secret sharing scheme

reach e Nash equilibrium, where e is a negligible function

introduced when the internal scheme uses MAC. Then they

designed a t-out-of-n rational secret sharing scheme based

on 2-out-of-2 rational secret sharing scheme and the

scheme can resist collusion of t-1 participants. Tian et al.

(2011b) proposed the concept of rational secret distributor

and constructed a secret reconstruction scheme based on

oblivious transfer. This scheme makes the non cooperative

participants effectively recover the secret. Yongquan

Selfish Unselfish

Parites
Game theory

Basic concepts

Honest Semi-honest

Parites
Cryptography
Secret sharing

Good
reputation

Bad
reputation

Parites
Artificial intelligence

Reputation system

Malicious Covert

Rational secret sharing Social secret sharing

Socio-rational secret sharing

Fig. 2 The relationship of

socio-rational secrete sharing

scheme
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Zhang proposed a verifiable rational secret sharing scheme

based on bilinear pairing, which not only can improve the

efficiency of the secret distribution but are also resistant to

the collusion of most parties (Zhang and Cai 2012). Cai

et al. put forward a kind of rational multi-secrets sharing

scheme by using bit commitment based on one-way Hash

function. The scheme share multiple secrets among parties

through broadcasting channel. However, it can’t prevent

the collusion of several parties (Luo et al. 2012).

3.2 Rational multiple function calculation

3.2.1 Rational multiple function calculation under the UC

model

The UC model (Canetti 2000) is proposed by Canetti to

define frameworks for security protocol. Furthermore, it

defines security of multi-party computing according to the

method of indistinguishability between ideal and real pro-

tocol. The UC model designs secure protocols by the idea

of modularization. The main idea is as follows. Firstly

divide the protocol into several parts and select UC model

for each part. Secondly, combine these parts into a complex

security protocol by using UC theorem. The security level

under UC model is higher than those in the general form.

Lysyanskaya and Triandopoulos (2006) (denoted as LT

protocol) firstly discuss rational multi-party computing in

the presence of rational and malicious parties. They pro-

pose a protocol allowing rational parties to simulate a

trusted third party and compute a function, it suffices the

following conditions.

1. Assume that each rational party tends to learn his own

results and others can’t learn the results.

2. Rational parties can be protected in some ways.

For example, If the adversary corrupt more than dn
2
e � 2

parties, the adversary either make all rational parties with-

draw from the protocol or only get the information, which

have the same distribution as their input and output. The

basic idea of LT protocol is to first construct ideal-real model

and then prove that it is a computational t-security priority

function. The followings are a description of LT protocol.

1. Inputting phase of the protocol. Each party Pi receives

input xi and security parameters lk. If Pi receives any

information from other channels and the information

comes from the adversary, they will ignore the

information. Otherwise, abort the protocol.

2. Preparing phase. All parties reach an agreement on a

public string of length l(k) and public key infrastruc-

ture PKi of the participants Pi.

3. Inputting phase of random values. Parse CRS ¼
CRSCOM 	CRSMPC 	 CRSNIZK , Let SECom denote

simulating and extractable commitment and CRSCOM
be input. Each party Pi broadcast zi ¼
SEComðCRSCOM ; xi; rSECi Þ, and rSECi is a random value

in the commitment. If Pj observed that Pi does not

broadcast a valid commitment, then Pj will abort the

protocol.

4. Multi-party computing phases. At this phase Pi wants

to get the share of yi ¼ 0pið1� i� nÞ, where Pi ¼j
outi j is known, The protocol hopes that each type of

outputs has the same probability. It an be achieved

through the following ways: Pi chooses r
MPC
i a random

value, send ðxi; rSECi ; rMPC
i Þ to multi-party computing

protocol computing gPKI;z though the broadcast chan-

nel and used CRSMPC as a public random string.

5. Recovering phase. Each Pi broadcast news

ðfdj;i : 1� j� ng; pÞ, where p is a non-interactive

simulator of zero-knowledge proof. Let

dj;i ¼ EncðPKj; yj;i; rj;iÞ, where yj;i is a correct decryp-

tion of cj;i by using public key PKi and rj;i is a random

value generated in probabilistic encryption algorithm.

If Pi receives m valid proofs, he can decrypt all cipher

text fdi;jg, then gain m valid shares of 0 or 1 	 fiðxÞ.
In the first case, if Pi receives less than n valid proof of

the message, then Pi abort the protocol; Otherwise, Pi

returns to the multi-party computing phase. In the

second case, Pi outputs fiðxÞ.
Recently Garay et al. (2013) considered the incentives of

rational parties and discussed how to design rational pro-

tocols. They point out that threaten of protocols are mod-

eled into an external individuals–Adversary. The adversary

can corrupt limited parties and make them participate in the

protocol arbitrarily. In the ideal-real para-digm, it is proved

that the existing protocols are still secure in the presence of

malicious adversary. Assuming the existence of malicious

adversaries, although the protocols can be proved to be

secure, it has long been criticized as too pessimistic. The

main reason is that the malicious adversary assumption is

too strong and it ignores the incentives for parties to

deviate from the protocol. Protocols under such assump-

tions may be designed to resist some meaningless attacks.

Since practical adversaries hardly attack the protocol

without any incentives, on the contrary, practical adver-

saries always attack protocols with certain purposes, which

are called incentives. The designation of rational protocol

is that following the protocol is an equilibrium for rational

participants (Halpern and Teague 2004; Abraham et al.

2006; Kol and Naor 2008a; Fuchsbauer et al. 2010;

Asharov et al. 2011; Groce and Katz 2012; Halpern and

Pass 2008; Pass and Halpern 2010; Gradwohl et al. 2013).

The above protocols based on game-theory models are

useful for building incentives among distributed and dis-

trustful parties. However, it cannot be directly applied to
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the following scenario, where some distrustful parties hope

to complete the protocol (Huang and Su 2006; Alfredo and

Ahmed 2011). What they care about is the strategies of the

attackers, who have their own behavioral biases. These

biases will affect the strategies of attackers in the protocol.

The basic idea of Garay protocol is to convert the

incentives of motivation driving attacks into a two-party

game between protocol designer D and protocol attacker

Adv. The protocol designers D specifies a protocol P for

most honest parties and protocol attacker Adv specifies a

polynomial attacking strategy for the external adversary A,

such that he can corrupt other parties trying to undermine

the protocol. D and Adv ’s have unbounded computational

ability, so the protocol is similar to a zero-sum extensive

game with perfect information and observable actions after

conversion. A typical game of this kinds is Stackelberg

game (see reference Osborne and Rubinstein 1994, 6.2).

Attacker’s aim is to choose strategies maximizing his

utility. Since it is a zero-sum game, the designer aims to

minimize the utility of the attacker. Towards the view of

game theory, the equilibrium is an e-subgame perfect

equilibrium, which is a refine of sub-game perfect equi-

librium. This equilibrium is difficult to achieve when par-

ties have polynomial computing abilities (Kol and Naor

2008a, b; Gordon and Katz 2006; Fuchsbauer et al. 2010;

Gradwohl et al. 2013). The equilibrium in Garay protocol

is not affected by this restriction since they discuss

unbounded computing power. The main results of Garay

protocol are as follows:

1. Assuming that the cost of the adversary when

corrupting parties is higher than the utility when he

breaks the selfishness of the protocol, then there exists

a protocol which can calculate any function. Con-

versely, if the utility when he breaks selfishness or

correct is higher than the cost, it is impossible to

construct a valid protocol to compute a function.

Assuming the utility when breaking selfishness is

higher than the cost and the utility when breaking

correctness is lower than the cost, it can also construct

a protocol for an arbitrary function.

2. Assuming the cost while breaking selfishness and

correctness is higher than the cost, they propose a

generic two-party secure function evaluation protocol

and prove that their protocol is optimal for some

natural functions.

3. For any 1
p
secure functions f (Gordon and Katz 2012;

Beimel et al. 2011), they provide an attack-payoff

secure protocol, which can be evaluated f according to

attacker effectiveness.

Garay and Katz constructed a model based on simulation

paradigm (Garay et al. 2013) according to UC framework.

Their protocol and ideal function are similar to Canetti’s

synchronization model (Canetti 2000). If specific functions

are valid to the protocols in Katz et al. (2013), the security

of this model can be reduced to UC model. Pass and

Halpern (2010) convert protocol in the presence of a

number of parties with limited computing power into a

game, which studies the relationship between traditional

Cryptography security and the concepts of equilibrium in

game theory. Aumann and Lindell (2007) consider the

scenario where parties have incentives to cheat but still

have small chance to be detected. They propose an efficient

protocol. If the adversary get a negative utility when he

abort the protocol, then models in Garay et al. (2013) and

the frameworks in Pass and Halpern (2010) are the same.

3.2.2 The fairness of the rational multi-party computing

Nowadays, most rational secret sharing scheme and

rational multi-party computing protocols discuss how to

achieve fairness when all parties are rational (Halpern and

Teague 2004; Kol and Naor 2008a, b; Gordon and Katz

2006; Gordon et al. 2011). There are also some works

(Lepinski et al. 2004; Izmalkov et al. 2005; Lepinksi et al.

2005; Alwen et al. 2008, 2009, 2012; Izmalkov et al. 2008)

achieve fairness by using powerful communication tools

such as the physical envelopes and the ballot boxes etc.

Ong et al. (2009) (denoted as Ong Protocol) discussed

the fairness in the presence of majority of rational parties

and a minority of honest parties. They assume there are

k honest parties, where k is much smaller than the secret

share threshold t and the remaining are rational parties. In

this case, Ong et al. put forward a simple protocol under

simulcast channel, which achieves fairness with a high

probability and satisfies with a stronger equilibrium–

trembling hand perfect equilibrium.

Asharov et al. (2011) (denoted as Asharov protocol)

discussed some basic requirements for secure multi-party

computing: privacy, correctness and fairness. First of all,

they give definitions of privacy and correctness in the

framework of game theory and prove that privacy and

correctness in Nash protocols are equivalent to those in

game theory. Then they give the definition of fairness

under the framework of game theory and the gradual

release property of fairness and prove that the gradual

release property are equal to fair computation. Finally they

point out that their conclusions are not suitable for proto-

cols, in which correctness is higher than 1
2
. This is the

limitation of the Asharov protocol. Groce and Katz (2012)

(denoted as Groce Protocol) present a fair protocol for any

function in the presence of rational parties. They point out

that the reason for Asharov protocol’s limitation is due to

the unfair definition. In order to avoid this limitation, Groce
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and Katz propose a new utility function, as shown in

Table 3.

For a rational secure two-party computing, the line in

Table 3 denote the utility of party P0 and the column

denotes the utility of party P1. Correct means that parties

have a correct output and incorrect means that parties have

a wrong output. The first item in the bracket stands for

utility of P0 and the second is for P1. Groce protocol

achieve fairness by letting b0 [ a0 [ d0 [ c0 and

b1 � a1 � d1 � c1. According to this definition, the utility

matrix of Asharov protocol is shown in Table 4:

As shown in Table 4, two parties have the same utility

when both get correct output and false output. Therefore

parties have no incentives to get correct output. It is

obviously unfair. In other words, rational multi-party

computing cannot achieve fairness is not due to itself but

due to the inappropriate definitions of utility. Groce and

Katz constructed a rational two-party computing protocol

according to Table 3. They discussed fairness achievement

under ideal and real world model, respectively.

The results of Groce protocol are different from Asharov

protocol since they get positive conclusions about fairness.

They prove that as long as the function in the ideal world

reaches strictly Nash equilibrium, a fair rational protocol can

be constructedwith a Bayesian strict Nash equilibrium (BNE).

Wallrabenstein and Clifton made a further research

about rational computation (denoted as WC protocol) on

the base of Asharov protocol (Wallrabenstein and Clifton

2013). They pointed out that although Asharov et al.

(2011) and Groce and Katz (2012) protocols define pri-

vacy, correctness and fairness toward the view of game

theory and the latter protocol gets positive conclusions

about fairness, their protocols only consider Bayesian strict

Nash equilibrium under perfect information of extensional

game. Besides, parties’ behavior are limited by the action

set of frcontinue; rabortg. From this point, The non-credible

threats in fail-stop is useless. Once the parties abort pro-

tocol, they will not be punished. In Groce protocol, parties’

beliefs about the game state are designed outside. Bayesian

strict Nash equilibrium can not dynamically describe the

belief. Therefore they constructed a perfect Bayesian

equilibrium rational protocol based on Asharov and Groce

protocols. They allow parties to arbitrarily deviate from the

protocol instead of only aborting the protocol. When par-

ties adopt actions simultaneously, BNE and PBE reach the

same equilibrium.

Domestic researches on fairness in rational computation

have just started. Zhang and Cai (2012), Zhang and Liu

(2013) analyzed the unfairness and instability in traditional

secure two-party computing and build the game model and

eventually realize fairness and correctness. Yilei Wang

et al. constructed a complex rational two-party computing

protocol under the incomplete information (Wang et al.

2015). Their protocol allows parties to have private types

such that parties with different types have different utility

functions. The utility definition derives from the store-

chain game (Osborne and Rubinstein 1994). They proposed

a strong equilibrium concept according to the complex

protocol, which consists of two parts: computational

sequential rationality and consistency. Finally they achieve

fairness among two parties.

3.3 Rational Byzantine protocol

The concept of rational parties can not only be applied to

rational secret sharing and rational secure multi-party com-

puting, but also can be applied to other cryptographic proto-

col, such as Byzantine protocol. In Byzantine protocol, the

generals must agree to whether to attack in order to resist

foreign invasion. When all generals agree to attack, they will

win. However, there may be a traitor among them. If the

traitor confuses the decision, then no agreement will be

reached. The main aim of Byzantine protocol is reach an

attacking agreement even they know the existence of a traitor.

Byzantine protocol is a model to describe such problem in the

real world and Lamport first gives the description of the

problem and solutions (Lamport et al. 1982).

Groce and Katz describe the adversary as rational in

Byzantine protocol, which hopes the protocol reach a

certain kind of preference (Groce et al. 2012). When they

execute the protocol, they may deviate from the protocol

and try to make the result of the protocol according to their

preference. There are two types of parties in the Byzantine

protocol of Groce and Katz (denoted as GroceKatz proto-

col): selfish corrupted parties and honest parties. Malicious

adversaries are assumed to arbitrarily break the protocol

while selfish corrupted parties break the protocol with

certain incentives. In GroceKatz protocol, the utility

functions are defined as follows:

U½protocol on 0
 :¼ u0;U½protocol on 1
 :¼ u1;

U½disprotocol
 :¼ u2:

In the presence of rational parties, Groce and Katz get a

conclusion different from previous Byzantine protocol. For

Table 3 Utility definition of the

Groce protocol
PiPj Correct Incorrect

Correct ða0; a1Þ ðb0; c1Þ
Incorrect ðc0; b1Þ ðd0; d1Þ

Table 4 Utility definition of the

Asharov protocol
PiPj Correct Incorrect

Correct (0, 0) ð1;�1Þ
Incorrect ð�1; 1Þ (0, 0)
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example, (1) when t� n
2
, they can not reach an agreement;

(2) using the help of statistical security and computational

security; (3) reduce the consistency to a broadcast. They

also study the probability for rational Byzantine protocol

when rational adversary has different preferences

sequence. The Grocekatz protocol assumes that parties

have two types: honest and rational parties. Similar rational

Byzantine protocols include the BAR models in Aiyer

et al. (2005), which discusses altruism and rational

behaviors of Byzantine protocols in distributed systems (Li

et al. 2006). Bei et al. (2012) studied collusion problems

when all parties are rational (Clement et al. 2008) and

discussed how to realize distributed consensus under crash

failure and strategy manipulation in synchronous systems

when all parties are assumed to be rational. They borrow

the concept of collusion-resistant Nash equilibrium to resist

crash failure and strategy manipulation. For a distributed

system with n parties, they design a 2-resistance collusion

protocol and n� 1-resistance collusion random protocol.

They also point out that if colluders are allowed to com-

municate though other communication channels, then no

protocol can resist the two parties’ collusion and one rash

failure.

4 Conclusions and future works

Rational secure multi-party computing is a new research

direction in the field of SMPC. With the development of

intelligent computing and distributed computing, rational

secure multi-party computing has a broad application

fields. Starting from rational secret sharing scheme,

RSMPC discuss how to reach various equilibrium under

different communication channels and utility definitions.

Recently, game theory is combined with SMPC to study

how to realize fairness in multi-party computing. The

future works include: asynchronous communication chan-

nels, the introduction of new types of parties, UC model of

mixed rational multi-party computing protocol.

1. The problem of multi-party computing in asyn-

chronous communication channel is equal to a

dynamic game. Therefore we need to consider much

complex equilibrium since Nash equilibrium cannot

satisfy the new requirements. Further works include

how to extend rational multi-party computing protocol

to a sub-game perfect equilibrium under complete

information, or sequential equilibrium under incom-

plete information. Meanwhile we should still consider

the computational bound in cryptography.

2. The types of rational parties consist of honest parties,

semi-honest parties, malicious adversaries, covert

adversaries and rational parties. Further works include

how to find new types of parties to make them more

suitable for practical situations.

3. Previous works, discussing multi-party computing

under the framework of game theory, assume that the

priori information among parties is symmetric. How-

ever, it is not always the case. Similar to game theory,

there also exists asymmetry information about parties

in RSMPC. For example, rational parties may have a

private type, the prior probability of this private type

may be different. It is a hot topic in RSMPC to achieve

security under incomplete information.

4. Fairness is highlighted in multi-party computing.

Future works in this field are to realize complete

fairness under mixed model in the presence of different

kind of parties; how to realize relaxed fairness under a

relaxed condition.

5. Utilize the notion of reputation game in rational multi-

party computing, redefine utility for rational parties

and reduce round complexity of rational multi-party

computing. Furthermore, how to improve the effi-

ciency of rational secure multi-party computing is the

key point of future works.

In a word, the study on rational secure multi-party com-

puting is still in its infancy. There are lots of problems to be

discussed. Researchers continue to relate new knowledge in

game theory to rational secure multi-party computing in

order to promote the diversification development of

RSMPC.
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