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Abstract Dependability evaluation is an important,

mandatory step in designing and analyzing critical systems.

Indeed, in critical systems, it is necessary to take into ac-

count not only operational or functional (static) relation-

ships among components, but also non-functional, dynamic

ones such as interferences or dependencies. They could be

either internal, if arising from interactions among compo-

nents, or external, if due to the external environment. To

properly evaluate critical system dependability, accurate

models are therefore required, able to deal with dynamic,

dependent behaviors, especially if the system is complex.

The main goal of this paper is to identify and specify the

dynamic-dependent aspects that can affect the depend-

ability of a critical system. Starting from the concept of

dependence at the basis of system decomposition, an

analytic framework and some of the most important dy-

namic-dependent aspects and behaviors are characterized

in terms of dynamic reliability.

Keywords Critical systems � Dependability �
Dependence � System decomposition � Dynamic reliability

1 Introduction

A system is a set of entities or components interacting to

achieve a common goal. It often implements value added

services, where the functionalities of-the-whole cannot be

provided by a single component. This requires to

interconnect through functional or structural connections

the system components implementing the interactions re-

quired to provide the system functionalities. However,

some unintentional, unexpected, often undesired ‘‘emer-

gent’’ behaviours could arise from such interactions among

subsystems or from those with the external environment.

Side effects that can be usually referred to interference,

dependence, concurrency, sharing and/or (standby) redun-

dancy policies. This way they can be identified with the

term dependencies.

Critical systems are a special class of systems providing

functionalities whose malfunction, fault or failure may

have severe consequence on the equipment or, even worse,

on people and/or environment. For these systems, de-

pendability properties such as reliability, availability,

maintainability and safety are therefore of topic impor-

tance, strict requirements at design time to be satisfied at

runtime. To meet these requirements and demand it is

therefore mandatory providing and implementing suitable

approaches and methods able to take into account depen-

dent-dynamic aspects in critical system dependability

assessment. Techniques and tools commonly adopted in

dependability evaluation have to be reconsidered, avoiding

over-simplistic models that could provide unsatisfactory or

even erroneous results since, likely, they do not take into

account dependencies. From practice, examples of such

behaviors are load-sharing, standby redundancy, interfer-

ences, dependent, on-demand, cascade, and common cause

events, variable operating conditions, just to name a few.

Thus, it is necessary to adequately represent such

aspects through detailed models, exploiting specific tech-

niques. In the case of statistical-independence among

components, combinatorial models/notations such as re-

liability block diagrams (RBD) (Rausand and Høyland

2003), fault/event trees (FT/ET) (Vesely et al. 1981;
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Sahner et al. 1996) and reliability graphs (RG) (Sahner

et al. 1996) can be used for evaluating critical system de-

pendability attributes. In large-complex systems evalua-

tion, approximated techniques using sequence/path

exploration algorithms (minpath sets, mincut sets, binary

decision diagrams, noise reduction index algorithms Rau-

sand and Høyland 2003; Vesely et al. 1981; Bouissou and

Bonc 2003) should be exploited.

But, unfortunately, the statistic-independence assump-

tion is not satisfied if dependencies, as the ones listed

above, affect the system. Therefore, more powerful, usu-

ally lower level, techniques and formalisms are needed for

modeling and evaluating critical system dependability,

such as state space methods (Markov models, Petri nets

Bolch et al. 2006; Bruneo et al. 2010; Distefano and Tri-

vedi 2013, Boolean logic driven Markov process (BDMP)

Bouissou and Bonc 2003, etc.), hybrid (combinatorial/state

space) techniques [(dynamic fault trees (DFT) (Dugan

et al. 1992; Chiacchio et al. 2013), dynamic reliability

block diagrams (DRBD) (Distefano and Puliafito 2009),

OpenSESAME (Walter et al. 2008)] or simulation

(Marseguerra and Zio 2002).

The main goal of this paper is to identify and charac-

terize dynamic-dependent aspects in dependability

evaluation of critical systems. Particular emphasis is given

to dependency, due to their importance in critical system

dependability modeling. The focus is therefore on studying

in depth the dependency concepts at the basis of the system

decomposition into subsystems, investigating both the

propagation and the application mechanisms (Distefano

2009, 2011). This work is thus centered on the method used

for representing complex dynamic/dependent behaviors,

specifying how to compose modular dependencies through

the composition mechanisms acting as ‘‘glue’’ for the de-

pendency elements. This way, some common dependent-

dynamic behaviors are identified and discussed.

Thus, an analytic formal framework for representing

critical system dependability is proposed in Sect. 2. Then,

in Sect. 3, some specific common dynamic aspects of dy-

namic-dependent systems are characterized and discussed,

while in Sect. 4 (dynamic) dependability modeling tech-

niques are described. Section 5 closes the paper with some

final remarks and ideas for future work.

2 Critical system specification

From an abstract, high level perspective, a system may be

described as an organized, purposeful structure pursuing a

specific objective and/or implementing a given function.

With specific regard to dependability, ‘‘a complex safety

critical system is a system whose safety cannot be shown

solely by test, whose logic is difficult to comprehend

without the aid of analytical tools, and that might directly

or indirectly contribute to put human lives at risk, damage

the environment, or cause big economical losses’’ (SAE

International 1996).

Abstractly, any system can be characterized by its

boundary identifying what is inside or belongs to the sys-

tem and what outside, part of the external environment.

Since social and psychological phenomena tend to resist to

a quantitative modeling by posing basic difficulties already

on the plane of boundary identification, in such cases the

boundaries between the system and the environment are

usually not clearly established.

This characterization allows to consider and investigate

a system from two different perspectives, the internal and

the external ones. From an internal perspective, a system is

an interacting group of items (components, entities, ele-

ments, objects, factors, members, parts etc.) forming a

unified whole pursuing a common objective (Mer 2012).

On the other hand, from the external perspective, a system

is considered as a black-box, aiming at investigating its

interactions with the environment.

Emergent properties represent one of the most sig-

nificant challenges for the engineering of complex systems,

in particular for critical ones (Bozzano and Villafiorita

2010). They are usually considered as unexpected be-

haviours arising from both internal interactions among the

system components (interdependencies, interferences, etc.)

and/or external (components–environment) ones. To some

extents, emergent properties can be beneficial for the sys-

tems, but they can also be harmful if they undermine im-

portant safety requirements. Therefore, they can be

particularly dangerous for critical systems, where the

consequence of errors, faults or failures can involve people

and/or environment, thus resulting catastrophic.

The system approach attempts to view the world in

terms of irreducibly integrated systems. It focuses attention

on the whole, as well as on the complex interrelationships

among its constituent parts. In order to implement and

apply such view, it is necessary to clearly identify the

subsystems, the constituent parts of the system relevant for

it, avoiding, on one hand, in-depth useless specialization

and, on the other hand, over-simplifications or rough ap-

proximations. In other words, the understanding of a large,

complex system almost inevitably requires its decomposi-

tion. However, system decomposition may have many

different meanings and may be applied and implemented in

different ways (Distefano 2009; Chiacchio et al. 2013;

Distefano and Trivedi 2013), but some common principles

and rules can be identified and applied in decomposing a

generic system.

The approach suggested in Naylor (1981) is based on the

belief that any form of decomposition of large-complex

systems is inevitably based, either explicitly or implicitly,
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on the concept of dependence. In particular, decomposi-

tions involve identifying parts or subsystems and saying

how they depend on one another. In other words, a system

can be characterized in terms of structural properties,

which specify its static-structural organization, identifying

the explicit-functional interconnections among the sub-

systems required for achieving and implementing the sys-

tem goals, and dependencies, which instead are not

explicitly related to the functional behaviour of the system,

characterizing side effects affecting components and/or

subsystems such as interferences among the subsystems as

well as among them and the external environment.

This way, we can formally approach the problem fol-

lowing Naylor (1981), where the system is identified as a

set S of parts or subsystems, or sometimes, of variables. A

collection of subsets of S, namely M, is used to model the

level of detail and point of view from which the system is

observed, where O 2 MjO � S is an observable set. Ob-

servable sets are usually subsystems. Change in point of

view or level of detail yields a different collection, say M0,
of observable sets.

The system can be therefore specified, according to the

level of detail considered, as the ordered pair

ðS;MÞ:

Thus we can define a dependency among, generally, col-

lections of observable sets or subsystems as an ordered

triple ðS;M;DÞ, where S is a non empty set of subsystems,

M is a collection of subsets of S, and D is a relation from

(2M � ;) to 2M, where 2M is the power set of M identi-

fying all the possible subsets of elements (subsystems) in

M and therefore the dependencies of the system ðS;MÞ,
while ; denotes the empty collection of observable sets. If

ðA;BÞ 2 D, we say that A � M depends on B � M.

Moreover, if A depends on B, then it depends on any

collection that contains B, i.e. ðA;BÞ 2 D; 8B0 2 M � B

! ðA;B0Þ 2 D.

By applying this approach, the system is decomposed

into a set of independent subsystems I. Each subsystem or

observable set Si 2 I, with i ¼ 1; . . .; n where n is the total

number of system parts identified, is characterized by one

or more variables that quantify the specific performance

and reliability parameters taken into account.

By knowing the system dependencies and its decom-

position, it is possible to adequately investigate the system

dynamics. A way for expressing the problem is through the

dynamical system theory. Dynamics is the study of change,

and a dynamical system is just a recipe for saying how a

system of variables interacts and changes with time.

Therefore, starting from the subsystem variables related to

its decomposition Si 2 I, described through specific

functions Fið�Þ ¼ fF1
i ð�Þ; . . .;Fm

i ð�Þg, where m is the

number of parameters, we want to formally describe the

system dynamics.

A dynamical system can be formally represented by a

system of equations quantifying the variable changes in

time t. The variables are given by

dðF1ðtÞÞ
dt

¼ G1ðF1ðtÞ;F2ðtÞ; . . .;FnðtÞ; tÞ

dðF2ðtÞÞ
dt

¼ G2ðF1ðtÞ;F2ðtÞ; . . .;FnðtÞ; tÞ
::: ::: :::

dðFnðtÞÞ
dt

¼ GnðF1ðtÞ;F2ðtÞ; . . .;FnðtÞ; tÞ

and the right hand side of each equation is a function, G,

which specifies how fast variables change in time. In

general, the rates depend on the values of the other vari-

ables. If they depend on each other in a non-linear way the

problem can be very hard to approach. Nevertheless, the

important point is that as long as we can evaluate the dif-

ferent functions for a given set of variables and time, we

can always say something about how the system will

evolve. We will use this trick extensively, to show that you

can often understand the behavior of the entire systems

(sometimes) without even solving the differential

equations.

3 Critical aspects: dependencies

Through the above discussion, some specific aspects and

behaviors to take into account in critical system depend-

ability assessment have been identified. In this section we

specifically focus on such aspects, starting from the basic

dependency then characterized into different classes.

As discussed above, the modeling approach adopted is

based on the concept of dependency. This concept is fur-

ther characterized here by considering a generic depen-

dency as the simplest dynamic-dependent relationship

between two events somehow related to the system, in-

volving either two subsystems or a subsystem and the ex-

ternal environment, as introduced in Distefano (2009).

Indeed, dependencies are relationships involving two par-

ties: a subsystem or the external environment driving the

dependency (driver) and the subsystem target of the de-

pendency. Dependencies involving the external environ-

ment are always unidirectional, one-way while, in

dependencies between subsystems, reciprocal influences

may arise and therefore the dependencies can be either two-

way/mutual or one-way otherwise.

It is possible to consider a dependency as the elementary

unit, the building block by which a complex dynamic-de-

pendent behaviour can be represented. This way, a modular

approach to represent complex dynamic behaviours as a
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compositions of simple dependencies, mixing their effects,

can be implemented. From this perspective, a dependency

is considered as a cause/effect relationship. The cause of a

dependency is referable to the occurrence of a specific

trigger event related to the driver, i.e. an external envi-

ronment event or a event occurring to the driver subsystem.

As a consequence, the effect of a dependency is instead

referable to a specific (reaction) event stimulated by the

former on the target subsystem. The propagation of a de-

pendency consists in the application of the effect, i.e. the

reaction event, to the target when the cause, i.e. the trigger,

occurs. It is characterized by the propagation probability p,

i.e. the probability a triggered dependency is applied, or

also the probability the dependency effect follows up the

corresponding cause. The effect of a propagated depen-

dency is instead quantifiable in terms of (reliability,

maintenance, availability) distributions or probability

functions FðxÞ. When a dependency is applied and

propagated to the target dependent subsystem, the trend of

the corresponding CDF changes and therefore has to be

modeled accordingly, as discussed in the following section.

The composition of dependencies is an operation in-

volving two or more subsystems. The result of such op-

eration is still a (composed) dependency. The

dependencies’ composition is implemented by aggregating

the trigger events of the simple dependencies into a

‘‘composed’’ trigger event, expressed as a condition of the

simple triggers. Several basic relationships among events

can be identified, broadly classified into two groups:

– order (\; � ; ¼; [ ; � ; 6¼) specifying the tempo-

ral order among occurrences of events;

– logical (NOT/�, OR/?, AND/*, XOR/�) specifying

logical-Boolean conditions among occurrences of

events.

It is also possible to combine such operators managing

nesting conditions through brackets. In such cases, it is

necessary to specify a priority order among the operators.

Table 1 reports and classifies the event operators according

to their priority: brackets have the highest priority, while

the XOR operator has the lowest one. The associativity

column specifies the order by which operators with the

same priority are evaluated.

Through such operators it is possible to compose events

that can be triggers of complex dependencies. Any order

and any logic condition among events can be represented

by their combination.

In terms of effects, the composition among dependen-

cies is classified as: concurrent/mutually exclusive or co-

operating/overlapping. In the former case, the effects of

the dependencies to be composed conflict, are mutually

exclusive, and therefore only one of them can be applied to

the target. This always occurs if the dependencies to be

composed have different reactions. A technique to manage

and implement the mutual exclusion among concurrent

dependencies is to associate priorities with them. If con-

flicts among concurrent dependencies arise, they are solved

by the priority evaluation algorithm that univocally

establishes the winner dependency (Distefano 2009).

On the other hand, a special case of composition among

dependencies is characterized by symbiotic dependencies.

The assumption regulating the composition of symbiotic

dependencies is that all the dependencies to be composed

must have compatible or equal reactions. If such assump-

tion is satisfied, the effects of the symbiotic-composed

dependencies are merged according to a specific merging

function quantifying the corresponding impact (Distefano

2009). A behavior that can be represented by cooperating

dependencies composition is the load sharing: the load of a

single subsystem, and consequently the observed quantity

(reliability, availability or performance), depends on how

many subsystems sharing the overall load with the former.

By modeling the impact of each load sharing subsystem to

the others involved through simple dependencies, the

overall impact on such subsystem can be represented by a

symbiotic composition among the incoming dependencies

corresponding to all the involved subsystems.

The approach of composing simple dependencies in

order to represent complex dynamic-dependent behaviors

is the key point of our modular/pattern-based reliability

evaluation technique. This powerful and flexible mechan-

ism allows to model several dynamic aspects due to load

sharing, changing environments, multi-source interfer-

ences, limited resources, dependent, on-demand, cascade

events as better specified in the following.

3.1 Dependent events

Dependent events arise from interactions among the sub-

systems composing a system. A classification of dependent

events, starting from the specification of IEC 61508-4

ed2.0 (2010-04), is summarized in Table 2.

Dependent events in reliability are usually related to

failures (causal, cascading, common cause/mode failures),

although any other event, related to reliability and avail-

ability such as repair, standby, disable, activation/re-

Table 1 Priority of event operators

Priority Operator Associativity

1 () Left to right

2 NOT/- Right to left

3 Relational (\ � ¼ [ � 6¼) None

4 AND/* Left to right

5 OR/? Left to right

6 XOR/� Left to right
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activation, enable, resume, etc., can be considered (Ficco

et al. 2011; Distefano 2011; Distefano et al. 2011). Com-

mon cause/mode failures can arise from power supply

break-outs, sudden increases of temperature, overheating,

electromagnetic interference, radiation, electrostatic dis-

charge, from catastrophic events, etc. Cascade failures

mainly regard grid and/or network systems/subsystems.

They can also affect, for example, software and real time

computing systems.

Dependent events can also affect the system perfor-

mance. Example of such events are synchronization events

(synchronization on data and/or resources, locks, monitors,

barriers, etc.), or any generic interaction among

subsystems.

For example, dependent events can be used in modeling

load sharing. The load sharing condition characterizes

subsystems that, in performing their tasks, share their

workload. Since a less stressed system is usually higher

reliable and also better performs, we can argue that its

reliability and performance depend on the workload.

Therefore, in case of load sharing among two or more

subsystems, since the amount of workload managed by

each subsystem depends on the number of subsystems

sharing the whole workload and on the corresponding

power of service, such aspect can be represented as a

mutual dependent behavior among the involved

subsystems.

3.2 Shared resource

Shared resources are among the primary causes of depen-

dent-dynamic behaviors in complex systems. Dependen-

cies arise from the management of concurrent accesses to

such resources, especially when these (accesses or even the

resources) are limited, bounded or restricted. Such concept

is intuitively valid for performance, since the concurrency

reflects into an overhead for the system.

It can be also characterized in terms of reliability and

availability. A good example in reliability context is

maintenance. Indeed, maintenance strategies have to take

into account the repair resources/facilities available. In

literature this is known as the repairman problem (Cox and

Smith 1961; Feller 1968; Barlow and Proschan 1965). In

case of infinite resources the maintenance/repair policy can

be represented by a Cdf describing the time-to-repair ran-

dom variable. Otherwise, it is necessary to evaluate the

interactions due to simultaneous failures in the repairs of

the corresponding subsystems. A technique usually ex-

ploited is to group subsystems identifying repair group sets

associated with the corresponding repairmen set. In this

way, a repair depends on the availability of repairmen and

also on the number of failures of subsystems belonging to

the same repair group occurring at the same time. Several

ways to manage shared repair resources are possible,

among the other: processor sharing, FCFS, random next,

priority-based, etc.

3.3 Changing environment

Another important dynamic dependent aspect is related to

the effects of the external environment into the system.

Obviously this strongly depends on the system charac-

terization, on what is comprised in the system specification

and what is instead considered external environment. For

example, considering a software as a system, composed of

different subsystems or modules and functions, the external

environment is constituted by the operating system, com-

pilers, libraries, protocols, hypervisor (in case of virtual

machine), stakeholders (users, administrator, etc., inter-

acting with the system), underlying hardware resources,

including networks and everything required for processing.

In such case the external environment can significantly

affect the system performance and reliability, and a change

in the environment could have consequence on the overall

system. In order to represent such aspect, it is necessary to

take into account the effect of the environment on each

dependent subsystem, explicitly specifying them in the

quantities to be evaluated.

Good references on such specific topics are (Finkelstein

1999, 2008) dealing with this problem in reliability and

availability contexts.

Table 2 Dependent, cascade, common cause and common mode events hierarchy

Dependent event Event whose probability cannot be expressed as the simple product of the unconditional

time-to-event probabilities of the individual events which caused it

Common cause event Event, triggered by other ones, causing coincident events on two or more subsystems (shared cause)

Common mode event Common cause event that triggers similar events (same mode) in multiple subsystems

(shared cause and effect/mode)

Causal or cascade event All the dependent event that are not common cause
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4 Dependability evaluation

From an operational point of view, dependability is an

aggregate property composed of different attributes, at least

including reliability, maintainability and availability.

Reliability is associated with the continuity of service,

maintainability concerns the possibility to modify or repair

the system, while availability is related to the readiness of

a system or a service (Avizienis et al. 2004). In critical

systems a dependability attribute of strategic importance is

safety, i.e., the property of preventing or avoiding catas-

trophic consequences of system faults or failures for users

or the environment.

To achieve dependability goals in critical systems,

specific policies based on redundancy and spare manage-

ment such as standby or maintenance strategies are re-

quired, thus falling into the dynamic context above

identified. The effects of such policies have to be therefore

evaluated according to the global dynamic system view. In

this context a subsystem or the overall system is identified

as static or dynamic whether dependencies involves its

subsystems or not, respectively. Thus, to evaluate the

system reliability and availability it is requested to

adequately investigate the subsystem dynamics, indi-

viduating and quantifying all the dependent behaviors

above specified.

In order to evaluate a critical system dependability the

corresponding system quantity, i.e. its reliability, and the

associated lifetime random variable X are taken into ac-

count. Assuming this quantity is influenced by another

event, either internal or external as discussed above, which

can be represented and enumerated through a discrete

number of operating conditions ciX 2 CX in the set CX, X

can be characterized by a function Fi
X : R ! ½0; 1	

stochastically describing its behaviour when the system is

subjected to the ith operating condition. Fi
X is a generic,

continuous, and strictly monotone function, the cumulative

distribution function (CDF) associated with the system

lifetime X random variable when the system works per-

manently in the ith operating condition ciX , in isolation.

Then, let C be another continuous random characteriz-

ing the operating condition evolution and dynamics. This

way, X depends on C that triggers the operating condition

switching thus affecting on X. More specifically, the values

assumed by C are directly associated with the conditions

8ciX 2 CX, i.e. CX is the domain of the C random variable.

Thus, we aim at obtaining the overall function FXðt; cXÞ
that characterizes the quantity related to X when time t and

condition cX vary, starting from the corresponding func-

tions in isolation of FX. Since the condition switching is

related to the value of C, it could be considered as just a

function of time t such that FXðt; cXÞ ¼ FX;CðtÞ.

The main requirement we impose on FXðt; cXÞ is that it
must be a continuous function in t also at operating con-

dition cX changing. Thus, the problem is to obtain FXðt; cXÞ
highlighting the relationships with Fi

XðtÞ 2 FX when con-

dition ciX is applied is isolation.

To formally deal with such issue, only the case of a

system characterized by two operating conditions for X,

associated with the F1
XðtÞ and F2

XðtÞ functions in isolation,

respectively, is considered. At the beginning the system is

in condition c1 and then switches to condition c2 at t ¼ y.

Then, FX;CðtÞ can be formulated as

FX;CðtÞ ¼
F1
XðtÞ t� y

F2
Xðt � sÞ t[ y

(
ð1Þ

where s 2 R is a constant depending on the changing point

y such that t; y; t � s 2 R and FX;CðtÞ is continuous at t ¼ y.

This way, the behavior at changing point has to be

specified to quantify s. Given that FX;CðtÞ must be con-

tinuous and F1
XðtÞ and F2

XðtÞ are strictly decreasing (and

thus invertible), at t ¼ y by Eq. (1) we have that:

F1
XðyÞ ¼ F2

Xðy� sÞ ) s ¼ y� F
2ð�1Þ
X F1

XðyÞ
� � ð2Þ

where F
2ð�1Þ
X ð�Þ is the inverse function of F2

Xð�Þ, thus as-

suming it is invertible.

If the distribution of the operating condition changing

process FCðtÞ ¼ PrfC� tg is given, where C ¼
time to c1 � c2 switching as in the example considering

just one switch, it is possible to obtain FX;CðtÞ by applying

the law of total probability:

FX;CðtÞ ¼
Z þ1

�1
PrfX� tjC ¼ ygfCðyÞdy

¼
Z t

0

PrfX� tjC ¼ ygfCðyÞdy

þ
Z þ1

t

PrfX� tjC ¼ ygfCðyÞdy

¼
Z t

0

ð1� PrfX[ tjC ¼ ygÞfCðyÞdy

þ F1
XðtÞðFCðyÞj1t Þ ð3Þ

where fCðtÞ ¼ dFCðtÞ
dt

is the probability density function of C.

This way, considering y� t, PrfX[ tjC ¼ yg ¼ 1�
F2
Xðt � sÞ ¼ 1� F2

Xðt þ F
2ð�1Þ
X ðF1

XðyÞÞ � yÞ and thus by

Eq. (3)

FX;CðtÞ ¼ F1
XðtÞð1� FYðtÞÞ

þ
Z t

0

F2
X t þ F

2ð�1Þ
X F1

XðyÞ
� �

� y
� �

fCðyÞdy
ð4Þ

A graphical description of the specification above dis-

cussed and detailed by Eqs. (1) and (2) is shown in Fig. 1.

718 S. Distefano

123



5 Conclusions

This paper focuses on the dependability evaluation of cri-

tical systems, identifying the main aspects and behaviours

affecting the related quantities. In particular non functional,

dependent relationships among components and/or the

external environment are taken into account. Starting from

the concept of dependence and following the system re-

liability engineering approach, the decomposition into

subsystems is first proposed. Then, the concept of depen-

dency is specified as the basis of a modular approach to

dynamic reliability by which complex dependent be-

haviours, mainly affecting or to be taken into account in

critical systems assessment, can be expressed. This way, an

analytical framework for dealing with simple dependencies

is provided as a first analytical tool for the in depth

evaluation of critical system dependability.

The application of this technique to real case study is

work in progress. Further developments are focusing on

numerical techniques for the solution of the analytical

framework, also dealing with largeness in terms of number

of components and subsystems and complexities in terms

of dependent behaviours and dependencies.
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