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Abstract The risks of critical systems involved in key-

recovery, key-escrow have barely taken to be seriously

treated by the researchers. And the failures of even the best

cryptographic techniques are often caused by the inherent

security weaknesses in our computer systems rather than

breaking the cryptographic mechanism directly. Thus key-

recovery and key-escrow attacks are among the most im-

portant issues in protecting critical information systems.

Proxy re-encryption, introduced by Blaze et al. in 1998,

allows a proxy to transform a ciphertext computed under

Alice’s public key into one that can be opened under Bob’s

decryption key, without the proxy knowing any secret key

of Alice and Bob, thus it can be used in modern critical

information system well to avoid the key-recovery and

key-escrow attack. In CANS’08, Deng et al. proposed the

first IND-CCA2 secure proxy re-encryption without bilin-

ear parings in the random oracle model. They left an open

problem of constructing IND-CCA2 secure proxy re-en-

cryption scheme in the standard model yet without pair-

ings. In this paper, based on Cramer–Shoup encryption

scheme, we try to solve this open problem by presenting a

new proxy re-encryption scheme, which is IND-CCA2

secure in the standard model in a relatively weak model

and does not use bilinear parings. Our main idea is roughly

using the Cramer–Shoup encryption twice, but also taking

care of the security in the security model of proxy re-

encryption. We compare our work with Canetti–Hohen-

berger scheme II, the results show our scheme is more

efficient. We also show its application in protecting the

security of critical information systems.

Keywords Restricted chosen ciphertext security �
Cramer–Shoup encryption � Standard model � Critical

systems

1 Introduction

Today we are more and more relying on using information

technology to smoothly running our work in our daily life.

And these information technology always heavily needs

critical infrastructures. Generally speaking, the following

are the major critical national infrastructures: telecommu-

nications; generation, transmission and distribution of

electric power; storage and distribution of gas and oil;

water supplies; transportation; banking and finance; emer-

gency services; and continuity of government services etc.

(Abelson et al. 1997). They all need modern information

technology to work smoothly. All of these critical infras-

tructures are closely interdependent and that they all de-

pend on underlying computer-communication information

infrastructures, such as the communication networks,

software architectures and intelligent systems, computing

resources, databases, private networks, the Internet, and

cloud computation etc. (Solhaug and Seehusen 2014; Yao

et al. 2014; Spaho et al. 2014; Xhafa et al. 2014; Li and

Kim 2010; Li et al. 2011, 2014). However if the security of

these critical systems are weak, many problems and even
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some disaster results can be risen. A fact we must know is

that very serious vulnerabilities and threats exist in all of

these critical infrastructures. Such systems must be able to

recover from the failures and intrusion in order to maintain

their function. Therefore, achieving resilience and security

in the complex, interconnected, and interdependent sys-

tems are very important for us to assure our whole system

to be safe.

Using strong cryptography is essential to protect the

security of the future of computer-communication systems,

therefore to the protection of the critical national infras-

tructures. Cryptography is critical in achieving confiden-

tiality, authentication, and integrity, although it is only one

small link in the whole protection mechanism, it is a vital

link and among one of the most trustful ones. Although

cryptographic compromises have not been a major source

of security risks in the past, preventing them will be

especially critical to the successful conduct of electronic

commerce, which is growing very rapidly and places

stringent demands on computer and communication sys-

tems. Secure implementation of cryptographic systems

requires strong operating systems, networking, and appli-

cation software, and strong authentication of users and

systems.

The risks involved in key-recovery, key-escrow in

cryptography are the most serious threatens in the modern

information security systems (Clark et al. 1996). Key

management is one of the most complex part in a crypto-

graphic system and can be easily running wrong. A thor-

ough analysis of the potential risks of key management

must be conducted before instituting any key-management

technologies that could be inherently flawed, extremely

riskful, and possibly counterproductive to the overall goal

of protecting the infrastructures. In reality, the use of

flawed key-management techniques would greatly reduce

security rather than increase it, and these implementations

are very common. Indeed there is a common belief that

cryptographic systems are typically broken not by ex-

haustively searching for the keys, but rather by finding

much simpler ways to bypass or compromise the cryp-

tography and key management.

One of the serious risks of cryptographic key recovery

is that today’s information infrastructures are so weak,

and that inherent risks are likely to arise in the key

management itself. Thus good cryptographic key man-

agement related technique is very desired. The concept

of proxy re-encryption is one of the promising good

techniques to deal with the key management problems,

which is the main topic of this paper. We can see Fig. 1

for its using in protecting security of modern critical

systems.

Blaze et al. (1998) proposed a new kind of crypto-

graphic primitive called proxy re-encryption which is a

strictly subfield of proxy encryption. In proxy re-encryp-

tion, a proxy can transform a ciphertext computed under

Alice’s public key into one that can be opened under Bob’s

decryption key. The key feature of proxy re-encryption is

that the proxy can implement the transforming function-

ality without knowing any of Alice or Bob’s secret key.

Thus it reduce the additional work on key-management,

which is critical for protecting billions of modern embed-

ding information control equipments.

Critical encrypted information
for one domain or user

Critical encrypted information
for another domain or another user

Proxy
(embedded

critical  equipment)

rkA B

A B

Cipherte
xt 

for A

domain

Ciphertext for B

dom
ain

Without knowing 
any secret key

Fig. 1 Using proxy re-

encryption in protecting critical

information systems
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In NDSS’05, Ateniese et al. (2005, 2006) proposed a

few new proxy re-encryption schemes and discussed its

several potential applications especially in the secure dis-

tributed storage. In CCS’07, Canetti and Hohenberger

(2007) proposed the first IND-CCA2 secure bidirectional

proxy re-encryption scheme. Later in PKC’08, Libert and

Vergnaud (2008) proposed the first IND-CCA2 secure

unidirectional proxy re-encryption scheme. But these

schemes are both constructed by using bilinear pairing.

Until very recently, Deng et al. (2008) proposed the first

IND-CCA2 proxy re-encryption scheme without pairings.

They left an open problem to construct an IND-CCA2

secure proxy re-encryption without pairing in the standard

model. In this paper, we aim at solving this open problem.

Based on Cramer–Shoup encryption scheme and using the

a technique called proof of equality of two discrete loga-

rithms, we first construct an IND-CCA2 secure proxy re-

encryption scheme in the random oracle model. This result

can be seen as another IND-CCA2 secure proxy re-en-

cryption scheme without pairings. Then we show how to

construct the IND-CCA2 secure proxy re-encryption

scheme in the standard model under a relatively weak

model and without pairings.

1.1 Background

In a PRE scheme, a proxy with re-encryption key can

transform a ciphertext computed under Alice’s public key

into one that can be opened under Bob’s decryption key.

But the proxy can’t get any information about the plaintext

or the secret keys of the delegator or delegatee. Blaze et al.

(1998) proposed the first proxy re-encryption scheme based

on ElGamal encryption. But this scheme is bidirectional

and colluding unsafe. PRE is rooted from proxy encryp-

tion. Mambo and Okamoto (1997) proposed the concept of

proxy encryption. In their scheme, the delegatee can de-

crypt the ciphertext by cooperating with the proxy. But

neither the delegatee nor the proxy can decrypt the ci-

phertext by himself.

In 2005, Ateniese et al. (2005, 2006) proposed the first

unidirectional proxy re-encryption schemes. They proposed

three attempts to construct their unidirectional proxy re-

encryptions: the first is based on a variant of Paillier en-

cryption, the second is based on a variant of BBS scheme

with pairings, and the third is a two level encryption scheme

with pairings. But these schemes can only achieve IND-

CPA secure. They leave constructing IND-CCA2 secure

proxy re-encryption schemes as an open problem.

In CCS’07, Canetti and Hohenberger (2007) proposed

the first IND-CCA2 secure proxy re-encryption scheme by

applying the CHK transformation Canetti et al. (2003) to

the second scheme in Ateniese et al. (2005, 2006). The idea

of their scheme is as following: Assume the ciphertext

needs to be re-encrypted is c ¼ ðX; YÞ. If the encrypter

signs ðX; YÞ in the CHK transformation, then the proxy

can’t re-encrypt ðX; YÞ without invalidating the signature.

But if the encrypter only signs, say Y , then the adversary

can arbitrarily mutate X, thus changes the decryption value.

To solve this problem, they smartly add an element Z to the

ciphertext, such that ðY ; ZÞ will be signed and Z allows

anyone to check that the unsigned value X was not mutated

in any meaningful way.

In PKC’08, Libert and Vergnaud (2008) further ex-

tended their research. They proposed the second IND-

CCA2 secure proxy re-encryption scheme based on the

third scheme in Ateniese et al. (2005, 2006). They follow

the paradigm of Canetti and Hohenberger (2007). But if

directly apply CHK transformation to the second scheme in

Ateniese et al. (2005, 2006), the validity of translated ci-

phertext cannot be publicly checked. Thus they randomize

the re-encryption algorithm of the second scheme in Ate-

niese et al. (2005, 2006) to make the re-encrypted cipher-

texts publicly verifiable.

Both of the IND-CCA2 secure proxy re-encryption

schemes are following the paradigm of CHK transforma-

tion and based on bilinear pairings. They leave the open

problem of constructing IND-CCA2 secure proxy re-en-

cryption schemes without bilinear pairing.

In CANS’08, Deng et al. (2008) proposed the first IND-

CCA2 secure proxy re-encryption scheme without pair-

ings. They smartly integrated an CCA secure hashed El-

gamal encryption and a modified Schnnor’s signature into a

proxy re-encryption scheme, while achieving IND-CCA2

secure, which no longer follows the CHK transformation.

Since this scheme is constructed without pairing, it is al-

most the most efficient scheme in the literature.

1.2 Our contribution

We propose an IND-CCA2 secure proxy re-encryption

scheme based on Cramer–Shoup encryption in the standard

model in a relatively weak model. The idea of our scheme is

different from all the others. In the scheme, we require the

re-encryption key must be secret. The delegator sends the

proxy’s ‘‘blinding checking’’ key and encrypts the delega-

tee’s ‘‘blinding checking’’ key to the proxy. Then the proxy

first checks the original ciphertext’s validity, re-encrypts the

ciphertext and sends the ciphertext corresponding to the

delegatee’s ‘‘blinding checking’’ key to the delegatee. We

assure the re-encrypted ciphertext can not be mutated by the

universal one way hash function by outside attackers.

1.3 Roadmap

We organize our paper as following. In Sect. 2, we recall

the concept of IND-CCA2 secure proxy re-encryption
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scheme and its security model. In Sect. 3 we review some

basic ingredients of our scheme including Cramer–Shoup

encryption. In Sect. 4, we propose our scheme in the

standard model which we denote as
Q

ST . For clearly un-

derstanding our work, we compare the efficiency of our

scheme with CH II scheme in Sect. 4.3. In Sect. 4.4, we

prove the security of
Q

ST in the standard model in a

relatively weak model. Finally we give our conclusion in

Sect. 5.

2 Definition and Security models for bidirectional
proxy re-encryption

2.1 Definition for bidirectional proxy re-encryption

First we recall the definition of bidirectional proxy re-en-

cryption in Canetti and Hohenberger (2007).

Definition 1 (Bidirectional PRE) A bidirectional proxy

re-encryption scheme (PRE) is a tuple of algorithms

(KeyGen, ReKeyGen, Enc, ReEnc, Dec):

1. KeyGen ð1kÞ ! ðpk; skÞ. On input the security pa-

rameter 1k, the key generation algorithm KeyGen

outputs a public key pk and a secret key sk.

2. ReKeyGen ðsk1; sk2Þ ! rk1$2. On input two secret

keys sk1 and sk2, the re-encryption key generation

algorithm ReKeyGen outputs a bidirectional re-

encryption key rk1$2.

3. Enc ðpk;mÞ ! C. On input a public key pk and a

message m 2 f0; 1g�, the encryption algorithm Enc

outputs a ciphertext C.

4. ReEnc (rk1$2;C1Þ ! C2. On input a re-encryption

key rk and a ciphertext C1, the re-encryption algorithm

ReEnc outputs a second ciphertext C2 or the error

symbol ?.

Roughly speaking, the correctness requires that, for all

m 2 M and all ðpk; skÞ  KeyGen ð1kÞ, it holds that

Decrypt(sk, Encrypt ðpk;mÞÞ ¼ m. Besides, for all

ðpki; skiÞ  KeyGen ð1kÞ and ðpkj; skjÞ  KeyGen ð1kÞ,
it holds that Decrypt ðskj, ReEncrypt(RekeyGen

ðski; skjÞ, Encrypt ðpki;mÞÞ ¼ m.

In proxy re-encryption, if a ciphertext can be con-

secutively re-encrypted, this proxy re-encryption scheme

is said to be multi-hop. In contrast, if a re-encrypted ci-

phertext can not be further re-encrypted, this proxy re-

encryption scheme is said to be single-hop. For our

scheme is a single-hop proxy re-encryption scheme, we

only concentrate on this kind of proxy re-encryption

schemes.

2.2 Security models for bidirectional proxy re-

encryption

Now we review the game used for formulating the security

requirement which is the same as defined in Canetti and

Hohenberger (2007). The game defines an interaction be-

tween an adversary and a number of oracles, representing

the capabilities of the adversary in an interaction with a

PRE scheme. It proceeds as follows:

Definition 2 (Bidirectional PRE-CCA game) Let k be the

security parameter. Let A be an oracle TM, representing

the adversary. The game consists of an execution of A with

the following oracles, which can be invoked multiple times

in any order, subject to the constraints below:

• Uncorrupted key generation oracle: obtain a new

key pair as ðpk; skÞ  KeyGenð1kÞ, A is given pk.

• Corrupted key generation oracle: obtain a new key

pair as ðpk; skÞ  KeyGenð1kÞ. A is given both pk and

sk.

• Re-encryption key generation oracle: on input

ðpk; pk0Þ by the adversary, where pk, pk0 were generated

before by KeyGen, return the re-encryption key

rkpk$pk0 ¼ ReKeyGenðsk; sk0Þ where sk, sk0 are the

secret keys that correspond to pk, pk0. We require that

either both pk and pk0 are corrupted, or alternatively

both are uncorrupted. We do not allow for re-encryp-

tion key generation queries between a corrupted and an

un-corrupted key. (This represents the restriction that

the identities of parties whose security is compromised

should be fixed in advance).

• Challenge Oracle: this oracle can be queried once. On

input ðpk�;m0;m1Þ, where pk� is called the challenge

key, the oracle chooses a bit b f0; 1g and returns the

challenge ciphertext C� ¼ Encðpk�;mbÞ. (As we note

later, the challenge key must be uncorrupted for A to

win).

• Re-encryption oracle: on input ðpk; pk0;CÞ, where

ðpk; pk0Þ were generated before by KeyGen, if pk0 is

corrupted and ðpk;CÞ is a derivative of ðpk�;C�Þ, then

return a special symbol? which is not in the domains of

messages and ciphertexts. Else, return the re-encrypted

ciphertext C0 ¼ ReEncðReKeyGen ðsk; sk0Þ;CÞ. Deriva-

tives of ðpk�; sk�Þ are defined inductively, as follows:

1. ðpk�;C�Þ is a derivative of itself.

2. If ðpk;CÞ is a derivative of ðpk�;C�Þ and ðpk0;C0Þ
is a derivative of ðpk;CÞ, then ðpk0;C0Þ is a

derivative of ðpk�;C�Þ.
3. If A has queried the re-encryption oracle Oenc on

input ðpk; pk0;CÞ and obtained response ðpk0;C0Þ,
then ðpk0;C0Þ is a derivative of ðpk;CÞ.
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4. If A has queried the re-encryption key generation

oracle Orkey on input ðpk; pk0Þ or ðpk0; pkÞ, and

Decðpk0;C0Þ 2 ðm0;m1Þ, then ðpk0;C0Þ is a deriva-

tive of ðpk;CÞ.

• Decryption Oracle: on input ðpk;CÞ, if the pair ðpk;CÞ
is a derivative of the challenge ciphertext C�, or pk was

not generated before by KeyGen, then return a special

symbol ? which is not in the domain D of messages.

Else, return Decðsk;CÞ.
• Decision Oracle: this oracle can also be queried only

once, on input b0, if b0 ¼ b and the challenge key pk� is

not corrupted, then output 1, else output 0.

We say that A wins the PRE-CCA game with advantage

e if the probability, over the random choices of A and the

oracles, that the decision oracle is invoked and outputs 1, is

at least 1=2þ e.

For the details about definitions of derivatives, please

refer to Canetti and Hohenberger (2007).

Definition 3 (Bidirectional PRE-CCA security) A PRE

scheme is bidirectional PRE-CCA secure for domain D of

messages if it is correct for D as in Definition 2, and any

probabilistic polynomial time adversary wins the bidirec-

tional PRE-CCA game only with negligible advantage.

Definition 4 (Bidirectional PRE-CCA game in the Weak

Model) This game is almost the same as above with the

following exception:

• The proxy is not an attacker and it protect its re-

encryption keys well. This is a reasonable assumption,

for in almost the existing bidirectional PRE scheme

Canetti and Hohenberger (2007), the proxy is forbidden

to collude with the delegatee or the delegator and the

re-encryption keys need to be protected well.

• The delegatee do not attack the CCA security of the

delegator, we think this is a reasonable assumption, for

if the delegator allows the proxy re-encrypt the

ciphertext to the delegatee, the delegatee can always

know the corresponding plaintext, especially for the

bidirectional PRE case.

3 Preliminary

In this section, we review some basic backgrounds needed

to construct our bidirectional proxy re-encryption scheme.

3.1 Basic Cramer–Shoup encryption

The scheme assumes a group G of prime order q, where q is

large, assume that cleartext messages are (or can be encoded

as) elements of G. It uses a universal one-way family of

hash functions that map long bit strings to elements of Zq.

1. KeyGeneration. The key generation algorithm runs as

follows. Random elements g1; g2 2 G are chosen, and

random elements x1; x2; y1; y2; z 2 Zq are also chosen.

Next, the group elements c ¼ gx1

1 g
x2

2 ; d ¼ g
y1

1 g
y2

2 ; h ¼
gz1 are computed. Next, a hash function H : G3 ! Z

�
q is

chosen from the family of universal one-way hash

functions. The public key is ðg1; g2; c; d; h;HÞ, the

private key is ðx1; x2; y1; y2; zÞ.
2. Encryption. Given a message m 2 G, the encryption

algorithm runs as follows. First, it chooses r 2 Zq at

random. Then it computes u1 ¼ gr1; u2 ¼ gr2; e ¼
hrm; a ¼ Hðu1; u2; eÞ; v ¼ crdra. The ciphertext is

ðu1; u2; e; vÞ.
3. Decryption. Given a ciphertext ðu1; u2; e; vÞ, the

decryption algorithm runs as follows. It first computes

a ¼ Hðu1; u2; eÞ, and tests if u
x1þy1a
1 u

x2þy2a
2 ¼ v. If this

condition does not hold, the decryption algorithm

outputs ‘‘reject’’; otherwise, it outputs m ¼ e=uz1.

Cramer–Shoup encryption is the first provable IND-CCA2

secure encryption scheme in the standard model Cramer

and Shoup (1998). Its security is based on DDH assump-

tion. It has great influence on constructing IND-CCA2

secure encryption schemes. Since then, many variants have

been proposed Cramer and Shoup (2003); Kurosawa and

Desmedt (2004), thus our scheme can be viewed as the first

work on constructing IND-CCA2 secure proxy re-encryp-

tion in the framework of hash proof system.

3.2 Collision resistant hash function

A family of hash functions is said to be collision resistant,

if upon drawing a function H at random from the family, it

is infeasible for an adversary to two different inputs x and y

such that HðxÞ ¼ HðyÞ (Bellare and Rogaway 1997).

4 Our proposed scheme

4.1 Main idea

From Cramer–Shoup encryption in Sect. 3.1, we find that

Cramer–Shoup encryption ciphertext can not be publicly

verifiable. So our main difficulty is to make Cramer–Shoup

encryption ciphertext publicly verifiable. Note that the

verification equation is of the form:

u
x1þy1a
1 u

x2þy2a
2 ¼ v ð1Þ

For a valid Cramer–Shoup encryption ciphertext ðu1; u2; e; vÞ,
if we add a randomly k 2 ½1; qÞ to all the exponentiation, the

above equation is still satisfied. That is, we have
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u
kx1þky1a
1 u

kx2þky2a
2 ¼ vk ð2Þ

Furthermore, we can make ðkx1; kx2; ky1; ky2Þ as the check

key to verify the Cramer–Shoup encryption ciphertext.

4.2 IND-CCA2 secure proxy re-encryption based

on Cramer–Shoup encryption in the standard

model in the relative weak model

The scheme assumes a group G of prime order q, where q

is large, and cleartext messages are (or can be encoded as)

elements of G. It uses a universal one-way family of hash

functions that map long bit strings to elements of Zq.

1. KeyGen. The key generation algorithm runs as

follows. Random elements g1; g2 2 G are chosen and

a hash function H is chosen from the family of

universal one-way hash functions, and all of them are

available to all users. The delegator randomly chooses

elements ðx1; x2; y1; y2; k1; k2; zÞ all from Zq and

computes

c ¼ gx1

1 g
x2

2 ; d ¼ g
y1

1 g
y2

2 ;

c1 ¼ gk1x1

1 gk1x2

2 ; d1 ¼ g
k1y1

1 g
k1y2

2 ;

c2 ¼ gk2x1

1 gk2x2

2 ; d2 ¼ g
k2y1

1 g
k2y2

2 ; h ¼ gz1

The delegator’s public key is

pk ¼ ðg1; g2; c; d; c1; d1; c2; d2; h;HÞ

and the corresponding private key is

sk ¼ ðx1; x2; y1; y2; k1; k2; zÞ

The delegatee randomly chooses elements ðx01; x02; y01,

y02; k
0
1; k
0
2; z
0Þ all from Zq, and computes

c0 ¼ g
x0

1

1 g
x0

2

2 ; d
0 ¼ g

y0
1

1 g
y0

2

2 ;

c01 ¼ g
k0

1
x0

1

1 g
k0

1
x0

2

2 ; d01 ¼ g
k0

1
y0

1

1 g
k0

1
y0

2

2 ;

c02 ¼ g
k0

2
x0

1

1 g
k0

2
x0

2

2 ; d02 ¼ g
k0

2
y0

1

1 g
k0

2
y0

2

2 ; h0 ¼ gz
0

1 :

The delegatee’s public key is

pk0 ¼ ðg1; g2; c
0
1; d
0
1; c
0
2; d
0
2; h
0;HÞ

and the corresponding private key is

sk0 ¼ ðx01; x02; y01; y02; k01; k02; z0Þ

2. ReKeyGen. The delegator runs basic Cramer–Shoup

encryption. It encrypts ðk2x1, k2x2; k2y2, k2y2Þ under

the delegatee’s public key ðg1; g2; c
0; d0;HÞ. Here we

denote this ciphertext as c0 ¼ ðu0
1; u

0
2; e

0, v0Þ. Similar-

ly, the delegatee runs basic Cramer–Shoup encryption.

It encrypts ðk02x01; k02x02; k02y01; k02y02Þ under the delegator’s

public key ðg1; g2; c; d;HÞ, we denote the ciphertext as

c00 ¼ ðu001 ; u002 ; e00; v00Þ. On input

sk ¼ ðx1; x2; y1; y2; k1; k2; zÞ;
sk0 ¼ ðx01; x02; y01; y02; k01; k02; z0Þ

the delegator and delegatee run interactively and out-

put the re-encryption key

rk ¼ ðk1x1; k1x2; k1y1; k1y2; k
0
1x
0
1; k
0
1x
0
2; k
0
1y
0
1; k
0
1y
0
2; c0; c

0
0; z=z

0Þ

and send it to the proxy via secure channel, rk must be

kept private.

3. Enc. Given a message m 2 G, this algorithm runs as

follows. First, it chooses r 2 Zq at random. Then it

computes

u1 ¼ gr1; u2 ¼ gr2; e ¼ hrm; a ¼ Hðu1; u2; eÞ;
v ¼ crdra; v2 ¼ c2

rd2
ra; a0 ¼ Hðu1; u2; e; h

r;mÞ;
a1 ¼ Hðu1; u2; e; v; v2; a

0Þ; v1 ¼ c1
rd1

ra1 :

The ciphertext is ðu1; u2; e; v; v2; v1; a0Þ.
4. ReEnc. If

u1
k1x1þk1y1a1u2

k1x2þk1y2a1 6¼ v1

where a1 ¼ Hðu1; u2; e; v; v2; a0Þ, this algorithm returns

‘‘reject’’. Else it computes u1
0 ¼ u1

z=z0 , and returns

ðu1; u1
0; u2; e; v2; a0; c0Þ to the delegatee.

5. Dec1. Given a normal ciphertext ðu1; u2; e; v; v2; v1; a0Þ,
this algorithm runs as follows. If

u1
x1þy1au2

x2þy2a 6¼ v

where a ¼ Hðu1; u2; eÞ or

u1
k1x1þk1y1a1u2

k1x2þk1y2a1 6¼ v1

where a1 ¼ Hðu1; u2; e; v; v2; a0Þ, it returns ‘‘reject’’;

otherwise, it computes m ¼ e=uz1 and returns m.

6. Dec2. Given a re-encryption ciphertext ðu1; u1
0; u2; e;

v2; a0; c0Þ, this algorithm runs as follows.

(a) It first runs basic Cramer–Shoup decryption

algorithm. It decrypts c0 and gets the plaintext

ðk2x1; k2x2; k2y1; k2y2Þ.
(b) If

u1
k2x1þk2y1au2

k2x2þk2y2a 6¼ v2

where a ¼ Hðu1; u2; eÞ, it outputs ‘‘reject’’.

(c) It computes m ¼ e=u01
z0

. If

a0 6¼ Hðu1; u2; e; u
0
1
z0
;mÞ

it outputs ‘‘reject’’.

(d) Otherwise, it outputs m.

Note that the first level ciphertext is of the form

ðu1; u2; e; a0, v; v2; v1Þ. Compared with the basic Cramer–

Shoup encryption, we add ða0; v2; v1Þ to the ciphertext. a0 ¼
Hðu1; u2; e;mÞ can be seen as a tag for m, which will help
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the delegatee to verify the re-encrypted ciphertext not be-

ing mutated by the proxy or external adversaries. v1 can be

seen as a tag to the proxy for verifying the validity of the

ciphertext by using ðk1x1; k1x2; k1y1; k1y2Þ, which is di-

rectly sent by the delegator as the re-encryption key. v2 can

be seen as a tag to the delegatee for verifying the validity

of the ciphertext by ðk2x1; k2x2; k2y1; k2y2Þ, which is im-

plicitly sent by the delegator as a part of re-encrypted ci-

phertext c0 via proxy.

Although we make some changes to the basic Cramer–

Shoup encryption, the scheme still does not rely on random

oracle. We denote this scheme as
Q

ST .

4.3 Comparison

Since Deng et al.’s proxy re-encryption scheme is only

secure in the random oracle model, to conduct a fair

comparison, in this section, we only compare our
Q

ST

scheme with Canetti and Hohenberger’s PRE II scheme

(we denote as CH II Scheme) Canetti and Hohenberger

(2007), which is bidirectional and IND-CCA2 secure in the

standard model. Figure 21 gives a comparison between our

scheme and CH II Scheme. The comparison results indicate

that the computation cost of our
Q

ST Scheme is much more

efficient than CH II Scheme due to the heavy pairing

computation in bilinear group. The encryption in CH II

Scheme needs 3 exponentiations, 1 pairing, 1 multi-expo-

nentiation and 1 one-time signature signing, while the

encryption in our scheme only involves 3 exponentiations

and 3 multi-exponentiations. The security of our scheme

relies on the DDH assumption, which is weaker than the

decisional bilinear Diffie–Hellman (DBDH) assumption

used in CH II Scheme.

In Fig. 2, we neglect some operations such as hash

function evaluation, modular multiplication and XOR,

since the computational cost of these operations is far less

than that of exponentiations or pairings. Note that, using

the technique in Canetti and Goldwasser (1999), Kiltz and

Galindo (2006) and Kiltz (2006), the re-encryption and

decryption in Canetti–Hohenberger PRE II Scheme can

further save two pairings, at the cost of several exponen-

tiation operations.

In Fig. 3, we give the performance comparison between

CH Scheme II and our scheme, according to the benchmark

of JPBC library based on TestBed 1 (Intel(R) Core(TM)2

Quad CPU Q6600 @ 2.40 GHz, 3 GB Ram, Ubuntu 10.04).

We remark that we just roughly give the comparison results

which maybe are not very accurate, but are enough to give

the hints on the comparison.

4.4 Security analysis

In this section, we will prove the security of
Q

ST in the

standard model.

Theorem 1 Our proxy re-encryption scheme
Q

ST is se-

cure against adaptive chosen ciphertext attack in the stan-

dard model under the relatively weak model assuming that

(1) the hash function H is collision resistance, and (2) the

Diffie–Hellman decision problem is hard in the group G.

Proof The intuition is that we make sure that the ci-

phertext is a valid Cramer–Shoup ciphertext whether be-

fore the re-encryption or after the re-encryption. The proxy

can check that the ciphertext which needs to be re-en-

crypted is a valid Cramer–Shoup ciphertext by ‘‘blinding

Fig. 2 Efficiency Comparison

between CH II Scheme and Our

Scheme

Fig. 3 Performance

Comparison

1 Note: tp, te and tme represent the computational cost of a bilinear

pairing, an exponentiation and a multi-exponentiation respectively,

while ts and tv represent the computational cost of a one-time

signature signing and verification respectively. jGj, jZqj, jGej and

jGT j denote the bit-length of an element ing groups G, Zq, Ge and GT

respectively. Here G and Zq denote the groups used in our scheme,

while Ge and GT are the bilinear groups used in CH scheme II, i.e.,

the bilinear pairing is e : Ge �Ge ! GT . Finally, jpksj and jrsj
denote the bit length of the one-time signature’s public key and a one-

time signature respectively.
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check’’ key ðk1x1; k1x2; k1y1; k1y2Þ, the delegatee can check

that the ciphertext after the re-encryption is the original

valid Cramer–Shoup ciphertext by ‘‘blinding check’’ key

ðk2x1; k2x2; k2y2; k2y2Þ, and he can also check u1
0 is indeed

u1
z=z0 by the tag a0 ¼ Hðu1; u2; e;mÞ, thus he can make sure

that m ¼ e=ðu1
0Þz
0

is indeed the original m which encrypted

to the delegator. For the ‘‘special structure’’ of Cramer–

Shoup ciphertext, the adversary can not get any help from

the Decryption Oracle(Dec1, Dec2).

Assume adversary B can break the IND-CCA2 property

of the scheme, then there exists an algorithm A which can

distinguish whether a four tuple ðg1; g2; u1; u2Þ 2 G is a

DDH tuple or not. A can answer the queries issued by B as

following:

• Key generation oracle:

• If user i is corrupted, A randomly chooses

ski ¼ ðx1i; x2i; y1i; y2i; k1i; k2i; ziÞ 2 Zq

and a hash function H at random, then computes

pki is

ðg1; g2; ci ¼ gx1i

1 gx2i

2 ;

di ¼ g
y1i

1 g
y2i

2 ; ci1 ¼ gk1ix1i

1 gk1ix2i

2 ;

di1 ¼ g
k1iy1i

1 g
k1iy2i

2 ; ci2 ¼ gk2ix1i

1 gk2ix2i

2 ;

di2 ¼ g
k2iy1i

1 g
k2iy2i

2 ; hi ¼ gzi1 ;HÞ;

returns pki and ski to the adversary.

• If the user j is uncorrupted, A randomly chooses

skj ¼ ðx1j; x2j; y1j; y2j; k1j; k2j; z1j; z2jÞ 2 Zq, it com-

putes pkj is

ðg1; g2; cj ¼ g
x1j

1 g
x2j

2 ; dj ¼ g
y1j

1 g
y2j

2 ;

cj1 ¼ g
k1jx1j

1 g
k1jx2j

2 ; dj1 ¼ g
k1jy1j

1 g
k1jy2j

2 ;

cj2 ¼ g
k2jx1j

1 g
k2jx2j

2 ; dj2 ¼ g
k2jy1j

1 g
k2jy2j

2 ;

hj ¼ g
z1j

1 g
z2j

2 ;HÞ

returns pkj to the adversary. A preserves a User-

Key-list of the form ðcorrupted; i; ski; pki;HÞ or

ðuncorrupted; j; skj; pkj;HÞ.

• Re-key generation oracle:

• On input ði; jÞ, if one of i and j is uncorrupted and

the other is corrupted, then this call is illegal.

• Else if both i and j are uncorrupted, A runs basic

Cramer–Shoup encryption algorithm to encrypt

ðk2ix1i; k2ix2i; k2iy1i; k2iy2iÞ under j0s pubic key

ðg1; g2; cj; djÞ, denote the ciphertext as ci0. A also

randomly chooses t 2 Z�q and outputs the re-en-

cryption key

rki$j ¼ ðk1ix1i; k1ix2i; k1iy1i;

k1iy2i; k1jx1j; k1jx2j; k1jy1j; k1jy2j; c
i
0; tÞ

• Else if i and j are both corrupted, A outputs the

re-encryption key

rki$j ¼ ðk1ix1i; k1ix2i; k1iy1i; k1iy2i

k1jx1j; k1jx2j; k1jy1j; k1jy2j; c
i
0; zi=zjÞ

A preserves a Re-Key-list of the form

ðuncorrupted; i; uncorrupted; j; k1ix1i; k1ix2i;

k1iy1i; k1iy2i; k1jx1j; k1jx2j; k1jy1j; k1jy2j; c
i
0; tÞ

or

ðcorrupted; i; corrupted; j; k1ix1i; k1ix2i;

k1iy1i; k1iy2i; k1jx1j; k1jx2j; k1jy1j; k1jy2j; c
i
0; zi=zjÞ

• Encryption oracle:

• If user i is uncorrupted, then given a message

m 2 G, the encryption algorithm runs as follows.

First, it chooses r 2 Zq at random. Then it computes

u1i ¼ gr1; u2i ¼ gr2; ei ¼ uz1i

1i u
z2i

2i m;

ai ¼ Hðu1i; u2i; eiÞ; vi ¼ cri d
rai
i ; v2i ¼ cr2id

rai
2i ;

a0i ¼ Hðu1i; u2i; ei; u
z1i

1i u
z2i

2i ;mÞ;
a1i ¼ Hðu1i; u2i; ei; vi; v2i; a

0
iÞ; v1i ¼ cr1id

ra1i

1i

The ciphertext is

ðu1i; u2i; ei; vi; v2i; a
0
i; v1iÞ

• If user j is corrupted, then given a message m 2 G,

the encryption algorithm runs as follows. First, it

chooses r 2 Zq at random. Then it computes

u1j ¼ gr1; u2j ¼ gr2; ej ¼ u
zj
1jm;

aj ¼ Hðu1j; u2j; ejÞ; vj ¼ crj d
raj
j ;

v2j ¼ cr2jd
raj
2j ; a

0
j ¼ Hðu1j; u2j; ej; u

zj
1j;mÞ;

a1j ¼ Hðu1j; u2j; ej; vj; v2j; a
0
jÞ; v1j ¼ cr1jd

ra1j

1j

The ciphertext is

ðu1j; u2j; ej; vj; v2j; a
0
j; v1jÞ

• Re-encryption oracle: on input

ðu1i; u2i; ei; vi; v2i; a
0
i; v1iÞ

from user i to user j, A runs as following.

• A searches the Re-Key-list list and if finding an

item including i, j where i, j are both uncorrupted,

then
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1. A first verifies ciphertext

ðu1i; u2i; ei; vi; v2i; a
0
i; v1iÞ

is valid or not. If u
k1ix1iþk1iy1ia1i

1i u
k1ix2iþk1iy2ia1i

2i 6¼
v1i where a1i ¼ Hðu1i; u2i; ei; vi; v2i; a0iÞ, then

return ‘‘Reject’’.

2. Otherwise compute u1i
0 ¼ u1i

t and outputs

ðu1i; u1i
0; u2i; ei; v2i; a0i; c

i
0Þ to j.

• if i, j are both corrupted, A do the same as the case

of i, j are both uncorrupted except u1i
0 ¼ u1i

zi=zj .

• If there is no such pair in the Re-Key-list, then

return ?.

• Dec1Oracle: level 1 ciphertext is the normal ciphertext.

On input c ¼ ðu1j; u2j; ej; vj; v2j; a0j; v1jÞ to user j, A runs

as following.

• A searches the User-Key-list, if there is an item

including ðj; uncorruptedÞ, it tests if

u
x1jþy1jaj
1j u

x2jþy2jaj
2j ¼ v1j

where aj ¼ Hðu1j; u2j; ejÞ and

u
k1jx1jþk1jy1ja1j

1j u
k1jx2jþk1jy2ja1j

2j ¼ v1j

where a1j ¼ Hðu1j; u2j; ej; vj; v2j; a0jÞ holds.

1. If this condition does not hold, the decryption

algorithm outputs ‘‘reject’’.

2. Otherwise, it outputs m ¼ ej=u1j
z1j u2j

z2j ,

• If finding an item including ðj; corruptedÞ, runs

Dec1ðskj; cÞ.
• If there is no such item in the User-Key-list, then

returns ?.

• Dec2 Oracle: level 2 cipertext is the re-encryption

ciphertext. On input ðu1i; u1i
0; u2i; ei; v2i; a0i; c

i
0Þ from

user i to j by the proxy, A runs as following.

• A first searches Re-Key-list and if there is an item

including ðuncorrupted; i; uncorrupted; jÞ, then

1. A runs Dec1ðskj; ci0Þ, assume the plaintext is

ðk2ix1i; k2ix2i; k2iy2i; k2iy2iÞ.
2. If u1i

k2ix1iþk2iy1iai u2i
k2ix2iþk2iy2iai 6¼ v2i where

ai ¼ Hðu1i; u2i; eiÞ, then returns ‘‘Reject’’.

3. Else if u1i
0 6¼ u1i

t, returns ‘‘Reject’’.

4. Otherwise computes m ¼ ei=ðu1iÞz1iðu2iÞz2i and

returns m.

• Else if there is an item including ðcorrupted; i;
corrupted; jÞ, A does the same as above except

computes m ¼ ei=ðu1iÞzi .
• If there is no such item in the Re-Key-list, then

returns ?.

Analysis: next we show our oracle simulation is perfect.

• Key Generation Oracle Simulation.

• For corrupted users, the simulated output ðski; pkiÞ
is an identical distribution to the real output.

• For uncorrupted users, assuming g2 ¼ gw1 , the

simulated output ðskj; pkjÞ also is an identical

distribution to the real output for hj ¼ gz1

1 g
z2

2

¼ gz1þwz2

1 ¼ gz
0

1 .

• Re-key generation oracle simulation.

• When one of users ði; jÞ is corrupted, call oracle

with input ði; jÞ is illegal and the output ‘‘?’’ is

identical to the real output.

• If users i and j are both uncorrupted, the simulated

output rki$j ¼ ðk1ix1i; k1ix2i; k1iy1i; k1iy2i; k1jx1j;

k1jx2j, k1jy1j; k1jy2j; c
i
0; tÞ is indistinguishable with

the real output rki$j ¼ ðk1ix1i; k1ix2i; k1iy1i; k1iy2i;

k1jx1j; k1jx2j; k1jy1j; k1jy2j; c
i
0; zi=zjÞ.

• If users i and j are both corrupted, the simulated

output is the same as the real output.

• Encryption oracle simulation. The difference between

real encryption and simulated encryption is as

following.

• In real encryption e ¼ hrm while in simulated

encryption e ¼ uz1

1 u
z2

2 m.

• If users i and j are both corrupted, the simulated

output is same as the real output.

• Re-encryption oracle simulation. The difference be-

tween the real re-encryption and the simulated re-

encryption is as following.

• If ði; jÞ are both uncorrupted, u1i
0 ¼ u1i

t in simulated

re-encryption while u1i
0 ¼ u1i

zi=zj in real re-encryp-

tion. The distributions can not be distinguished by

the adversary.

• If users i and j are both corrupted, the simulated

output is same as the real output.

• Dec1 Oracle Simulation. The difference between

the real Dec1 and the simulated Dec1 is as

following.

• if i is uncorrupted, in simulated Dec1 m ¼ ei
u1i

z1i u2i
z2i

while m ¼ ei=ðu1iÞzi in real Dec1. The two distri-

butions can not be distinguished by the adversary

from the upcoming first claim.

• If users i and j are both corrupted, the simulated

output is the same as the real output.

• Dec2 Oracle Simulation. The difference between the

real Dec2 and the simulated Dec2 is as following.
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• If ði; jÞ are both uncorrupted, and if u1i
0 6¼ u1i

t, in

the real Dec2, j first computes m0 ¼ ei=ðu1iÞ0
zj

and

finds that a0i ¼ Hðu1i; u2i; ei; ðu1iÞ0
zj
;mÞ, then returns

‘‘reject’’; while in the simulated Dec2, j directly

returns ‘‘reject’’. If u1i
0 ¼ u1i

t, m ¼ ei
u1i

z1i u2i
z2i

in

simulated Dec2 while m ¼ ei=ðu1iÞ0
zj ¼ ei=ðu1iÞzi .

The two distributions can not be distinguished by

the adversary from the upcoming first claim.

• If users i and j are both corrupted, the simulated

output is the same as the real output.

Denote distribution R as random quadruples ðg1; g2; u1;

u2Þ 2 G
4, distribution D as quadruples ðg1; g2; u1; u2Þ

2 G
4, where g1; g2 are random, and u1 ¼ gr1; u2 ¼ gr2 for

random r 2 Zq.

If the inputs comes from D, the simulation will be nearly

perfect, and the adversary B will have a non-negligible

advantage in guessing the hidden b. But if the input comes

from R, the adversary B’s view is essentially independent

of b, and therefore the adversary A’s advantage is negligi-

ble. This immediately implies a statistical test distinguishR
from D: run A and adversary B, and if A outputs b and the

adversary B outputs b0, the distinguisher outputs 1 if b ¼ b0,
and 0 otherwise. We can get the following two lemmas.

Lemma 1 When A’s input comes from D, the joint dis-

tribution of the adversary B’s view and the hidden bit b is

statistically indistinguishable from that in the actual attack.

Proof Consider the joint distribution of the adversary’s

view and the bit b when the input comes from the distri-

bution D. Say u1 ¼ gr1 and u2 ¼ gr2.

It is clear in this case that the output of the encryption

oracle has the right distribution, since ux1

1 u
x2

2 ¼ cr,

u
y1

1 u
y2

2 ¼ dr, uk1x1

1 uk1x2

2 ¼ cr1, u
k1y1

1 u
k1y2

2 ¼ dr1, uk2x1

1 uk2x2

2 ¼ cr2,

u
k2y1

1 u
k2y2

2 ¼ dr2 and uz1

1 u
z2

2 ¼ hr. Actually, these equations

imply that e ¼ mbh
r and v ¼ crdra, v2 ¼ crdra, v1 ¼ crdra1

where a, a1 and a0 themselves are already of the right form.

To complete the proof, we need to argue that the output

of the decryption oracle has the right distribution. Let us

call ðu01; u02; e0; v0; v02; v01; a0Þ a valid ciphertext if

log
u0

1
g1 6¼ log

u0
2
g2 . h

Note that if a ciphertext is valid, with u01 ¼ gr
0

1 and

u02 ¼ gr
0

2 , then hr
0 ¼ ðu01Þ

z1ðu02Þ
z2 . Therefore, the Dec1 and

Dec2 oracles output e=hr
0
, just as they should. Conse-

quently, the lemma follows immediately from the

following:

Claim The decryption oracle in both an actual attack

against the cryptosystem and in an attack against the

simulator rejects all invalid ciphertexts, except with neg-

ligible probability.

We now prove this claim by considering the distribution

of the point P ¼ ðx1; x2; y1; y2Þ, conditioned on the adver-

sary’s view. Let logð�Þ denote logg1
ð�Þ, and w ¼ log g2.

From the adversary’s view, P is a random point on the

plane P formed by intersecting the hyperplane

log c ¼ x1 þ wx2 ð3Þ

log d ¼ y1 þ wy2 ð4Þ

log c1 ¼ k1x1 þ wk1x2 ð5Þ

log d1 ¼ k1y1 þ wk1y2 ð6Þ

log c2 ¼ k2x1 þ wk2x2 ð7Þ

log d2 ¼ k2y1 þ wk2y2 ð8Þ

These equations come from the public key. The output

from the encryption oracle does not constrain P any fur-

ther, as the hyperplane defined by

log v ¼ rx1 þ wrx2 þ ary1 þ arwy2 ð9Þ

log v2 ¼ rk2x1 þ wrk2x2 þ ark2y1 þ awrk2y2 ð10Þ

log v1 ¼ rk1x1 þ wrk1x2 þ a1rk1y1 þ a1wrk1y2 ð11Þ

contains P.

Now suppose the adversary submits an invalid cipher-

text ðu01; u02; e0; v0; v02; a0; v01Þ to the Dec1 oracle, where

log u01 ¼ r01 and log u02 ¼ wr02, with r01 6¼ r02. The Dec1 ora-

cle will output reject, unless P happens to lie on the hy-

perplane H defined by

log v0 ¼ r01x1 þ wr02x2 þ a00r
0
1y1 þ a00r

0
2wy2 ð12Þ

log v01 ¼ r01k1x1 þ wr02k1x2 þ a01r
0
1k1y1 þ a01r

0
2wk1y2 ð13Þ

where a00 ¼ Hðu01; u02; eÞ and a01 ¼ Hðu01; u02; e0; v0; v02; a0Þ.
But it is clear that the Eqs. (3) (4) and (12), (5) (6) and (13)

are linearly independent and so H intersects the plane P at

a line.

Or suppose the adversary submits an invalid ciphertext

ðu01; u02; e0; v02; a0; c00 ¼ ððu0
1Þ
0
; ðu0

2Þ
0
; ðe0Þ0; ðv0Þ0ÞÞ to the Dec2

oracle, where log u01 ¼ r01 and log u02 ¼ wr02, with r01 6¼ r02.

The Dec1 oracle will reject, unless the below (14)–(18)

equations are satisfied:

ðv0Þ0 ¼ ððu0
1Þ
0Þ
x0

1
þy0

1
ða0Þ0
ððu0

2Þ
0Þ
x0

2
þy0

2
ða0Þ0 ð14Þ

ðk2x1; k2x2; k2y1; k2y2Þ ¼ ðe0Þ0=ðu0
1Þ
0z0 ð15Þ

log v02 ¼ r01k2x1 þ wr02k2x2 þ a0
0r01k2y1 þ a0

0r02wk2y2

ð16Þ

m ¼ e0=ðu01Þ
z0 ð17Þ

a0 ¼ Hðu01; u02; e0; ðu01Þ
z0
;mÞ ð18Þ
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where a00 ¼ Hðu01; u02; e0Þ and ða0Þ0 ¼ Hððu0
1Þ
0
; ðu0

2Þ
0
; ðe0Þ0Þ.

The adversary can construct ðu01; u02; e0; v02; a0; c00Þ such that

ðv0Þ0 ¼ ððu0
1Þ
0Þ
x0

1
þy0

1
ða0Þ0
ððu0

2Þ
0Þ
x0

2
þy0

2
ða0Þ0 ð19Þ

ðk2x1;
r01
r02

� �

k2x2; k2y1;
r01
r02

� �

k2y2Þ ¼ ðe0Þ0=ðu0
1Þ
0z0 ð20Þ

log v02 ¼ r01k2x1 þ wr01k2x2 þ a0
0r01k2y1 þ a0

0r01wk2y2

ð21Þ

m ¼ e0=ðu01Þ
z0 ð22Þ

a0 ¼ Hðu01; u02; e0;mÞ ð23Þ

is negligible because m is unknown. And it is clear that the

Eqs. (7) (8) and (16) are linearly independent, so the

probability of accepting is negligible.

It follows that the first time the adversary submits an

invalid ciphertext, the Dec1 oracle rejects with probability

1� 1=q2 and the Dec2 oracle rejects with probability

1� 1=q. This rejection actually constrains the point P,

puncturing the planeH at a line. Therefore, for i ¼ 1; 2; . . .,

the ith invalid ciphertext submitted by the adversary will be

rejected with probability at least 1� 1=ðq3 � iþ 1Þ. From

this it follows that the decryption oracle rejects all invalid

ciphertexts, except with negligible probability.

Lemma 2 When A’s input comes from R, the distribu-

tion of the hidden bit b is (essentially) independent from

the adversary B’s view.

Proof Let u1 ¼ gr1

1 and u2 ¼ gwr2

1 . We can assume that

r1 6¼ r2, since this occurs except with negligible prob-

ability. The lemma follows immediately from the follow-

ing two claims. h

Claim If the decryption oracle rejects all invalid ci-

phertexts during the attack, then the distribution of the

hidden bit b is independent of the adversary’s view.

To see this, consider the point Q ¼ ðz1; z2Þ 2 Z2
q . At the

beginning of the attack, this is a random point on the line

log h ¼ z1 þ wz2 ð24Þ

determined by the public key. Moreover, if the decryption

oracle only decrypts valid ciphertexts

ðu01; u02; e0; v0; v02; a
0; v01Þ or ðu01; u02; e0; v02; a0; c00Þ, then the

adversary obtains only linearly dependent relations

r0 log h ¼ r0z1 þ r0wz2 (since ðu01Þ
z1ðu02Þ

z2 ¼ gr
0z1

1 gr
0z2

2 ¼ hr
0 Þ.

Thus, no further information about Q is leaked.

Consider now the output ðu1; u2; e; v; v2; a; v1Þ of the

simulator’s encryption oracle. We have e ¼ � � mb, where

� ¼ uz1

1 u
z2

2 . Now consider the equation

log � ¼ r1z1 þ wr2z2 ð25Þ

Clearly, (24) and (25) are linearly independent, and so the

conditional distribution of � (conditioning on b and ev-

erything in the adversary’s view other than e) is uniform. In

other words, � is a perfect one-time pad. It follows that b is

independent of the adversary’s view.

Claim The decryption oracle will reject all invalid ci-

phertexts, except with negligible probability.

As in the proof of Lemma 1, we study the distribution of

P ¼ ðx1; x2; y1; y2Þ, conditioned on the adversary’s view.

From the adversary’s view, this is a random point on the

line L formed by intersecting the hyperplanes (3), (4) and

log v ¼ r1x1 þ wr2x2 þ ar1y1 þ ar2wy2 ð26Þ

log v2 ¼ r1k2x1 þ wr2k2x2 þ ar1k2y1 þ awr2k2y2 ð27Þ

log v1 ¼ r1k1x1 þ wr2k1x2 þ a1r1k1y1 þ a1wr2k1y2 ð28Þ

Equations (26)–(28) come from the output of the encryp-

tion oracle.

Now assume that the adversary submits an invalid ci-

phertext ðu01; u02; e0; v0; v02; a00; v01Þ 6¼ ðu1; u2; e; v; v2; a0; v1Þ,
where log u01 ¼ r01 and log u02 ¼ wr02, with r01 6¼ r02. Let a00 ¼
Hðu01; u02; e0Þ and a01 ¼ Hðu01; u02; e0; v0; v02; a0Þ.

There are three cases we consider.

• Case 1. ðu01; u02; e0Þ ¼ ðu1; u2; eÞ or ðu01; u02; e0; v0;
v02; a

00Þ ¼ ðu1; u2; e; v; v2; a0Þ. In this case, the hash

values are the same, but v0 6¼ v, v02 6¼ v2 or v01 6¼ v1

implies that the Dec1 oracle or Dec2 oracle will

certainly output reject.

• Case 2. ðu01; u02; e0Þ 6¼ ðu1; u2; eÞ and a00 6¼ a or

ðu01; u02; e0; v0; v02; a00Þ ¼ ðu1; u2; e; v; v2; a0Þ and a01 6¼ a1.

The Dec1 oracle or Dec2 oracle will output reject unless

the point P lies on the hyperplane H defined by (12)

(13) (16). However, the Eqs. (3) (4) (12) (26), (5) (6)

(16) (27) and (7) (8) (13) (28) are linearly independent.

This can be verified by observing the determinant of the

following three matrixes are not equal 0.

1 w 0 0

0 0 1 w

r01 wr02 a00r
0
1 a00r

0
2w

r1 wr2 ar1 ar2w

0

B
B
B
@

1

C
C
C
A

k2 k2w 0 0

0 0 k2 k2w

r01k2 wr02k2 a00r
0
1k2 a00r

0
2wk2

r1k2 wr2k2 ar1k2 ar2wk2

0

B
B
B
@

1

C
C
C
A

k1 k1w 0 0

0 0 k1 k1w

r01k1 wr02k1 a01r
0
1k1 a01r

0
2wk1

r1k1 wr2k1 a1r1k1 a1r2wk1

0

B
B
B
@

1

C
C
C
A
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Thus, H intersects the line L at a point, from which it

follows (as in the proof of Lemma 1) that the decryp-

tion oracle outputs reject, except with negligible

probability.

• Case 3. ðu01; u02; e0Þ 6¼ ðu1; u2; eÞ and a00 ¼ a or

ðu01; u02; e0; v0; v02; a00Þ 6¼ ðu1; u2; e; v; v2; a0Þ and a01 ¼ a1.

This will result collisions, which is contradict with our

assumption about hash function’s collision resistance.

Thus we prove the main Theorem.

Remark 1 Why our scheme can only achieve IND-CCA

security in the relatively weak model instead of in the

normal model? That is because in our scheme, the proxy

knows rk is ðk1x1; k1x2; k1y1; k1y2; k
0
1x
0
1; k
0
1x
0
2; k
0
1y
0
1;

k01y
0
2; c0; c

0
0, z=z0Þ and the delegatee knows

ðk2x1; k2x2; k2y1; k2y2Þ, thus they will know the partial

information of x1; x2; y1; y2 (for example, the value of

x1=x2; y2=y1 etc.) Therefore, our scheme can not achieve

the delegator’s IND-CCA security for the proxy and the

delegatee, but it can achieve IND-CCA security for any

outside adversaries.

5 Conclusion

In this paper, we first discuss our scheme’s application in

protecting the security of modern critical systems, espe-

cially on its implementation without the secret keys feature.

As we all know, the key management is very complex and

critical in modern information systems among critical in-

frastructures, such as billions of embedded control equip-

ments of the cars, the household appliances, ATMs, smart

meter for measuring electricity etc. Thus we believe our

proposal is useful for smoothly running these applications.

Then we propose a concrete PRE scheme which par-

tially solved an open problem proposed in Deng et al.

(2008). That is, how to construct an IND-CCA2 secure

proxy re-encryption without pairing in the standard model.

We achieved this goal by constructing an IND-CCA2 se-

cure proxy re-encryption based on Cramer–Shoup en-

cryption. We propose an IND-CCA2 secure proxy re-

encryption scheme
Q

ST based on Cramer–Shoup encryp-

tion. Compared with the other IND-CCA2 secure proxy re-

encryption scheme (CH II Scheme) in the standard model

Canetti and Hohenberger (2007), the computation cost of

our scheme is much more efficient due to not relying on

pairings. However, we note that although
Q

ST can be only

proved secure in standard model under a relatively weak

model. How to improve the scheme to be secure in the

strong model is our future work.
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