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Abstract: The effect of correlation in FitzHugh–Nagumo neural model induced by non-Gaussian noise and multi-

plicative signal is studied. Based on the corresponding Fokker–Planck equation, the explicit expressions of the stationary

probability distribution function, the mean first passage time and signal-to-noise ratio are obtained, respectively. By

analyzing the influence of different parameters, we observe that the system undergoes a succession of phase transition-like

phenomena as correlation strength k, correlation time s and multiplicative noise intensity D are increased. And the mean

first passage time exhibits a maximum, which identifies the noise-enhanced stability effect when correlation strength k\ 0.

Furthermore, inhibition phenomenon and double stochastic resonance occur in FitzHugh–Nagumo neural model under

different values of system parameters.
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1. Introduction

FitzHugh–Nagumo (FHN) neural model is one of the

simplified modifications of the widely known Hodgkin–

Huxley model [1], which describes neuron dynamics and in

general the dynamics of excitable systems in different

fields, such as the kinetics of chemical reactions and solid

state physics [2–5]. Brownian diffusion, also in periodic

potential, is an appropriate model to describe fluctuations

of neuronal activity [6–8]. As a simple but representative

example of an excitable system, the dynamics of the FHN

model in a noisy environment has attracted considerable

interest. For example, the dynamics of a FHN system

subjected to autocorrelated noise, has been investigated [9],

where the role of colored noise on the phenomena of noise-

enhanced stability and resonant activation has been ana-

lyzed. Lindner et al. [10] have investigated FHN model

under the influence of white Gaussian noise in the excitable

regime, where coherence resonance phenomenon was

observed. Toral et al. [11] have studied the existence of a

system size coherence resonance effect in the coupled FHN

models. Stochastic resonance (SR) in a FHN system with

time-delayed feedback has been analyzed by Wu and Zhu

[12]. They have revealed that SR of the system is a non-

monotonic function of the noise intensity and the signal

period and variation of the time-delayed feedback can

induce periodic SR in the system. The effect of SR has also

been studied in a FHN neuronal model driven by colored

noise [13] and in an extended FHN system with a field-

dependent activator diffusion [14].

However, previous research is in the case of Gaussian

noise, but an experimental research shows that some noise

in the nervous, biological and physical systems tend to non-

Gaussian distribution [15, 16]. Because non-Gaussian noise

leads to a non-Markov process and the mathematical

expression is complex, studies of non-Gaussian noise are

rare. Zhao et al. [17] showed the stationary and transient

properties of a non-Gaussian noise-driven FHN model.

Zhang et al. [18] have studied the SR in FHN neural system

driven by non-Gaussian noise. They have observed that the

presence of non-Gaussian noise is conductive to the

enhancement of the response to the output signal of the

FHN neural system. And noise-enhanced stability (NES)

and SR in the presence of colored non-Gaussian noise have

also been studied [19, 20]. More recently, SR in FHN

model driven by multiplicative signal and non-Gaussian
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noise has also been investigated [21]. But a system has

always been disturbed simultaneously by external envi-

ronmental perturbations and intrinsic thermal fluctuations,

and there are certain situations, where the strong external

perturbations can lead to some changes in the internal

structure of the system and thus may be correlated with

each other as well. Thus, the effect of correlation in FHN

neural model with non-Gaussian and multiplicative signal

needs to be investigated.

In this paper, we introduce noise correlation to FHN

model with non-Gaussian noise and multiplicative signal.

The approximate Fokker–Planck equation is obtained by

the path integral approach and unified colored noise

approximation. Based on the corresponding Fokker–Planck

equation, explicit expressions of the stationary probability

distribution function (SPDF), the mean first passage time

(MFPT) and signal-to-noise ratio (SNR) are obtained by

using the theory of SNR in the adiabatic limit.

2. FHN neural model

2.1. Stationary properties of the model

The dynamical equation of FHN model is given by [22]

dv

dt
¼ vða� vÞðv� 1Þ � w; ð1Þ

dw

dt
¼ bv� rw; ð2Þ

where, in the neural context, v is a fast variable denoting

the neuron membrane voltage and w is a slow or recovery

variable, which is related to the time-dependent

conductance of the potassium channels in the membrane;

0\ a\ 1 is essentially the threshold value; b and r are

positive constants. For the sake of simplicity, we have

taken r = 1. By means of the adiabatic elimination

method, the one-dimensional Langevin equation for the

FHN model can be obtained as [22]

dv

dt
¼ vða� vÞðv� 1Þ � bvþ nðtÞ: ð3Þ

The potential function,

UðvÞ ¼ 1

4
v4 � aþ 1

3
v3 þ aþ b

2
v2 ð4Þ

Corresponding to Eq. (3), there are two stable states:

v1 = 0, which represents the neurons of cells in the resting

state. v2 ¼ aþ1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða�1Þ2�4b
p

2
, which represents the neurons of

cells in the excited state and an unstable state:

vu ¼ aþ1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða�1Þ2�4b
p

2
. In its bistable regime, i.e., b\ ða�1Þ2

4
.

If we consider the external environmental fluctuation and

the intrinsic thermal fluctuation, the dimensionless form of

the one-dimensional Langevin equation (Eq. 3) reads:

dv

dt
¼ vða� vÞðv� 1Þ � bvþ vA cosðxtÞ þ vgðtÞ þ nðtÞ:

ð5Þ

where A and x are amplitude and frequency of the periodic

signal, respectively. And all variables are normalized. g(t)

is non-Gaussian white noise and its statistical properties are

described by [23]

dgðtÞ
dt

¼ � 1

s
dVqðgÞ

dg
þ 1

s
eðtÞ: ð6Þ

Here

VqðgÞ ¼
D

sðq� 1Þ ln 1 þ s
D
ðq� 1Þ g

2

2

� �

; gðtÞh i ¼ 0; ð7Þ

hg2ðtÞi ¼
2D

sð5�3qÞ ; q\ 5
3

1; 5
3
� q\3

(

where e(t) and n(t) are Gaussian white noise and their

statistical properties are given by:

heðtÞi ¼ hnðtÞi ¼ 0; heðtÞeðt0Þi ¼ 2Ddðt � t0Þ; ð8Þ

hnðtÞnðt0Þi ¼ 2Qdðt � t0Þ; hnðtÞeðt0Þi ¼ 2k
ffiffiffiffiffiffiffi

DQ
p

dðt � t0Þ:
ð9Þ

Here Q is the intensity of the additive noise n(t); D is the

intensity of e(t); k is the correlation strength between

multiplicative and additive noise; and s is the correlation

time of non-Gaussian noise g(t). Using the path integral

approach [24], the non-Gaussian noise can be written as

dgðtÞ
dt

¼ � 1

seff

gðtÞ þ 1

seff

e1ðtÞ; ð10Þ

Here, e1(t) is Gaussian white noise and its statistical

property is as follows:

he1ðtÞi ¼ 0; he1ðtÞe1ðt0Þi ¼ 2Deffdðt � t0Þ; ð11Þ

where seff is an effective correlation time of noise and Deff

is an effective intensity of noise:

seff ¼
2ð2 � qÞ
5 � 3q

s; Deff ¼
2ð2 � qÞ2

5 � 3q
D: ð12Þ

Parameter q is the deviation of non-Gaussian noise from

Gaussian behavior. When q ? 1, g(t) approximates as

colored Gaussian noise that its associated time is seff and

noise intensity is Deff. Using the unified colored noise

approximation [25], Eq. (5) takes the form:

oqðv; tÞ
ot

¼ � o

ov
½AðvÞqðv; tÞ� þ o2

ov2
½BðvÞqðv; tÞ�: ð13Þ
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in which

BðvÞ ¼ gðvÞ
cðvÞ

� �2

;

AðvÞ ¼ f ðvÞ
cðvÞ þ

ffiffiffiffiffiffiffiffiffi

BðvÞ
p ffiffiffiffiffiffiffiffiffi

BðvÞ
p

� �0
;

f ðvÞ ¼ vða� vÞðv� 1Þ � bvþ vA cosðxtÞ;

gðvÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2Deff þ 2k
ffiffiffiffiffiffiffiffiffiffiffiffi

DeffQ
p

vþ Q

q

;

cðvÞ ¼ 1 � seff ½�2v2 þ ðaþ 1Þv�:

Thus, SPDF qst(v) can be derived from Eq. (13) in the

adiabatic limit as

qstðvÞ ¼
N
ffiffiffiffiffiffiffiffiffi

BðvÞ
p e

�VðvÞ
Deff : ð14Þ

where N is normalization constant. V(v) is the effective

potential function and its form follows

VðvÞ ¼ �
Z

1

v2 þ 2k
ffiffiffiffiffiffiffiffiffi

Q
Deff

v
q

þ Q
Deff

vða� vÞðv� 1Þ½

�bvþ vAcosðxtÞ� 1� seff �2v2 þðaþ 1Þv
	 
� �

dv

¼ A1v
4 �A2v

3 þA3v
2 þA4vþA5 ln ðmþ vÞ2 þ n

h i

þ A6 arctan
mþ v

ffiffiffi

n
p

� �

� B1v
2 �B2vþB3 ln ðmþ vÞ2 þ n

� �h

þB4 arctan
mþ v

ffiffiffi

n
p

� ��

AcosðxtÞ;

in which d¼ Q
Deff

;m¼k
ffiffiffi

d
p

;n¼dð1�k2Þ;c1 ¼aþ1; c2 ¼
aþb;k1 ¼2seff ;k2 ¼ seffc1;k3 ¼1þseffc

2
1þ2seff c2;k4 ¼

c1þseffc1c2;k5 ¼ c2;A1 ¼ k1

4
;A2 ¼ 2mk1

3
þk2;A3 ¼ k3�ðn�3m2Þk1

2

þ3mk2;A4 ¼4mk1ðn�m2Þþ3k2ðn�3m2Þ �2mk3�k4;

A5 ¼ k1ð5m4�10m2nþn2Þþk3ð3m2�nÞþk5

2
�6k2mðn� m2Þþk4;A6 ¼

�k1mðm4�10m2nþ5n2Þ�3k2ðm4�6m2nþn2Þþk3mð3n�m4Þþk4ðn�m2Þ�k5m
ffiffi

n
p ;

B1 ¼ k1

2
;B2 ¼2mk1þk2;B3 ¼ k1ð3m2�nÞþ1

2
þk2;B4 ¼

k1mð3n�m2Þþk2ðn�m2Þ�m
ffiffi

n
p :

2.2. MFPT of the model

In this section, we are interested in the time from one stable

state to the other stable state under the influences of

environmental random perturbations. Random fluctuations

present in this system can induce transitions between these

two states. From this point of view, it is interesting to study

the MFPT of transition from one state (v2) to the other (v1).

MFPT is one of the basic quantities, which describe the

escaping problem. It is the average time that the system set

out from a steady state, passes through the potential barrier

and enters another potential well. Using the steepest-des-

cent approximation [26, 27], the explicit expression for

MFPT of the process v(t) to reach the state v2 with the

initial condition v(t = 0) = v1 is given by

T¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

U00ðvuÞU00ðv1Þj j
p exp

Vðv1Þ�VðvuÞ
Deff

� �

¼ 2p

3v2
u�2ðaþ1ÞvuþðaþbÞ

� �

3v2
1�2ðaþ1Þv1þðaþbÞ

� �

�exp
Vðv1Þ�VðvuÞ

Deff

� �

ð15Þ

Note that the above result is valid only when the intensity

of both types of noise, measured by Deff and Q, is small in

comparison with the energy barrier height [28, 29], that is

Deff ; Q\ V vuð Þ � V v1ð Þj j:

It provides the restriction on the parameters (such as

Deff, Q…). The following results in this study are restricted

to valid regions.

2.3. SNR of the model

To obtain the expression of SNR in terms of the output

signal power spectrum, the key problem is to calculate the

transition rate. In this paper, we consider the adiabatic

approximation [30, 31]. Therefore, we can obtain the

transition rates [26, 27]

Wv1!v2
¼ W1

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

U00ðvuÞU00ðv1Þj j
p

2p
exp

Vðv1; tÞ � Vðvu; tÞ
Deff

� �

;

ð16Þ

Wv2!v1
¼ W2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

U00ðvuÞU00ðv2Þj j
p

2p
exp

Vðv2; tÞ � Vðvu; tÞ
Deff

� �

;

ð17Þ

where U00 is the second derivative of U with respect to

v. Equations (15) and (16) are valid for asymmetric cases.

We state by considering a system described by a discrete

random dynamical variable v that adopts two possible

values: v1 and v2, with probabilities n1,2, respectively. Such

probabilities satisfy the condition n1 ? n2 = 1. The master

equation governing the evolution of n1 (or similarly for

n2 = 1 - n1) is

dn1

dt
¼ � dn2

dt
¼ W2ðtÞn2ðtÞ �W1ðtÞn1ðtÞ

¼ W2ðtÞ � ½W2ðtÞ þW1ðtÞ�n1ðtÞ; ð18Þ

where W1,2(t) are the transition rates out of the v1,2 states.

Since we assume that the signal amplitude is small enough
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(i.e., A � 1), the transition rates W1,2(t) can be expanded

up to the first order of A as

W1ðtÞ ¼ l1 � D1A cosðxtÞ; ð19Þ
W2ðtÞ ¼ l2 þ D2A cosðxtÞ; ð20Þ

where l1 ¼ W1jA cosðxtÞ¼0; l2 ¼ W2jA cosðxtÞ¼0, D1 ¼
� dW1

d½A cosðxtÞ�










A cosðxtÞ¼0
and D2 ¼ � dW2

d½A cosðxtÞ�










A cosðxtÞ¼0
.

Within the framework of the theory [30, 31], the

expression of SNR in terms of the output signal power

spectrum can be given by

SNR ¼ A2pðl1D2 þ l2D1Þ2

4l1l2ðl1 þ l2Þ
: ð21Þ

Here we take a = 0.5, b = 0.01.

3. Results and discussion

In Fig. 1, we study the effect of correlation strength k on

SPDF. As we can see, for a negative k value, the curve

shows a single peak region near v = 1, which illustrates

that probability of distribution of membrane variable

voltage is mostly in v = 1. However, when the value of

correlation strength is increased, the curves show a double-

peak structure (k = 0.05), which just are the positions of

two states in potential function U(v). As the value of cor-

relation strength continues to increase, the right peak dis-

appears. It is seen that correlation strength causes the

system to change from one peak to two peaks and then to

one peak; namely, the system undergoes a succession of

two phase transition-like phenomena as correlation

strength k is increased.

Figure 2 shows the effect of correlation time s on SPDF.

As shown in Fig. 2, for a small s, the curve shows a single

peak region near v = 0. As s increases, the height of peak

near v = 0 decreases. At the same time, a new peak

appears near v = 1. It can be said that correlation time

causes the system to change from one peak to two peaks;
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namely, the system undergoes a phase transition-like phe-

nomenon as s is increased. This peculiar role of noise

correlation time on the SPDF represents a new feature due

to the presence of noise correlation, with respect to the case

of absence of noise correlation, where the increasing of s
cannot induce a phase transition-like phenomenon [17]. In

addition, as s continues increasing, one can see that the

heights of two peaks are close to the same. The result

shows that the channel is open, which is conducive to the

transfer of information between the resting state and the

excited state.

Furthermore, we study the effect of multiplicative noise

intensity D on SPDF in Fig. 3. From Fig. 3, it is seen that

for small value of D, the curve exhibits a symmetric

bimodal structure. As D increases, the heights of two peaks

decrease and the right peak disappears. In other words, the

multiplicative noise intensity D can also induce a phase

transition-like phenomenon.

Figure 4 displays the effect of the noise correlation

strength k on MFPT. As we can see, when the noise

correlation strength k[ 0 (i.e., k = 0.2 and 0.8 in Fig. 4),

it is shown that the MFPT is monotonic and decreases with

increasing multiplicative noise intensity D. However, when

the noise correlation strength is smaller (i.e., k = -0.8,

and -0.5 in Fig. 4), the MFPT first increases, reaches a

maximum and then decreases with increasing multiplica-

tive noise intensity D. This maximum for MFPT identifies

the NES effect. Moreover, the maximum of MFPT

increases with decreasing noise correlation strength k, i.e.,

the decreasing k intensifies the NES effect. Our results

showed that, under smaller noise strength k, a critical

multiplicative noise intensity D exists at which the MFPT

induced by noise is a maximum. The NES effect has been

shown in previous investigations [32–35], which implies

that the stability of metastable or unstable states can be

enhanced by the noise and the mean lifetime of the meta-

stable state is longer than the deterministic decay time.

This resonance-like behavior contradicts the monotonic

behavior predicted by Kramers theory [36, 37].
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In Fig. 5, we have shown the effect of correlation time s
on MFPT. We can see that the curves are monotonic and

decrease as multiplicative noise intensity D increases.

Meanwhile, when fixed the multiplicative noise intensity

D, the curves stay the same with increasing correlation

time s.

In Fig. 6, we present the effects of correlation strength k
between the additive and multiplicative noises on SNR as a

function of multiplicative noise intensity D when all other

parameters are fixed. The existence of the maximum in

these curves is the identifying characteristic of SR phe-

nomenon induced by the multiplicative noise. One can

clearly see from Fig. 6 that the peak of SNR is decreased as

k increases, which means that the increasing of k can

weaken SR effect. In comparison with the case of absence

of non-Gaussian noise in which there is a critical effect on

SR phenomenon [38], one can see that the increasing k
plays a different role for the cases of non-Gaussian and

Gaussian noises.

Figures 7 and 8 display the effect of the additive noise

intensity Q on SNR as a function of the multiplicative noise

intensity D when all other parameters are fixed. The curves

of Fig. 8 are amplification of curves in Fig. 7. From Figs. 7

and 8, we can see that SNR shows a single peak structure

when Q = 0.008. However, as additive noise intensity

Q increases, it appears a double-peak structure, which

denotes SR effect in a broad sense [39]. More interestingly,

as Q increases, the height of left peak of SNR increases and

right peak of SNR decreases.

The effect of correlation strength k on SNR is shown in

Fig. 9. It is shown that the existence of a maximum in these

curves is the identifying characteristic of SR phenomenon

induced by the additive noise. One can see that the

increasing k plays a similar role on SR phenomenon

induced by the additive noise as that induced by the mul-

tiplicative noise. That is, the decreasing of k can weaken

SR effect. But the position of the maximum shifts to a

smaller value of Q as k increases.
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In Fig. 10, we present the effects of multiplicative noise

intensity D on SNR as a function of addictive noise intensity

Q when all other parameters are fixed. One can see that there

is a single peak when D = 0.05. As the multiplicative noise

intensity D increases, it shows a maximum value and a

minimum value. The minimum value forms a suppression

platform, which shows inhibition phenomenon. However,

the maximum value corresponds to SR. Meanwhile, the

height of resonance peak decreases with D increasing,

implying that the increasing of D weakens SR. Compared

with the case of absence of noise correction [21], one can find

that the increasing D represents a new feature of SR phe-

nomenon due to the presence of noise correction.

We have plotted the SNR as a function of k in Figs. 11–

13. Figure 11 presents the effect of correlation time s on

SNR as a function of correlation strength k when other

parameters are fixed. One can see from Fig. 11 that SNR as

a function of k shows a single peak structure and the height

of single peak increases with the increase in s, which

means that the increase in s enhances the output SNR. The

influence of deviation parameter q on SNR is plotted in

Fig. 12. The results are totally different from that in

Fig. 11. One can see that the increasing q can weaken SNR.

Meanwhile, we can also find the position of single peak

shifts to a smaller value of k as the deviation parameter

q increases. Figure 13 shows the effect of amplitude A of

the multiplicative signal on SNR. We can see that the

amplitude A can enhance SR effect.

4. Conclusions

In this paper, we have discussed the effect of correlation in

FHN neural model with non-Gaussian noise and a multi-

plicative signal. Firstly, Fokker–Planck equation is calcu-

lated by using the approximation of the probability density

approach and then, the explicit expression of SPDF is

obtained. The effects of correlation strength k, correlation

time s and multiplicative noise intensity D on SPDF are

studied. It is shown that correlation strength k can induce a

succession of two phase transition-like phenomena and

correlation time and multiplicative noise intensity can

induce a (single) phase transition-like phenomenon. Sec-

ondly, we obtain the explicit expression for MFPT. We find

that MFPT exhibits a maximum, which identifies the NES

effect when correlation strength k\ 0. At last, we obtain

an explicit expression for SNR by using the existing theory

[17, 18]. The existence of a maximum in the SNR is the

identifying characteristic of SR phenomenon. We observe

that correlation strength k weakens SR effect. Meanwhile,

we also find that the inhibition phenomenon and double SR

occur under different noise strengths. Moreover, we find

that the changes of multiplicative noise intensity and

additive noise intensity bring different effects, which make

the system generate a variety of phenomena.
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