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Abstract
So far, many methods have been proposed to classify items based on ABC analy-
sis, but the results of these methods have had relatively low compliance with the 
principles of ABC. More precisely, collective value and sometimes the number of 
items belonging to each category in the methods provided do not meet the basic 
requirements of ABC called Pareto’s principle. In this study, a number of hybrid 
methodologies including Shannon’s entropy, TOPSIS (the technique for order pref-
erence by similarity to ideal solution) and goal programming are respectively used 
for determining the weight of criteria which are effective in the inventory items clas-
sification, calculations of each item value and its classification based on Pareto’s 
principle. To this end, the value of each item as well as classification of inventory 
items is calculated based on Pareto’s principle. The performance of the proposed 
method is evaluated through (1) statistical analysis, (2) checking the percentage of 
similarity with other methods and (3) comparison with another method in terms of 
the number and value allocated to each class. The results confirm the capability of 
the listed method.
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1 Introduction

Firms and factories in the world, no matter how small they are, may keep an amount 
of goods as inventory in storage [1]. The number and variety of goods increase with 
increased demand and corporate activity. These items are generally divided into 
three categories: raw materials, semi-manufactured products, and finished goods. 
Inventories are usually kept with many goals such as flexibility in production, sched-
uling, and reducing costs including the cost of shortages and storage [2].

For organizations that keep thousands of items of inventory, paying equal atten-
tion to all items is irrational. Managers need classification to better control these 
items. ABC analysis is a widely used and the most comprehensive classification 
technique of inventory [3]. The main purpose of ABC analysis is to focus on tight 
control of class A items, less control of class B items, and very low control of class 
C items [4]. Conventional ABC analysis follows the 80/20 law of Pareto [5]. Accord-
ing to this law, class A is the mostly valued class by having 60–80% of the total 
value with 10–20% of inventory; class C with the value between 5 and 15% while 
having 50–60% of inventory has the least significance among the classes. From 20 
to 25% of items belonging to class B, values close to 30% can be achieved [6].

In traditional classification, items are classified based on annual dollar usage. 
However, in addition to the value of annual consumption, there are other measures 
important in inventory management. Among these, lead-time, obsolescence, and 
availability can be pointed out [6–8]. As the number of criteria increases, so does 
the need to use multi-criteria decision-making (MCDM) methods to classify items 
[9]. So far, many studies with different methods and criteria have been carried out 
for ABC analysis. All previous studies conducted on ABC analysis have focused 
their attention on two issues, namely using different qualitative and quantitative cri-
teria as well as increasing accuracy in calculating the value of each item. The base 
of these studies is calculating the value of each item according to different param-
eters and the final classification based on the resulting value.

In addition to these two issues, determining the number and value of each class 
of the classification is of the requirements of ABC analysis. In most research con-
ducted in this field, items related to each class are determined qualitatively. This 
means that after the score is calculated for each item, according to various criteria, 
the decision makers, based on experience, determine the percentage of items related 
to each class and rank them. This kind of classification ignores the limitation of the 
number of items and the total value in Pareto’s principle. This means that in final 
classifications, one of the two mentioned criteria usually becomes the base and clas-
sification is performed on that basis. With this purpose, in this study, it is attempted 
to offer a model by combining MCDM methods so that, in addition to calculating 
the value of each item with different qualitative and quantitative criteria, it has the 
ability to satisfy Pareto’s law limitations.

The reminder parts of this paper are organized based on the description below. 
In Sect. 2, the literature is reviewed. In Sect. 3, the methods used in this study are 
described and the mathematical model which classifies inventory items is presented. 
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In Sect.  4, using the information of some studies, the proposed model is run and 
evaluated, and finally in Sect. 5, the conclusion and future research are presented.

2  Literature review

For the first time, Flores and Whybark [6, 10], using the joint criteria matrix, raised 
the issue of the multi-attribute inventory classification. The suggested method is 
appropriate when two criteria are considered for classification. Flores et al. [11] pro-
pounded an approach that merged the clustering method with operations constraints. 
Partovi and Hopton [12] as well as Gajpal et al. [13] presented the analytical hierar-
chy process (AHP) method to address ABC inventory analysis. Considering differ-
ent qualitative and quantitative parameters and not requiring plenty of measurements 
are the advantages of this methodology. Ramanathan [3] proposed a weighted linear 
optimization model to classify inventory items. In this research, a weighted additive 
function was used to obtain the score of the performance of inventory items. Ng 
[7] proposed a linear optimization model for the multiple criteria inventory clas-
sification (MCIC). The proposed model converts all the criteria of inventory items 
into a scalar score. Bhattacharya et al. [14] used TOPSIS to classify inventory items 
in a company in India. They determined the effectiveness of the proposed method 
by the analysis of variance (ANOVA) technique. Zhou and Fan [15] proposed the 
R-model for classification of inventory items. This model that is the improved ver-
sion of Ramanathan’s model uses two sets of weights for each item.

Tsai and Yeh [16] suggested the particle swarm optimization (PSO) algorithm 
for the inventory classification. They considered three objectives including minimiz-
ing costs, maximizing inventory turnover ratios and maximizing inventory correla-
tion for classification of inventory items. Chu et al. [17] proposed a new inventory 
control approach called the ABC-fuzzy classification (ABC-FC). The strengths of 
this approach are the ability to handle variables with either nominal or non-nominal 
attribute and its easy application. Rezaie [18], to improve the model provided by 
Ramanathan [3], developed a model that is able to rank items with an optimal score 
of 1 using a cross-efficiency technique. Hadi-Vancheh [19] conducted a study to 
extend the Ng-model [7] for classifying inventory items. The extended model, that is 
a nonlinear programming, determined the most favorable weights within the feasible 
region for each item. Hadi-Vancheh and Mohamadghasemi [1] in their study pro-
posed the fuzzy analytical hierarchy process (FAHP) and data envelopment analysis 
(DEA) to calculate weights of criteria and scores of items, respectively. Inventory 
items in this study were classified under four criteria including annual dollar usage, 
limitation of warehouse space, average lot cost and lead time. Xiao et al. [20] pre-
sented an algorithm which classifies inventors into three classes using the lost profit 
of item/itemset. Chen [9] proposed an alternative approach to MCIC. He first com-
pared all real items with two virtual items, i.e. the positive ideal item (PII) and nega-
tive ideal item (NII), and then calculated an overall performance index for classifica-
tion of inventory items using relative closeness (RC) index derived from TOPSIS.

Torabi et  al. [21] presented a DEA-like model for the ABC inventory classifi-
cation. The proposed model can consider both quantitative and qualitative criteria. 
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Annual dollar usage, average unit cost, critical factor and lead time are the four crite-
ria used in this research. Kabir and Akhtar Hasin [22] proposed an FAHP approach 
which determines the weight of criteria in MCIC problems. To accredit the pro-
posed model, 351 raw materials of the switch gear section of Energypac engineering 
limited (EEL), a large power engineering company in Bangladesh, were classified in 
their study. Kiris [23] applied the fuzzy analytical network process (FANP) and sim-
ple additive weighting (SAW) for the MCIC problem. They categorized inventory 
items based on 16 criteria categorized into five categories including price, critical-
ity, storage ability, procurement process, and maintenance. Kabir and Akhtar Hasin 
[24] proposed a hybrid model including FAHP and ANN for classification of inven-
tory items. Unit price, annual demand, criticality, last use date and durability are the 
criteria used in their study. Lolli et al. [25] introduced a new hybrid MCIC method 
for the inventory classification based on AHP and the K-means algorithm. Annual 
dollar usage, critical factor and replenishment lead time are the three factors used in 
their study. Soyla and Akyol [26] used a classification scheme based on a linear util-
ity function to classify inventory items. For this purpose, a linear programming (LP) 
was presented with the objective of minimizing average classification errors over 
the reference set. Park et  al. [27] used the cross-evaluation-based weighted linear 
optimization (CL-WLO) model for classification of inventory items. They classified 
47 items based on three criteria including average unit cost, annual dollar usage, and 
lead time.

Hatefi and Torabi [28] applied a novel methodology which used the concept of 
the common weight linear optimization model for solving the MCIC problem. The 
proposed method reduced the number of required LP models for the ABC inven-
tory items classification problem. Kaabi and Jabeur [29] used two TOPSIS models 
with two different distance metrics (first order and second order metrics) and a com-
bination of the weights of subjective–objective criteria for the inventory classifica-
tion. They used the variable neighborhood search (VNS) and AHP to calculate the 
weights of the two types of criteria. Kartal et al. [30] applied three MCDM methods 
(SAW, AHP and Visekriterijumsko Kompromisno Rangiranje (VIKOR) integrated 
with machine learning for solving the MCIC problem. Douissa and Jabeur [31] used 
Elimination and Choice Expressing Reality III (ELECTRE III), as well as entropy 
and continuous variable neighborhood search (CVNS) techniques for classification 
of inventory items. Accordingly, the ELECTRE III method was used to compute 
the global score of each item, CVNS estimated the ELECTRE III parameters and 
the entropy method was applied to calculate the criteria weights. Kaabi and Alsuli-
mani [32] suggested a hybrid multi objective genetic algorithm TOPSIS (MOGA-
TOPSIS) approach for the inventory classification. Through the proposed approach, 
first, a set of feasible optimal solutions was generated and then, using TOPSIS, an 
optimal solution was selected. Hadi-vencheh et  al. [33] proposed a hybrid model 
including TOPSIS and Gaussian interval type-2 fuzzy sets (GIT2FSs) for the ABC 
inventory classification. They used two linear programs to determine the weights 
of criteria in this research. Rauf et al. [34] applied the TOPSIS method for solving 
the MCIC problem. Four criteria including average unit cost, average annual usage, 
critical factor and lead time were used in this research for classification of inventory 
items.
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In general, the conducted studies can be categorized into two groups: MCDM and 
multi objective decision making (MODM). MCDM methods such as AHP, ANP, 
TOPSIS, and ELECTRE III were used for (1) increasing the accuracy of classifica-
tion in compared to the previous methods, (2) considering various quantitative and 
qualitative criteria, (3) considering the trade-off between criteria, and (4) consider-
ing linguistic variables in the weighting process of criteria. By reviewing studies on 
MODM, we can point out that they were used to (1) increase the accuracy of previ-
ous models, (2) optimize the number of items and (3) minimize the error values in 
each item by using combination methods and paying attention to the impact of items 
on each other.

As the literature review reveals, simultaneously considering the value and num-
ber of items in the problem of classifying inventory items is a main issue which has 
been neglected in previous studies. In this study, for the first time, a hybrid meth-
odology is presented which solves the MCIC problem so that the maintained issue, 
Pareto’s principle, is covered as much as possible.

3  Methods used in the study

The present study is conducted to provide an appropriate model for ABC analysis. 
Components of the proposed model are shown in Fig. 1. The first step in the pro-
posed model is to determine criteria related to ABC analysis. The important criteria 
are determined according to the decision-making environment and decision makers’ 

Identifying criteria

Determining weight of each criterion

Determining value of each item

Clustering items

Using shannon's entropy

Using TOPSIS

Using goal programming

Fig. 1  Methods used in this study
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ideas. The second step is to determine the weight of each criterion. In the proposed 
model, the weight of each criterion is determined by Shannon’s entropy.

The third step is to determine the value of each item according to various quan-
titative and qualitative criteria. In this step, using TOPSIS, all items are evaluated 
and ranked. After the value of each item is determined, items require to be classi-
fied. Classification should be based on Pareto’s law and taking into account both 
the number and value of the criteria. The need to have a minimum deviation of the 
quantity of each criterion on each floor leads to the use of goal programming for 
this purpose. Thus, in the fourth step, items are classified using goal programming 
in three classes of A, B and C. The proposed goal-programming model is presented 
below.

3.1  Shannon’s entropy

In MCDM problems, knowing the relative weight of the existing criteria is a major 
step forward in the process of problem solving. Among the methods available, Shan-
non’s entropy is one of the most popular methods for calculating the weight of cri-
teria [35]. Entropy in the social sciences, physics, and information theory is a con-
cept used to measure uncertainties. As the entropy of information becomes more, 
its value will be less and vice versa. Entropy is also used in decision-making in the 
same sense. Thus, as a criterion has more uncertainty (or less entropy), it has more 
weight and importance. Therefore, by calculating the uncertainty in criteria, one can 
determine the weight of criteria. Among the properties of Shannon’s entropy is its 
flexibility in acceptance or non-acceptance of sometimes contradictory comments 
made by decision makers. Steps necessary to calculate the weight of each criterion 
using the entropy technique are given below [36, 37].

3.1.1  Step one: normalization

One multi-attribute problem can be fully defined in form of a matrix. Suppose that 
there are m items and n evaluation criteria. The decision matrix (D) is an m × n 
matrix whose xij element represents the value of the j-th criteria for the i-th item

To normalize the elements of the matrix, Eq. 2 is used

(1)D =

⎛⎜⎜⎜⎝

x11
x21
…

xm1

x12
x22
…

xm2

…

…

…

…

x1n
x2n
…

xmn

⎞⎟⎟⎟⎠
.

(2)Pij =
xij∑m

i=1
xij

∀ i and j.
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3.1.2  Step two: determining the value of entropy for each criterion

After normalizing the decision matrix, the value of entropy (ej) for each criterion is 
obtained by Eq. 3

In the above equation, K is equal to:

3.1.3  Step three: calculating the amount of deviation for each criterion

By determination of entropy for each criterion, the criterion deviation of j-th (dj) can 
be achieved from Eq. 5:

3.1.4  Step four: calculating the weight of each criterion

The weight of the j-th criterion (wj) is obtained from Eq. 6

The number obtained from the above equations is a parameter that describes 
the degree of importance of each criterion. As is clear, higher amount of criterion 
entropy causes the criterion to have much less importance. If a decision-maker con-
siders a special weight (λj) beforehand based on experience or based on the existing 
methods such as AHP for the j-th criterion, then, the new weight wj′ is calculated as 
follows

3.2  TOPSIS

TOPSIS is a widely used method in multi-attribute decision-making that ranks m 
alternatives according to n criteria. Hwang presented TOPSIS for the first time. 
In this method, alternatives are assessed based on proximity to positive and nega-
tive ideal points and then an alternative with maximum proximity to the positive 
ideal point and maximum distance from the negative ideal point is selected [38]. 
Among the advantages of using this method are simplicity and producing solution 

(3)ej = −k

m∑
i=1

Pij ⋅ Ln
(
Pij

)
∀j.

(4)k =
1

Lnm
.

(5)dj = 1 − ej.

(6)wj =
dj∑n

j=1
dj

∀j.

(7)w�
j
=

�jwj∑n

j=1
wj�j

∀j.
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compatible with prioritization (ability to yield an indisputable preference order) 
[39]. Steps required to prioritize alternatives by TOPSIS are given below.

3.2.1  Step one: normalizing the decision matrix

Consider the decision matrix (D) in the previous section. To normalize the elements 
of this matrix (rij), Eq. 8 is used

In normalizing the decision matrix (D) elements, the normalized matrix R is 
obtained (see Eq. 9)

3.2.2  Step two: weighting the normalized matrix

In order to enter the importance of criteria in the evaluation process, the predeter-
mined weight of each criterion (wi) using Eq. 10 is multiplied in the elements of the 
R matrix. The result is the normalized weighted matrix (Y) below

3.2.3  Step three: determining positive and negative ideal solutions

The positive ideal point ( A+
i
;i = 1, 2,… , n ) A+ is obtained from the maximum 

amount of alternatives in each positive criterion (or from the least value in each 
negative criterion) in the matrix Y. The negative ideal point A− ( A−

i
;i = 1, 2,… , n ) 

is obtained from the minimum amount of alternatives in each positive criterion (or 
from the maximum value in each negative criterion) in the matrix Y. Equations 12 
and 13 show how to calculate either of the amount listed

(8)
rij =

xij�∑m

i=1
x2
ij

�1∕2
∀ i and j.

(9)R =

⎛
⎜⎜⎜⎝

r11
r21
…

rm1

r12
r22
…

rm2

…

…

…

…

r1n
r2n
…

rmn

⎞
⎟⎟⎟⎠
.

(10)yij = wj ⋅ rij ∀ i and j

(11)Y =

⎛⎜⎜⎜⎝

y11
y21
…

ym1

y12
y22
…

ym2

…

…

…

…

y1n
y2n
…

ymn

⎞⎟⎟⎟⎠
.

(12)A+
j
=
{(

min
i

yij|j�C
)
,

(
max

i
yij|j�B

)
|i = 1, 2,… ,m

}

(13)A−
j
=
{(

max
i

yij|j�C
)
,

(
min
i

yij|j�B
)
|i = 1, 2,… ,m

}
.
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In the above equation, B and C denote the set of positive and negative criteria, 
respectively.

3.2.4  Step four: obtaining the value of distances

At this stage, distance from each positive and negative ideal point ( S−
i
 and S∗

i
 ) is 

obtained from Eqs. 14 and 15, respectively

3.2.5  Step five: calculating how near the options are to the ideal solution

This step solves the similarities to an ideal solution by Eq. 16:

3.3  Goal programming

Goal programming is a prominent planning tool for multi-objective decision analy-
sis with features such as achieving several goals simultaneously based on the prior-
ity-rating [40]. Charnes and Cooper introduced this programming for the first time. 
Goal programming attempts to combine the logic of optimization with the require-
ments of decision-makers to satisfy several goals. This model includes several goals 
simultaneously and is set based on minimizing deviations from the targets. The main 
advantage of goal programming is in removing or fading weak human argument 
during programming and decision-making [41]. The mathematical formula of goal 
programming is presented below:

where fk (x) is the function of the k-th goal, and gk is the aspiration level of the k-th 
goal.

For classification of inventory items based on value and quantity, we present a 
goal programing mode which uses the result of Shannon’s entropy and TOPSIS 
as parameter. The mathematical model determines the class of each item. All the 

(14)S
∗
i
=

[
n∑
j=1

(yij − A+
j
)2

]1∕2

∀i

(15)S
−
i
=

[
n∑
j=1

(yij − A−
j
)2

]1∕2

∀i.

(16)Cli =
d−
i

d−
i
+ d+

i

∀i.

(17)
Minimize

m∑
k=1

||fk(x) − gk
||

Subject to ∶ X�F, (Fis a feasible set)



548 OPSEARCH (2019) 56:539–562

1 3

parameters and decision variables applied in the proposed model are presented in 
Table 1. The proposed model including explanation is presented as follows:

3.3.1  Objective function

In the proposed model, the objective function (Eq. 18) refers to minimizing devia-
tions from the goals

3.3.2  Constraints

The set of constraints considered in the proposed method is as follows:

3.3.2.1 The total value of items belonging to each class Constraints 19–21 decrease 
the deviation of value that belongs to each class. Based on Eqs.  19–21, the ideal 
value belonging to classes A, B and C is respectively TPA, TPB, and TPC percent of 
the total value of inventory items, which is satisfied by minimizing the amount of 
d−
1
, d−

2
, d−

3
, d+

2
, d+

2
and d+

3
 in the objective function

(18)Min d−
1
+ d+

1
+ d−

2
+ d+

2
+ d−

3
+ d+

3
+ d−

4
+ d+

4
+ d−

5
+ d+

5
+ d−

6
+ d+

6
.

(19)
N∑
i=0

nN−i × pN−i × AN−i + d−
1
− d+

1
= TPA

N∑
i=1

ni × pi

Table 1  The criteria, parameters, and decision variables used in the model

Symbols Explanations

i The index to rank items
N All items which have different value (the last rank)
TPA The value of items belonging to class A (in percent)
TPB The value of items belonging to class B (in percent)
TPC The value of items belonging to class C (in percent)
TNA The number of items belonging to class A (in percent)
TNB The number of items belonging to class B (in percent)
TNC The number of items belonging to class C (in percent)
pi The value of item or items related to the i-th row (the i-th rank)
ni The number of items with the same value that should be placed in one class
dk

− Negative deviation from the k-th goal (K = 1, 2, …, 6)
dk

+ Positive deviation from the k-th goal (K = 1, 2, …, 6)
Ai The binary variable that, if the item (s) of the i-th (the i-th rank) row belongs to class A, has a 

value of one, and otherwise zero
Bi The binary variable that, if the item (s) of the i-th (i-th rank) row belongs to class B, has a 

value of one, and otherwise zero
Ci The binary variable that, if the item (s) of the i-th (i-th rank) row belongs to class C, has a 

value of one, and otherwise zero
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3.3.2.2 The number of  items belonging to each class Constraints 22 and 23 guar-
antee that the number of items belonging to each class have the minimum deviation 
from their aspirations, i.e. TNA, TNB, and TNC for classes A,B, and C, respectively. 
These concepts are satisfied by minimizing d−

4
, d−

5
, d−

6
, d+

4
, d+

5
and d+

6
 in the objective 

function

3.3.2.3 Classification rules The value of each item categorized into class A should 
be greater than or equal to the value of each item in class B; moreover, the value of 
each item categorized in class C should be less than or equal to each item in class B. 
Constraints 25–27 satisfy the maintained rules.

Subject to:

4  Numerical analysis

Numerical analysis of the model is performed in two separate parts. The first part is 
related to the validation of the model in terms of percentage of similarity of the car-
ried out classification compared with other research. To this end, the information of 
the article by Yu [5] is used. The mentioned study has examined 47 items according 

(20)
N∑
i=1

ni × pi × Bi + d−
2
− d+

2
= TPB

N∑
i=1

ni × pi

(21)
N∑
i=1

ni × pi × Ci + d−
3
− d+

3
= TPC

N∑
i=1

ni × pi.

(22)
N∑
i=0

nN−i × AN−i + d−
4
− d+

4
= TNA

N∑
i=1

ni

(23)
N∑
i=1

ni × Bi + d−
5
− d+

5
= TNB

N∑
i=1

ni

(24)
N∑
i=1

ni × Ci + d−
6
− d+

6
= TNC

N∑
i=1

ni.

(25)Ai ≤ Ai+1 ∀i

(26)Ci ≥ Ci+1 ∀i

(27)Ai + Bi + Ci = 1 ∀i

(28)A,Band C�{0, 1}
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Table 2  The performance of the 47 items in the four criteria

Items Average unit cost Critical factor Annual dollar usage Lead-time

1 49.92 1 5840.64 2
2 210 1 5670 5
3 23.76 1 5037.12 4
4 27.73 0.01 4769.56 1
5 57.98 0.5 3478.8 3
6 31.24 0.5 2936.67 3
7 28.2 0.5 2820 3
8 55 0.01 2640 4
9 73.44 1 2423.52 6
10 160.5 0.5 2407.5 4
11 5.12 1 1075.2 2
12 20.87 0.5 1043.5 5
13 86.5 1 1038 7
14 110.4 0.5 883.2 5
15 71.2 1 854.4 3
16 45 0.5 810 3
17 14.66 0.5 703.68 4
18 49.5 0.5 594 6
19 47.5 0.5 570 5
20 58.45 0.5 467.6 4
21 24.4 1 463.6 4
22 65 0.5 455 4
23 86.5 1 432.5 4
24 33.2 5 398.4 3
25 37.05 0.01 370.5 1
26 33.84 0.01 338.4 3
27 84.03 0.01 336.12 1
28 78.4 0.01 313.6 6
29 134.34 0.01 268.68 7
30 56 0.01 224 1
31 72 0.5 216 5
32 53.02 1 212.08 2
33 49.48 0.01 197.92 5
34 7.07 0.01 190.89 7
35 60.6 0.01 181.8 3
36 40.82 1 163.28 3
37 30 0.01 150 5
38 67.4 0.5 134.8 3
39 59.6 0.01 119.2 5
40 51.68 0.01 103.36 6
41 19.8 0.01 79.2 2
42 37.7 0.01 75.4 2
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to the four criteria including average unit cost, annual dollar usage, critical factor, 
and lead-time data. Information on the items in any of the listed parameters is pro-
vided in Table 2. According to the availability of the criteria, the first step to use the 
proposed model is to calculate the weight of each criterion.

Based on the output from Shannon’s entropy, the greatest weight is for critical 
factor whereas the least weight belongs to the lead-time criterion (see Table  3). 
After calculating the weight, it is time to evaluate the items according to the four 
criteria listed.

TOPSIS is used for this purpose. The value obtained by TOPSIS for each item is 
rounded to four decimal numbers and set in Table 4. Since the items with the same 
value should be placed in one class, a column called the number of repetitions is 
considered in Table 4.

The number shown in this column means the number of items with the same 
value. In order to determine the scope of each class according to Pareto’s law, goal 
programming is used. Information on the model parameters is set in Table 5.

Based on the carried-out classification, of the 47 items available, 10 items are in 
class A, 11 items in class B and 26 items in class C (see Table 6).

After classification, it is time for validation of the model. Validity of the proposed 
model is evaluated in three ways. The first method is the use of the multivariate anal-
ysis of variance (MANOVA) and discriminant analysis (DA). These two tests are 
carried out with the purpose of assessing whether the separation between the items 
is statistically significant. In MANOVA, the hypothesis is investigated regarding 
the equality of the vector of the means of the three obtained categories. In Table 7, 
MANOVA results are listed based on the values of Wilkes, Hotelling and the largest 
root. According to the results of this test, the aforementioned hypothesis is rejected. 
Thus, at least one of the existing categories has an acceptable difference in terms of 
the mean of one or more criteria of the surveys compared to the other categories.

Table 2  (continued)

Items Average unit cost Critical factor Annual dollar usage Lead-time

43 29.89 0.01 59.78 5
44 48.3 0.01 48.3 3
45 34.4 0.01 34.4 7
46 28.8 0.01 28.8 3
47 8.46 0.01 25.38 5

Table 3  The weight of the criteria

Criterion Average unit cost Critical factor Annual dollar usage Lead-time

Weight 0.112133 0.430596 0.405649 0.051622
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Table 4  Ranking the items and 
their value

Rank (i) Items Value (pi) Number of 
repetitions 
(ni)

1 41 0.0111 1
2 46 0.0173 1
3 47 0.018 1
4 42 0.0211 1
5 43 0.0237 1
6 37 0.0255 1
7 44 0.0281 1
8 34 0.0296 1
9 26 0.0316 1
10 45 0.032 1
11 25 0.0335 1
12 30 0.035 1
13 33 0.0352 1
14 40 0.0365 1
15 35 0.0372 1
16 39 0.0384 1
17 27 0.0535 1
18 28 0.0542 1
19 29 0.0822 1
20 38 0.0944 1
21 31 0.0976 1
22 20 0.0995 1
23 22 0.1005 1
24 19 0.1014 1
25 17 0.1026 1
26 18 0.1034 1
27 16 0.1095 1
28 12 0.1194 1
29 14 0.1278 1
30 36 0.1728 1
31 32 0.1743 1
32 21 0.1766 1
33 23 0.1824 1
34 8 0.1871 1
35 15 0.1903 1
36 11 0.1926 1
37 13 0.1995 1
38 10 0.2161 1
39 7 0.223 1
40 6 0.2299 1
41 9 0.2575 1
42 5 0.262 1
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In DA, presence or absence of difference between classes is examined based on 
values obtained by the items in the criteria. In fact, in DA, function or functions of 
the variables on which the classification is based are presented, and then the statisti-
cal significance of this function or functions is investigated. If significant, at least 
one of the extracted functions can refer to the existence of distinction between the 
categories. According to the description given, of the two functions extracted, the 
first function with statistic value is significant (P value), meaning that a proper dis-
tinction is created between the categories (see Table 8).

The second method determines the degree of overlap between the results of the 
model and those of other methods and compares them with each other. For this pur-
pose, the classification presented in this study is compared with the classification of 
four other methods (see Table 9) in terms of similarities.

The method is to evaluate the percent of similarity with other methods and then 
compare the similarity of the proposed method with the other methods of the groups. 
Table 10 shows the results of similarity compared to the other methods.

It should be noted that each of these four methods, using different criteria, clas-
sifies items listed in Table 2. In 10 comparisons carried out, the number of times to 
which the proposed method had more similarity was 8, and only in one case, with 
difference of only 9%, the proposed method had less percent of similarity.

The third section is devoted to the validation of knowledge in terms of number 
and value of each class. According to Table 11, class A valued at more than 51% of 
21% of the total items is in the first place, followed by class B with values close to 
28% from 23% of the items and class C with values of 20% of more than 55%.

Table 4  (continued) Rank (i) Items Value (pi) Number of 
repetitions 
(ni)

43 4 0.2987 1
44 3 0.3788 1
45 1 0.4112 1
46 2 0.4156 1
47 24 0.6619 1

Table 5  The goal programming 
model’s parameters

Parameters Quantity

N 47
TPA 0.7
TPB 0.22
TPC 0.1
TNA 0.15
TNB 0.3
TNC 0.55
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Table 6  Classification of the 
items

Items Classes

24 A
2 A
1 A
3 A
4 A
5 A
9 A
6 A
7 A
10 A
13 B
11 B
15 B
8 B
23 B
21 B
32 B
36 B
14 B
12 B
16 B
18 C
17 C
19 C
22 C
20 C
31 C
38 C
29 C
28 C
27 C
39 C
35 C
40 C
33 C
30 C
25 C
45 C
26 C
34 C
44 C
37 C
43 C
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In the proposed model, it is attempted to take into account Pareto’s law as much 
as possible. On this basis, regarding the class number criterion, class B, A and C 
have the minimum deviations of zero, 1.2, and 5%, respectively. Regarding the value 
criterion, classes C, B and A with deviations of zero, 0.2 and 9.7% are in the posi-
tion from one to three, respectively. This classification has less deviation compared 
to similar studies. To illustrate this claim, the classification in the study by Bhat-
tacharya et al. [14] using TOPSIS can be noted, and its results can be compared with 
the classification of the proposed model. Table  12 shows the criteria and perfor-
mance of 50 alternatives used in Bhattacharya et al.’s study.

In the study by Bhattacharya et al., classes A, B and C with 20, 40, and 40% have 
the value of 26, 44.71 and 40%, respectively (see Table 13). This is while, using the 
proposed model, class A has 16% of the items with a value of 61%, class B has 28% 
of the items with a value of 23%, and class C has 54% of the items with a value of 
15%. As is evident, the existing deviations in the classification with Bhattacharya 
et al.’s method have far greater value and number than the model proposed in this 
study (see Table 14).

Table 6  (continued) Items Classes

42 C
47 C
46 C
41 C

Table 7  Results of MANOVA

Statistic Value F value Hypothesis df Error df P value Significance

Pillai’s trace 0.900 8.588 8.000 84.000 0.000 *
Wilks’ lambda 0.149 16.291 8.000 82.000 0.000 *
Hotelling’s trace 5.376 26.881 8.000 80.000 0.000 *
Roy’s largest root 5.314 55.801 4.000 42.000 0.000 *

Table 8  Results of DA Test of 
func-
tions

Wilks’ lambda Chi square df P value Significance

1 0.149 80.869 8 0.000 *
2 0.942 2.549 3 0.467 –
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Table 9  Classification of the 
items according to different 
methods

Items Classification based on

Sug-
gested 
model

Tradi-
tional 
ABC

AHP Optimal score Scaled score

24 A C A C C
2 A A A A A
1 A A A A A
3 A A C A A
4 A A C B A
5 A A B B A
9 A A A B A
6 A C C A A
7 A A C C B
10 A A B C A
13 B B A A A
11 B C B C C
15 B B A C C
8 B A C B B
23 B C A B B
21 B B A C C
32 B C B C C
36 B C B B C
14 B B B B B
12 B C B A B
16 B C C C C
18 C B A B C
17 C B B C C
19 C C B A B
22 C B B C C
20 C C C C C
31 C C B B B
38 C C C C C
29 C A B A A
28 C B C B B
27 C C C C C
39 C C C B B
35 C C C C C
40 C B C C B
33 C C C A B
30 C C C B C
25 C C C C C
45 C B B B B
26 C C C C C
34 C C C A B
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5  Conclusions and future research

The ABC multi-criteria classification can be useful for companies that are faced 
with a large number of various inventory items. Regarding the ABC classification, 
many models have been proposed. However, in most of these models, either the final 
classification is based on the number of factors or the value belongs to each class. 
This is while taking into account both the listed criteria is of the requirements of the 
ABC classification. This article has attempted to use methods that provide a multi-
attribute model in the classification of items to cover both the mentioned criteria to 
the extent possible. The first step is to calculate the value of each item in the model 
using Shannon’s entropy. The second step is to determine the value of each item 
and rank it using TOPSIS. Simultaneous use of Shannon’s entropy and TOPSIS for 

Table 9  (continued) Items Classification based on

Sug-
gested 
model

Tradi-
tional 
ABC

AHP Optimal score Scaled score

44 C C C C C
37 C B C C C
43 C B C C C
42 C C C C C
47 C B C C C
46 C C C C C
41 C C C B C

Table 10  Percentage of similarity in different methods

Methods Amount of similarity with

Scaled score Optimal score AHP Traditional ABC

Suggested model 61.7 48.9 59.5 59.5
Traditional ABC 59.5 44.6 48.9 –
AHP 51 48.9 – –
Optimal score 70.2 – – –

Table 11  Fractional analysis of each class

Classes Percentage of 
items in each 
class

percentage 
of acceptable 
items

percentage of 
deviation in 
quantity

Percentage of 
value in each 
class

percentage 
of acceptable 
values

percentage of 
deviation in 
value

A 21.2 (10–20) 1.2 51.3 (60–80) 9.7
B 23.4 (20–25) 0 28 30 2
C 55.3 (50–60) 0 20.5 (5–15) 5.5
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Table 12  Bhattacharya et al.’s study information

Items Criteria

Storage cost Perishability of 
items

Consumption rate Lead-time Unit cost

1 3.5 0.5 216 4.5 1108.29
2 2.1 1 24.9 2.5 370
3 6.7 1 666.5 4.5 88
4 12 1 249.4 3.5 1144
5 3 1 874.55 4.5 318.4
6 12 1 86.3 3.5 1081.76
7 12 0.75 20 4.5 3730.6
8 2.1 0.67 418 3.5 65
9 3 1 50,262.5 4 75.08
10 2.1 1 1000 4.5 25
11 12 1 4935.78 4 2413.72
12 12 1 109 4 2134
13 12 0.75 873.6 7 1062.37
14 3 1 25.8 3.5 186.04
15 3 1 4.6 3.5 560
16 12 0.83 73 4.5 761.08
17 11.5 1 11.7 3.5 45.3
18 3 1 7.9 3.5 316
19 2.1 1 39.4 3.5 270
20 3 1 139.6 3.5 576.8
21 11.5 1 2.1 3.5 800
22 11.5 1 55.9 3.5 181.3
23 12 0.67 1234.1 1 39.54
24 2.1 1 194.3 1 148.33
25 2.1 0.75 140 4.5 768.98
26 3 1 11.7 3.5 360
27 11.5 1 232.3 3.5 55
28 2.1 1 4.6 4.5 1100
29 11.5 1 4511.3 4.5 233.68
30 3 1 121.8 4.5 340.2
31 12.8 1 6930 4.5 2006
32 12.8 0.5 11,860.3 4.5 2006.13
33 2.1 0.5 14.6 4.5 1442
34 11.5 1 1685.4 4.5 62
35 3 1 492.3 4.5 237.2
36 11.5 1 3820.4 4.5 274.92
37 2.1 1 2.5 4.5 988.88
38 3 0.75 38.3 4.5 1838
39 2.1 1 7.9 2.5 3306.3
40 3 1 21 4.5 2038.61
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Table 12  (continued)

Items Criteria

Storage cost Perishability of 
items

Consumption rate Lead-time Unit cost

41 6.7 0.83 848.5 4.5 277.47
42 6.7 1 742.3 4.5 222.74
43 3.5 1 240.4 7 575.45
44 3.5 1 129.5 4.5 228.16
45 2.1 1 9.04 5.5 526.88
46 12.8 1 1214.2 4.5 188.66
47 12.8 1 14,116.9 4.5 80.25
48 6.7 1 573.5 4.5 66.95
49 12.8 1 10,623.6 7 66.95
50 6.7 0.83 195 4.5 118.45

Table 13  Classification of the 
items by the two methods

Items Suggested model Bhattacha-
rya et al.’s 
method

9 A A
47 A A
32 A A
49 A A
31 A A
11 A B
7 A B
29 A C
36 B A
39 B B
12 B C
13 B A
46 B C
4 B C
34 B A
6 B B
23 B B
16 B C
40 B C
21 B C
27 B A
22 B B
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Table 13  (continued) Items Suggested model Bhattacha-
rya et al.’s 
method

38 C B
17 C A
33 C B
1 C C
41 C B
28 C C
42 C C
3 C B
48 C B
37 C B
50 C B
25 C B
5 C C
10 C B
43 C C
20 C B
15 C B
45 C C
35 C C
30 C C
26 C B
44 C C
18 C B
2 C C
8 C B
19 C C
14 C C
24 C C

Table 14  Classification analysis of the two methods in terms of percent using Bhattacharya et  al.’s 
method and the proposed model

Suggested model Bhattacharya et al.’s method

Classes Items Deviation 
in quantity

Value Devia-
tion in 
value

Classes Items Deviation 
in quantity

Value Deviation in value

A 16 0 61 0 A 20 0 26 34
B 28 1 23.6 6.4 B 40 15 44.71 14.71
C 54 0 15.3 0.3 C 40 10 29.2 14.2
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weighting and evaluating alternatives leads to ranking of items with correct distance 
from each other. After determining the value of each item, they should be classified. 
The final classification is carried out using goal programming. In order to assess the 
proposed model, three methods of statistical analysis are used to determine the simi-
larity in classification compared with other methods as well as bit-to-bit analysis in 
each class. Given that the proposed model performs classification in terms of Crisp 
state, the use of fuzzy logic in any part of the model to enhance the accuracy of the 
results is suggested as future activities in undertaking research in this area.
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