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Abstract In the past decade, the explosive growth of social media has led to the

emergence of a wide variety of information sources that can significantly impact

individual level decision making processes. This has resulted in an increasing

availability of unstructured textual data and automated evaluation of opinions,

attitudes, and emotions has been accepted as an indispensable analytical tool in

diverse domains. Consequently, there is a strong need to understand the underlying

technical aspects of this emerging new field of analysis. In the current paper we

address this need by reviewing the state of the art in sentiment analysis, summarize

some of the important recent applications of sentiment analysis and offer future

directions for further research. This paper differs from earlier reviews in a number

of ways: first, it offers preliminary technical exposition of various techniques fol-

lowing a simple classification scheme so as to help potential future users to develop

overall understanding of this rapidly developing field; second, it discusses in greater

detail some of the more recently proposed techniques to solve a set of problems in

specific management domains; third, it also presents some examples to elucidate

how combining sentiment analysis techniques with conventional econometric

approaches can help us solve business specific problems. The main goal of this

paper is to generate more interest about this interesting new domain among man-

agement researchers.

Keywords Pre-processing � Sentiment analysis � Financial sentiment � Customer

sentiment

& Soumya Mukhopadhyay

soumyam@iima.ac.in

1 Indian Institute of Management, Ahmedabad 380015, India

123

OPSEARCH (2018) 55:221–250

https://doi.org/10.1007/s12597-017-0328-3

http://orcid.org/0000-0003-2882-2770
http://crossmark.crossref.org/dialog/?doi=10.1007/s12597-017-0328-3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s12597-017-0328-3&amp;domain=pdf
https://doi.org/10.1007/s12597-017-0328-3


1 Introduction

With the advent of online technologies and social media, individuals are

increasingly sharing their views and opinions through the Internet. Consequently,

a wide variety of information sources are influencing individual level decision

making process, and this in turn is affecting their behavior in business, socio-

political and personal contexts. The increasing impact of public opinion is being felt

by policy makers and business managers alike. As a result, monitoring and

understanding the opinion dynamics and taking appropriate corrective actions are

emerging as dominant activities that can make or mar the future of any entity having

a public interface. The past one and half decades have witnessed the emergence of a

number of techniques to detect, extract and classify opinions, sentiments and

attitudes concerning different topics, from large structured and unstructured textual

content. These techniques, often called sentiment analysis or opinion mining,

essentially focus on offering automated means to study of people’s opinions,

attitudes, and emotions toward entities, individuals, issues, events, topics and their

attributes using computational and statistical approaches [1]. The sheer amount of

data available from public sources makes it a formidable task to monitor and

analyze the available information through purely manual efforts. Moreover, human

intervention also introduces various types of cognitive biases into the analysis

process. Objective automated opinion mining tools (e.g. natural language process-

ing, polarity analysis, textual analysis etc.) can help us overcome these inherent

cognitive limitations of manual approaches and make effective decisions.

Therefore, it is not surprising that automated sentiment detection systems have

emerged as an indispensable tool in diverse domains in order to achieve wide

variety of goals like assessment of political mood, development of market

intelligence, determination of customer satisfaction, sales and business predictions.

determination of financial market sentiments etc. [2–4]. For example, with the

growth of e-commerce and review sharing platforms like Amazon, IMDB,

epinions.com, TripAdvisor etc., business entities across the globe have started

taking active interest in using sentiment analysis and text mining techniques to

understand consumers’ requirements and design their offerings accordingly.

Opinions contributed by consumers in blogs, forums, and product related websites

are providing managers an avenue to learn consumers’ preferences, market trends

and competitors’ reactions. Social networks (e.g. Facebook, Twitter etc.) are

generating massive amount individual level information about billions of users,

which can be used to develop algorithms that can predict behavioral patterns with

extreme accuracy. A similar trend is sweeping the socio-political scene where

online media is slowly displacing conventional communication channels [5, 6].

Common people are increasingly getting actively involved in issue based

discussions and sharing their views in a way that can be accessed by millions of

others. Emerging technologies are slowly creating an environment where individual

level opinions are increasingly initiating changes at a global scale. Much of the

information generated in the online environment contain highly unstructured textual

data that often requires context specific treatments. Therefore, there is a need to
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understand various approaches that can be used to analyze and utilize such

information. In the current paper we attempt to address this need by reviewing the

state of the art in sentiment analysis, summarizing the recent trends and offering

future directions for further research.

This paper differs from existing reviews [1, 7, 8] in a number of ways. First, it

offers preliminary technical exposition of various sentiment analysis techniques

following a simple classification scheme so as to help potential future users of these

techniques. Second, rather than giving an abstract overview of a large number of

approaches this paper discusses in greater detail some of the more recently proposed

techniques to solve a set of problems in specific management domains. Third, it also

presents some examples to show how combining sentiment analysis techniques with

conventional econometric approaches can help us solve business specific problems.

2 Sentiment analysis

2.1 Definition

The main goal of opinion mining is to extract opinions from unstructured text using

algorithmic, statistical or a mixture of both techniques. Sentiment analysis is

essentially concerned with the following fundamental elements: the entity or the

target that is being evaluated (e.g. a Hotel), the attribute of the target at which the

opinion is directed (e.g. service quality or food), the polarity of the opinion (e.g.

positive, negative or neutral), the opinion holder (e.g. the individual consumer) and

the date when the opinion was emitted. Formally, an opinion is defined as a tuple

ei; aij; hk; sijkl; tl
� �

where ei is the ith entity, aij denotes the jth aspect of entity ei at

which the opinion is directed, hk is the kth opinion holder, sijkl is hk’S opinion

polarity (or sentiment) towards aspect aij of entity ei at time tl [9]. An opinionated

document d 2 D contains opinions of a set of opinion holder’s opinions about a

number of entities. Therefore, the main objective of sentiment analysis is to find all

the opinion tuples ei; aij; sijkl; hk; tl
� �

in a given document, across a set of documents

or across many sets of documents. As stated earlier, the opinion polarity sijkl can be

generally defined in terms of three levels: positive, negative or neutral.

2.2 Process flow

The basic process of sentiment analysis consists of a series of preliminary steps that

includes data acquisition, text preprocessing and feature selection. These initial

Data 
Acquisition 

Text Pre-
processing 

Feature 
Selection 

Sentiment 
Analysis 

Fig. 1 Basic process flow of sentiment mining
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steps are followed by actual sentiment classification process. The overall process

flow of a typical sentiment or opinion mining is described in Fig. 1.

2.2.1 Data acquisition

In the data acquisition phase, the corpus or the text documents are acquired using

either an Application Programming Interface (API) or by employing Web Crawlers

[10]. In the API based approach, data is collected using a broad range of clients (e.g.

browsers and mobile devices) through appropriate HTTP protocols. These data

acquisition strategies are easy to implement; however, they may have accessibility

limitations (e.g. Twitter REST API imposes a rate limit of 180 requests/15-min).

Moreover, many websites do not provide the API interface for public consumption.

In contrast, crawler-based approaches offer virtually unrestricted access to topically-

relevant content. However, the text collected through crawlers are often noisy and

its data structure is prone to change with the change in the design of the target

website. Moreover, the design of web crawlers must obey the etiquette protocols by

minimizing the frequency and extent of overlap between consecutive requests.

These requirements impose a constraint on how much data can be collected within a

given span of time. Apart from these two most popular approaches, many firms also

generate a large amount of opinionated unstructured text through their customer

interfaces. For example, many independent e-Sellers (e.g. Myntra in India), online

marketplaces (Flipkart, Amazon etc.) and intermediate aggregators (e.g. TripAd-

visor) provide in-built interfaces through which customers can contribute their

opinions and reviews about different products. These interfaces can generate a lot of

opinionated textual corpus that can be analyzed through sentiment classification in

order to generate business relevant knowledge.

2.2.2 Text pre-processing

Data acquisition is followed by a text sanitization step that is intended to clean up

the text and format it in a manner that can be used for the subsequent steps of feature

extraction and sentiment/opinion classification. The usual steps involved in this

stage are as follows:

• Language detection In this stage the language used in the text is detected and

only the documents written in relevant language is identified and extracted from

the collection of text documents or corpora [11]. This is important because every

language has its own structural characteristics. Consequently, natural language

models are generally specific to a particular language and these models require

some extent of structural homogeneity for any meaningful analysis to be carried

out.

• Tokenization and lemmatization Most sentiment classification algorithms

operate on a bag-of-words assumption whereby the document is represented

as sparse vector of occurrence frequencies of its vocabulary (words). This

assumption disregards the grammatical structure and word-orders within the

document [12]. Accordingly, in the tokenization step, the document is broken
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down in terms of all the constituent words. Subsequently, each of these words

are converted to its invariant canonical form or ‘‘stem’’ in the lemmatization

step. This conversion is usually achieved through a morphological analysis but it

can also be achieved through a less rigorous stemming heuristic (e.g. Porter’s

stemmer [13]) to remove the word affixes.

• Stopword removal Many words (e.g. the, that, of etc.) in any language (e.g.

determiners, coordinating conjunction and prepositions in English) are used to

impose a structure rather than to contribute meaningfully to the underlying

expression and emotion. These words are called stopwords and they can be

safely removed from a document without any significant detrimental impact on

final opinion analysis [14, 15]. The process of removing these words is called

stopword removal. This step can reduce the computational resources needed to

analyze the corpora.

• Part-of-speech (POS) tagging In this step each word is labeled with its

associated part of speech (i.e. noun, verb, adjective, adverb and preposition).

POS tagging is often useful for further processing like dependency parsing or

machine learning. The identification of adjectives and adverbs are also

sometimes useful for determining opinion polarity and subjectivity.

As the process flow suggests, the text pre-processing step is followed by feature

or aspect extraction and selection step. This step is presented below with a specific

focus on the approaches that have been most frequently used in past research works.

2.2.3 Feature extraction/selection

The definition of sentiment classification (presented in Sect. 2.1) suggests that the

main task of this process is to identify the polarity of an opinion held by opinion

holder (hK) that is targeted towards a specific (jth) aspect aij 2 ai1; ai2; . . .; aiJf g of

target entity ei. Therefore, one of the primary tasks is to identify these aspects. The

feature selection or aspect identification process is mainly concerned with this goal.

Most of these approaches aim to identify a smaller subset of variables that can

efficiently describe the underlying characteristics of the input data. The main

approaches of feature selection are as follows.

• Criterion based approaches

In these approaches, words are scored based on a suitable ranking criterion based on

their relevance. Subsequently, all words with a score below a predefined threshold

are removed. Therefore, in this approach, a feature selection criterion must be

determined which can measure the relevance of each word with reference to output

classes/labels. One way to define the relevance of a word is in terms of its

conditional dependence, i.e. a word that is conditionally independent of the output

class labels, can be considered irrelevant. Therefore, an appropriate ranking

criterion can be expressed in terms of the interdependence between the class labels

and the word under consideration. Accordingly, the most frequently used selection

criteria can be based on correlation, pairwise mutual information and Chi square
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estimate [16]. As expected, each of these criteria essentially measures the extent of

dependency between the class labels and the target variable or word. The correlation

based criterion is defined as follows:

RðiÞ ¼ covðxi;YÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðxiÞ � varðYÞ

p ; ð1Þ

where, xi is the ith variable (word), Y is the output (class labels), covðÞ indicates the

covariance and varðÞ denotes the variance. The next important criterion for feature

selection approach uses is Chi square statistic as a measure of dependency between

the class labels and the target word. The Chi square statistic of the word between

word x and class k is defined as:

v2 ¼ n � FðxÞ2 � pkðxÞ � Pkð Þ2

FðxÞ � 1 � FðxÞð Þ � Pk � ð1 � PkÞ
; ð2Þ

where n, Total number of documents; pkðxÞ, The conditional probability of class k

for documents containing word x; Pk, Overall fraction of documents containing

class k; FðxÞ, Overall fraction documents containing word x.

The pairwise mutual criteria also measure mutual dependency between two

variables in an information theoretic manner. Considering the Shannon entropy or

the uncertainty associated with the output Y is defined as

HðYÞ ¼ �
P

pðyÞ logðpðyÞÞ, the corresponding conditional entropy can be

expressed as HðYjXÞ ¼ �
P

x

P
y pðx; yÞ logðpðyjxÞÞ. Consequently, we can mea-

sure the extent of uncertainty reduction (IðY ;XÞ) in output Y by observing variable

X as IðY ;XÞ ¼ HðYÞ � HðY jXÞ. This provides a way to estimate the point-wise

mutual information MkðxÞð Þ as the ratio of true co-occurrences FðxÞ � pkðxÞð Þ of

class k and word x and their expected mutual co-occurrences PkðxÞ � F xð Þð Þ. Hence,

we can write:

MkðxÞ ¼ log
pkðxÞ
PkðxÞ

� �
: ð3Þ

The point-wise mutual information varies between - 1 to 1 depending on the

extent of dependency between Y and x. A distance based measure of mutual

information can also be derived using the Kullback–Leibler divergence between two

densities defined by the probability density functions f ð�Þ and gð�Þ:

Kðf ; gÞ ¼ f ðyÞ log
f ðyÞ
gðyÞ

� �
: ð4Þ

The ranking criterion based approach of feature selection is computationally less

demanding and it does not suffer from the problem of overfitting. However, it

suffers from the problem of redundancy, in that it often identifies subsets with more

than optimum number of variables that can adequately describe the underlying

characteristics of the input data.

• Latent semantic analysis
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Latent semantic analysis is an unsupervised learning technique that aims to uncover

underlying similarity among structures by first creating a rectangular term-

document matrix (Xt�d) from a large collection of text where the rows represent

individual words, columns represent the document and individual cells show the

frequency with which a specific term occurs in a document. Subsequently, these

frequencies are transformed into an inverse document frequency or entropy-based

score and a reduced-rank or truncated singular value decomposition

(i.e.X� Tk � Sk � DT
k ) is applied on this matrix. The k largest singular values and

their associated vectors generated by the Singular Value Decomposition (SVD)

process are retained so as to represent each document-term as a k-dimensional

vector in the derived space. Specifically, the rows in Tk represent the term vectors

and the rows in Dk represent the document vectors in a reduced latent semantic

space. Finally, similarities among entities (e.g. document–document, term–term and

term–document) are computed in this reduced-dimensional space. In effect, this

method transforms the text space to a new axis system that can explain the

variations in the underlying attributes values in terms of a linear combination of the

original word features. The main disadvantage of latent semantic analysis is that it

may not necessarily discover those features that would lead to the best separation of

the underlying document class-distributions.

2.2.4 Sentiment analysis

Once the data has been collected, pre-processed and a set of appropriate features or

aspects have been identified, sentiment analysis can be applied to find out the

opinion polarity sijkl. Sentiment analysis is essentially a process of classifying a

given text into two or more (e.g. ‘‘positive/negative’’ or ‘‘thumbs up/thumbs down’’)

opinion categories. It can also take the form of ordinal outputs such as number

‘‘stars’’ for a product etc. Moreover, the opinion determination can happen at

various levels of granularity such as words, sentences and documents. Sentiment

classification can be performed using either lexicon-based based or machine

learning (ML) approaches. The Lexicon-based approach requires human interven-

tions to create a set of annotated seed words that can be used in a subsequent

bootstrapping method that relies on synonym detection algorithms to create a larger

lexicon. This collection of known and precompiled sentiment terms called a

sentiment lexicon. Subsequently, either the strength or the probability of occurrence

of a sentiment word can be used for sentiment classification. The first approach is

called a dictionary-based approach while the second type of methods are called

corpus-based approach. However, it must be noted that, the much needed manual

intervention makes lexical based approaches costlier and less appropriate for most

of the large-scale sentiment mining exercises. The Machine Learning (ML)

approach, on the other hand, uses linguistic features of the text and it can further be

categorised based on whether it uses annotated data for training of the classifier

(Supervised ML) or not (Unsupervised ML). Following Medhat et al. [17], a broad

description of available classification schemes is presented in Fig. 2. We describe

each of these approaches in greater detail in subsequent subsections.
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• Machine learning based sentiment classification

Supervised ML approaches The supervised machine learning sentiment classifiers

can be categorized into two broad classes: linear classifiers and probabilistic

classifiers. Under the linear classifier category, we have support vector machine and

neural network based approaches. On the other hand, under probabilistic classifier

category, there are three major approaches available: Naı̈ve Bayes classifiers,

Bayesian networks and maximum entropy based classifiers.

Support vector machines (SVM) SVM’s were developed from Statistical

Learning Theory [18]. This is essentially a class of linear algorithms that tries to

find out a hyperplane that can optimally separate out the data into two more classes.

For a given n-dimensional input vector x~i ¼ ðxi1; xi2; . . .; xinÞ, a weight vector w~ ¼
ðw1;w2; . . .;wnÞ and an output value yi, the derived hyperplane can be defined as:

w~ � x~i � b ¼ 0: ð5Þ

The weight vector w~ ¼ ðw1;w2; . . .;wnÞ is determined using an appropriate

training process, and given these weights, the classification of a new input vector x~i

can be carried out based on whether w~ � x~i � b� 0 or not. We want to maximize the

distance between the parallel hyperplanes (or margins) by choosing appropriate

values of w and b (Fig. 3). These hyperplanes can be described by the equations:

Machine Learning 

Sentiment Analysis 

Lexicon Based 

Dictionary Based Corpus Based Supervised Unsupervised

BN ME NB SVM ANN

Probabilistic Classifiers Linear Classifiers 

Fig. 2 Approaches to sentiment analysis. (Reproduced with permission from Medhat et al. [17])
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w~ � x~i � b ¼ 1; and

w~ � x~i � b ¼ �1
ð6Þ

In order to have sufficient separation between the identified classes, we

additionally impose the following constraint:

w~ � x~i � b
� 1 if yi ¼ þ1

� � 1 if yi ¼ �1
: ð7Þ

Learning the SVM can now be formulated as the quadratic optimization problem

subject to linear constraints where there is a unique minimum:

min
w

1

2
wk k2

subject to yi w~ � x~ið Þ � b� 1 for i ¼ 1; 2; . . .N: ð8Þ

Considering a corresponding Lagrangian multiplier ai, the necessary conditions

for this optimization process are
oLða;w;bÞ

ow
¼ w�

P
aiyixi ¼ 0 and

oLða;w;bÞ
ob

¼
P

aiyi ¼ 0. Therefore, we get:

min
w;b

Lða;w; bÞf g ¼
X

ai �
1

2

X

i;j

aiajyiyjx
T
i xj ¼ ~LðaÞ: ð9Þ

Therefore, we need to find max
a

~LðaÞ subject to following conditions: ai � 0 and
P

aiyi ¼ 0. The corresponding values of w is given by
P

aiyixi and b ¼ w � xi � yi
when ai � 0. The classical SVM system assumes that a single hyperplane that the

dataset is linearly separable. For non-linear datasets, a Kernel function can be used

Fig. 3 Support vector machine.
(adapted from wikipedia)
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to map the data to a higher dimensional space in which it is linearly separable.

Subsequently, the classical SVM system can be used to construct a hyperplane in

this higher dimensional feature space. In other words, the product xTi xj in Eq. (9) can

be replaced by an appropriate kernel function Kðxi; xjÞ such as a polynomial kernel

(Kðxi; xjÞ ¼ ðxTi xj þ 1Þp for p[ 0) or a Gaussian RBF kernel

(Kðxi; xjÞ ¼ e�c xi�xjk k2

for c[ 0). Classical binary SVM systems can be also

extended to handle multi-class classification problems as well. For further

understanding the reader is encouraged to read some of classic texts in this area

[18, 19].

Artificial neural networks (ANN) The fundamental concept of artificial neural

networks (ANN) was developed by McCulloch and Pitts [20]. At a very basic level,

an artificial neural network is represented by a number of interconnected nodes

(neurons) that can take a set of inputs, process these inputs and generate a set of

outputs (Fig. 4). The basic processing unit of these networks is a neuron that can

generate neural impulses taking weighted sums of the input signals and transform-

ing them by applying a transfer function (f). The processing of the input signals

(stimuli) depends on the respective connection weights. The transfer function

accommodates for any possible nonlinearities. The learning ability in this setup is

achieved by modulating the weights through some predefined algorithms called

learning algorithms.

Referring to Fig. 4, the unidirectional the signal flow from inputs x1; x2; . . .; xn
leads to a neuron’s output signal flow (O) that is generated as follows:

O ¼ f
Xn

i¼1

wixi

 !

; ð10Þ

where wi is a weight vector and f ð�Þ is the transfer function. The output O is

classified according to a threshold (h) based rule. Accordingly, we can define:

W1 

W2 

W3 

Output
x

x

x

Of

Transfer  
Function 3

2

1

Fig. 4 Mechanism of artificial neuron
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O ¼ f
Xn

i¼1

wixi

 !
¼ 0; if wTx� h
¼ 1; if wTx\h

�
: ð11Þ

Extending this idea of the basic processing unit (or neuron), the overall

architecture of a neural network can be defined in terms of three interconnected

layers: input layer, hidden layer and output layer (Fig. 5). In case of feed-forward

networks, the signal flows strictly in the forward direction (i.e. from input to output

units) only. Recurrent networks on the other hand allows feedback connections

where signals can flow backwards. In most of the neural networks the connection

weights are updated through different learning approaches: supervised, unsuper-

vised and reinforcement learning. In supervised learning the network is fed with an

input vector and a set of desired responses. Subsequently, the errors between the

desired and actual response (produced by the neural network) for each node in the

output layer are used to modify the connection weights. The best known examples

of ANN are the perceptron algorithm, the delta rule, and the backpropagation

algorithm. In case of unsupervised learning approach, instead of using a priori set of

desired outputs, the ANN automatically discovers statistically salient features of the

input vector. Finally, in case of reinforcement learning, the system learns through

trials and identifies those actions that would maximize a reward signal. Once

trained, the learned rules defined in terms of these estimated weights can be used to

predict document class memberships.

Naı̈ve Bayes classifier (NB) The Naı̈ve Bayes classifier is the simplest and most

commonly used classifier. Bayesian inference was first applied in text classification

by Mosteller and Wallace [21]. Naı̈ve Bayes classification model works with the

Bag-of-Words (BOW) assumption that ignores the position of the word in the

document. Given a document d and a set of classes c 2 C, this model tries to find

out the class that has maximum posterior probability. Following the Bayes Rule, the

Fig. 5 Artificial neural network
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fundamental problem of a NB classifier is to find out the most likely class that a

document belongs to:

ĉ ¼ argmax
c2C

Pðc dj Þ ¼ argmax
c2C

PðdjcÞPðcÞ
PðdÞ ¼ argmax

c2C
Pðd cj ÞPðcÞ: ð12Þ

A document d can be assumed to be defined by a set of key words w1;w2; . . .;wn.

Further assuming that the probabilities P wi cjð Þ are conditionally independent given

the class c, the probability a document belongs to a class c is given by the class

probability multiplied by the product of the conditional probabilities of each word

for that class:

ĉ ¼ argmax
c2C

Pðw1; w2; . . .; wn cj ÞPðcÞ ¼ argmax
c2C

PðcÞ
Y

w

Pðw cj Þ: ð13Þ

In other words, we can write:

PðcÞ
Y

i

Pðwi cj Þ ¼ PðcÞ
Yn

i

countðwi; cÞP
i countðwi; cÞ

¼ PðcÞ
Y

i

countðwi; cÞ
Vc

: ð14Þ

Here countðwi; cÞ is the number of occurrences of word wi in class c, Vc is the total

number of words in class c and n is the number of words in the target document.

Now, Vc being a constant for given training set, it can be taken outside to get

PðcÞ
Q

i
countðwi;cÞ

Vc
¼ PðcÞ

Vn
c

Qn
i countðwi; cÞ. For any word absent from the training set,

the conditional probability of the word can be replaced by 1. Based on Eq. (13), the

maximum a posteriori decision rule or can be developed to assign a class label to

each document based on their respective word frequencies.

Maximum entropy (ME) classifier The maximum entropy based approach is

closely related to the Naı̈ve Bayesian classification. In case of ME classifier, an

indicator function (or joint feature) is defined for each word w and class c:

fiðd; cÞ ¼
1; if d belongs to class c and contains word w

0; otherwise

�
ð15Þ

The expected value of feature fi with respect to the model pðd cj Þ is given by:

PðfiÞ ¼
X

c;d

~pðdÞpðdjcÞfiðd; cÞ ¼
X

c;d

~pðd; cÞfiðd; cÞ: ð16Þ

where ~pðd; cÞ is the empirical distribution of the training data and it is equal to

~pðd; cÞ ¼ 1
N
ðgÞ, g being the number of times ðd; cÞ occurs in training dataset.

Subsequently, a weight (ki) is assigned to each of these joint features so as to

maximize the log-likelihood of the training data. This weight assignment is carried

out by using an iterative optimization algorithm. Given the feature weight vector

(k), the probability that a given document d belongs to class c is given by:
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pðc dj ; kÞ ¼
exp

P
i kifiðd; cÞ

� �

P
c exp

P
i kifiðd; cÞ

� � : ð17Þ

Once again, just like a Naı̈ve Bayes classifier, this probability rule can help

classify a given document by indicating its most probable class membership.

Bayesian networks (BN) In contrary to Naı̈ve Bayes or Maximum Entropy

classifiers, the Bayesian network model aims to capture the complete relationship

structure among a set of variables in terms of their conditional dependencies and

specify a complete joint probability distribution over all the variables. In general,

given a Bayesian network with n nodes x1; x2; . . .; xn, the corresponding joint

probability distribution is given by: Pðx1; x2; . . .; xnÞ ¼
Qn

i¼1 P xi PaðxiÞjð Þ, where

PaðxiÞ is the set of the probability distributions corresponding to the parents of node

xi. Bayesian Networks can often be represented adequately using directed acyclic

graphs. However, complete probabilistic treatments can prove to be computationally

expensive for most the real-life sentiment mining problems. Although, directional

separation or d-separation and Markov property assumptions can alleviate this issue

to an extent, BN is still used very infrequently in opinion mining.

Unsupervised sentiment analysis (Bayesian topic sentiment models) It is evident

from our discussion till now that sentiment analysis aims to classify documents into

a set of predefined categories. Supervised techniques archive this by using a large

number of pre-annotated training texts. However, creating pre-annotated training

documents is an expensive and time consuming task. Moreover, documents created

through human intervention inherently introduce biases into the training process.

Moreover, many domain specific sentiment models often fail to produce satisfactory

results in a different domain. Unsupervised learning tries to address these issues by

minimizing dependency on annotated training data. However, using unsupervised

approaches for sentiment analysis is a challenging task because the predictive

accuracy of these models barely beat the chance baseline. Recently Bayesian

approaches to unsupervised sentiment analysis have received a lot of attention,

because these models allow the inclusion of prior information into the model

estimation and can improve the prediction accuracy to a significant extent. Most of

the Bayesian unsupervised sentiment analysis models rely on Latent Dirichlet

Allocation [22] to jointly detect the underlying topics in a document and identify

whether the semantic orientation of the given text is positive, negative or neutral.

Latent Dirichlet Analysis (LDA) is a generative probabilistic framework that

automatically discovers hidden topics from the text by considering each document

from a corpus to be a mixture of topics. Each topic, in turn, is assumed to follow a

distribution over a fixed vocabulary terms. Accordingly, the LDA process can be

expressed by a simple plate notation presented in Fig. 6. In this graphical

representation a is a k-dimesional vector of symmetric Dirichlet priors, where k is

the number of underlying topics, b denotes the conditional probabilities of words to

topics, h is a document specific vector of topic probabilities, w is the observed

document specific vector of words and z is the document specific choice of topics

for each word.

Consequently, the generative process can be described as follows:
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• For each document d 2 D in collection D:

• Draw h�Dirichlet að Þ:

• For each word (wn) in a specific document d of length N:

• Draw a topic zn �Multinomial hð Þ
• Draw a word wn from a multinomial probability p wnjzn; bð Þ conditioned on

the topic zn.

This generative process leads to a joint probability of hd; zd and wd given

parameters a and b:

p hd; zd;wdja; b
� �

¼ p hdja
� �YN

n¼1

p zdnjhd
� �

p wd
n zdn; b
��� �

ð18Þ

Marginalizing out z and h leads to the probability of words in a document:

p wd a; bj
� �

¼
Z

p hd aj
� �YN

n¼1

X

zdn

p zdn hd
��� �

p wd
n zdn; b
��� �

dhd : ð19Þ

Consequently, the probability of all documents in the corpus is given by the

product of marginal distributions:

p D a; bjð Þ ¼
YD

d¼1

Z
p hd aj
� �YN

n¼1

X

zdn

p zdn hd
��� �

p wd
n zdn; b
��� �

dhd : ð20Þ

Now, the posterior of the hidden variables hd and zd for a given document d can

be expressed in terms of Eqs. (18) and (19)

Fig. 6 Latent Dirichlet allocation. The generative process. (Reproduced with permission from Blei et al.
[22])
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p hd; zd wd
�� ; a; b

� �
¼

p hd; zd;wd a; bj
� �

p wd a; bjð Þ : ð21Þ

However, the denominator of the posterior is not tractable as both variables hd

and zd are latent in nature and consequently the posterior expectation cannot be

calculated in a straight forward manner. Researchers have proposed a number of

ways to solve this problem beginning with variational Bayes inference, where the

generative model is expressed in terms of a simpler distribution without many

dependencies by removing the edges between h; z and w (Fig. 7).

Based on this simplified notation, the approximate posterior distrbuition takes the

following form:

qd hd; zd cd;ud
��� �

¼ q hd cd
��� �YN

n¼1

q znd un
d

��� �
; ð22Þ

where qð�Þ denotes an approximate posterior function and u denotes the variational

parameters. Using an EM (Expectation Maximization) algorithm the posterior can

now be calculated by iterating through the following alternating steps:

1. E(Expectation)-step: Find out the best approximate posterior function

qd hd; zd cd;ud
��� �

for each document

2. M(Maximaization)-step: Maximize the bounds of qð�Þ function with respect to a
and b

Although variational EM is the most frequently used algorithm for parameter

estimation in any model related to LDA, still in reality it is an approximation

method. Consequently, Gibbs based samplers have been proposed recently for

estimating LDA [23]. Gibbs approach is a Markov chain Monte Carlo (MCMC)

algorithm for sampling a sequence of approximate observations from a specified

joint probability distribution of two or more random variables

pðzÞ ¼ p z1; z2; . . .; znð Þ. The process begins by initializing state values for

Fig. 7 Latent
Dirichlet allocation. The
variational inference.
(Reproduced with permission
from Blei et al. [22])
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zi : i ¼ 1; . . .;Nf g and then iterating through a sampling process where each

variable zi is sampled from its conditional distribution with reference to the

remaining variables i.e. p zi z�ijð Þ. This procedure is repeated a number of times until

the samples begin to converge to the true target distribution.

The Gibbs sampling approach to LDA aims to find the latent document specific

topic portions (hd), the topic specific word distributions (u), and the probability of

topic z being assigned to a word wi denoted by zi. However, these topic index

assignments (zi) are sufficient to find out both hd and u. Therefore, in principle

these parameters (hd and u) can be integrated out so as to focus on just computing

the topic indexes (zi) given all other topic assignments to all other words. This

kind of Gibbs sampling scheme is called a collapsed Gibbs sampler (with both hd
and u being ‘‘collapsed out’’). Therefore, denoting all topic allocations other than

for zi by z�i, the following posterior probability can be defined up to a

normalizing constant:

p zi z�ij ; a; b;wð Þ ¼ p zi; z�i;w a; bjð Þ
p z�i;w a; bjð Þ / p zi; z�i;w a; bjð Þ ¼ p w; z a; bjð Þ: ð23Þ

Moreover,

p w; z a;bjð Þ

¼
ZZ

p z;w; h;u a; bjð Þdhdu ¼
ZZ

p ujbð Þp hjað Þp zjhð Þp w uz

��� �
dhdu

¼
Z

p z hjð Þp h ajð Þdh
Z

p w uz

��� �
p u bjð Þdu:

ð24Þ

Both the terms in Eq. (24) being multinomial with Dirichlet prior, using

conjugacy property it can be shown that

p w; z a; bjð Þ ¼
Y

d

B nd;� þ a
� �

B að Þ
Y

k

B nk;� þ b
� �

B bð Þ ; and ð25Þ

p zi z
�ið Þ�� ;w

	 

¼ p w;zð Þ

p w,z �ið Þð Þ ¼
p zð Þ

p z �ið Þð Þ �
p w zjð Þ

p w �ið Þ z �ið Þjð Þp wið Þ

/ n
�ið Þ
d;k þ ak

	 
 n
�ið Þ
k;w þ bw

P
w0 n

�ið Þ
k;w0 þ bw0

;

ð26Þ

where k represents the topic, nd;k indicates the number of words assigned to topic k

in document d and nk;w denotes the number of times word w is assigned to topic k.

Once the Gibbs sample is finished, the counts can be used to compute the latent

distributions hd and uk. This basic framework has been extended in many ways to

incorporate sentiment analysis. Joint Sentiment Topic model (JST) is one such

framework that tries to model the word generation for positive or negative sentiment

conditioned on topics [24]. The plate diagram for JST model is presented in Fig. 8.
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Compared to some of the existing semi-supervised methods JST shows significant

performance gain of between 10% to 20%.

Denoting a collection of D documents (d1; d2; . . .; dD) that are each associated

with a sequence of words ðw1;w2; . . .;wNd
Þ where each word is considered to be

from a vocabulary of distinct words 1; 2; . . .;V , JST tries to model S distinct

sentiments and T topic labels simultaneously. The corresponding generative

mechanism can be described as follows [24]:

• For each sentiment label l 2 1; . . .; Sf g, for each topic j 2 1; . . .; Tf g:, draw

ulj �Dirichlet kl � bTlj

	 

.

• For each document d, choose a distribution pd �DirichletðcÞ
• For each sentiment label lunder document d, choose a distribution

hd;l �DirichletðaÞ.
• For each word wi in document d

• Choose a sentiment label li �Multinomial pdð Þ
• Choose a topic zi �Multinomial hd; lið Þ
• Choose a word wi from a Multinomial distribution over words conditioned

on topic zi and sentiment label li denoted by ulizi

.

A very similar approach is also taken by Aspect Sentiment Unification Model

(ASUM) that, in contrast to JST, focuses on regional co-occurrence of the words in

a document by imposing a constraint that all the words in a given sentence must

originate from the same language model [25]. In some sense both ASUM and JST

are semi supervised in nature in that they use a small set of sentiment seed words.

Fig. 8 Joint sentiment/topic model plate diagram. (Reproduced with permission from Lin and He [24])
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There are several other models (e.g. Topic Sentiment Mixture (TSM) model, Multi-

Aspect Sentiment (MAS) model etc.) that extend the basic LDA model to model

topic and sentiment together [14, 26]. Very recently, researchers have proposed

more advanced methods based on text-based hidden Markov models, that can use a

sequence of words in training texts instead of a predefined sentiment lexicon to

classify implicit opinions [27].

Apart from machine learning based and lexical sentiment classifications, the

sentiment classification can be carried out using dictionary based and corpus based

classification methods also. Therefore, for the sake of completeness, we briefly

touch upon these two methods and cite some relevant literature.

• Dictionary-based approach

The dictionary based approach begins with small set of seed words collected

manually and recursively extends this initial word list by collecting related

synonyms and antonyms from appropriate dictionaries e.g. WordNet [28]. This

process continues till no new words can be found to be added to the seed word list.

However, the main weakness of these family of methods is in their inherent inability

to find domain and context specific opinion words. The Corpus-based approach tries

to solve the problem of finding context specific opinion words by relying on the

syntactic patterns of co-occurrences. In addition to WordNet, there are several other

dictionaries which have been developed to examine specific aspects of human

sentiment. Most prominent among them are: (1) Harvard General Inquirer [29], the

oldest manually constructed word list organized into 17 distinct semantic categories;

(2) SenticNet [30], an extension of WordNet consisting of words related to four

emotional dimensions (sensitivity, aptitude, attention, and pleasantness) and their

polarity; (3) the Valence Aware Dictionary for Sentiment Reasoning (VADER)

[31], developed specifically for shorter texts found in social media contexts; (4)

EmoLex [32] database that consists of word list related to particular emotions (e.g.,

anger, anticipation, disgust, fear, joy, sadness, surprise, and trust); (5) the Affective

Norms for English Words (ANEW) database [33], that includes affective norms for

valence, pleasure, arousal, and dominance; and (6) the SentiWordNet dictionary that

enriches the WordNet word list with three sentiment scores: positivity, negativity,

objectivity [34].

• Corpus-based approach

Augmenting the word search process with linguistic constraints, corpus-based

approach aims to find contextual opinion words and their opinion directions. The

extraction of opinion words and their sentiment polarity is often facilitated by

sequential learning algorithms such as Conditional Random Field (CRF) [35]. This

approach is suitable for creation and visualization of comparative relation maps that

are often used as an important tool in the area of enterprise risk management and

decision making. The two broad categories of corpus based sentiment analysis are:

statistical and semantic approaches. Statistical methods use a simple underlying

principle that the frequency of occurrence of a word in an annotated text corpus can

be a robust indicator of its polarity, i.e. words occurring more frequently in positive
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text are positive while words with higher frequency of occurrence in negative texts

are negative. Those words which have equal frequency across positive and negative

texts are neutral. On the other hand, semantic approach assigns similar sentiment

polarities to words that are semantically similar. Corpus based approaches often

adopt a mixture of tools such as pairwise mutual information (PMI) or its extensions

(sematic oriented PMI), Hownet-based similarity measures, Latent Semantic

Analysis (LSA), higher dimensional semantic spaces derived from lexical co-

occurrence patterns (e.g. Hyperspace Analogue to Language or Sentiment

Hyperspace Analogue to Language) etc. [36]. The corpus-based approach has been

used in a wide variety of contexts due to its ability to identify the domain specific

sentiments and their orientations, however, their dependency on corpus is an

inherent weakness of such methods. Given this overview of the overall opinion

mining process, we now move onto the next section that present a brief overview of

some significant research works that have applied text/sentiment mining in a wide

variety of managerial contexts.

3 Sentiment analysis in management research

3.1 Understanding market structure and customer perceptions

Understanding consumer sentiments regarding products and brands is an important

area of research as such knowledge can be used by firms to design their product and

service offerings, communication strategies and branding decisions. There is a large

body of research that handles these tasks using econometric and psychometric tools.

In most cases these tools rely on consumer responses collected through statistically

robust survey designs, field studies, or experimental setups. However, increasingly

user generated content is emerging as a dominant source of information that can be

effectively used by firms to handle these tasks.

Given its strategic implications, a number of studies have examined various

aspects of online opinion. These include how online evaluations affect demand [37],

how such content gets created [38], and how firms should strategically respond to

online consumer reviews [39]. Due to its informational richness, review text has

been successfully used to discover key product attributes [40], to make product

recommendations [41], and to determine market structure [42]. It has been

demonstrated that by analyzing the linguistic cues associated with deception it is

possible to weed out those product reviews which are written by reviewers who

have not actually tried the concerned product [43]. Studies have also shown that

even the affective content and linguistic style of the online text reviews can have a

significant effect on conversion rates [44]. More recently, researchers have utilized

online reviews to predict consumer’s purchase intention of durable goods [45] and

to infer ratings of different product attributes [46]. User generated content from

social networks such as Twitter has also been used for consumer insight mining

[47].

Research in this domain has also examined consumers’ behaviors [2], role of

social networks [48], and social influence [49]. Online textual content has been
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found to have significant impact on firm’s performance in terms of brand images,

purchase intentions, sales, return on investment [50], and stock prices [51, 52]. More

recently, researchers have focused on how brand specific sentiments differ across

various types on social platforms [3, 52]. From a methodological perspective,

modified LDA based topic models have been recently proposed that can effectively

analyze unstructured consumer reviews and identify consumer opinions at a

sentence level. These models have also been extended to accommodate opinion

stickiness where the reviewer talks about the same topic over a number of

consecutive sentences [53]. Such inertia across sentences needs to be handled

properly as it violates the independent and identical topic distribution assumption of

classical topic models such as LDA. Examination of interaction dynamics in virtual

communities and their underlying emotional antecedents have also attracted some

attention. Muniz and O’Guinn [6] find that consumers often choose to participate in

communities whose members share their interests and opinions. In a virtual

community the inclination to post a comment individual level goal (e.g. solving

problems or helping others by offering technical advice) and motivations that can

either be intrinsic satisfaction or social benefits such as reputation [54]. Such works

are important because many of the social media has emerged as an important

component of firm’s communication strategy.

3.2 Analysing financial sentiments

The concept of financial market sentiment has its root in the fundamental

assumption that investors decisions are driven by their sentiments [55]. The market

dynamics arise out of two factors: the transient sentiments of irrational traders (who

are subject to exogenous sentiment) and the limited ability of the rational

arbitrageurs to arbitrage. These limits arise because of several reasons: short time

horizons, the costs associated with trading or short selling, and the fact that betting

against irrational traders is inherently risky [56]. The vulnerability of the

sentimental or irrational investors towards exogenous sentiment makes their

behavior prone to outside information available from various sources such as

financial news, press releases etc. Past research has shown that financial news can

potentially affect the market [57] by impacting market returns [58, 59], intra-market

volatility [60], and the profitability of different types of portfolios [61].

Analyzing financial sentiments using linguistic and opinion mining techniques

has started drawing more research attention due to increasing acknowledgment of its

prominent role in influencing market dynamics. In an early paper in this direction

Knowles showed that the state of the financial market is often described in terms of

health metaphors [62]. More recently, there has been work applying various

sentiment analysis techniques to financial news analysis. Sentiments expressed in

stock discussion boards have been found to affect price level in a technology stock

index [63]. Specialized computational linguistics systems have been developed to

predict stock prices and market volatility [64]. It has been found that the extent of

pessimism in financial news column can significantly affect a company’s cash flow

[65, 66]. Tetlock and colleagues [67] used a dictionary based approach for sentiment

analysis to examine the relation between the Dow Jones Industrial Index and a
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pessimism index, specifically they utilized the General Inquirer Dictionary proposed

by Stone et al. [68] in their studies. However, despite arguing that opinion

sentiments can play an important role in determining the financial market dynamics

the results from this research domain is not always unanimous or conclusive.

Contrary to the findings of Tetlock [65], who suggest that textual sentiments can

effectively supplants information related to a firms’ fundamentals, Tetlock et al.

[67] finds that sentiment analysis does not provide any significant additional

information. Li [69] also reports that stock market fail to reflect the textual

information regarding firms’ future profitability available from the annual reports.

Sinha [70] finds evidence that the stock market generally underreacts to the news

sentiments. These contradictive results, however, are just an indication that our

understanding of opinion dynamics in financial market is still incomplete and there

is a strong need for further research in this field. In conclusion, it seems that textual

information can informationally enrich and augment the conventional measures

indicators of financial performance and play a significant role in determining market

movements. Consequently, in agreement with the strongest from of efficient market

hypotheses, a good financial market models might be justified to incorporate textual

sentiment as an additional factor along with other firm-level characteristics.

3.3 Examining accounting practices

Understanding the textual information in corporate disclosures is important for

financial accounting research. With significant advancement in the fields of

computational linguistics, text mining, and machine learning in the past 2 decades

accounting researchers have now access to powerful tools to understand financial

disclosures and corporate communications better. These communications often

indicate important managerial characteristics of the firm and thus have significant

implications for understanding managers’ behavioral biases and predicting corpo-

rate decisions. This argument is supported by past research in this field that suggests

that communication patterns during critical decision making processes can reveal

critical organizational characteristics and indicate firm’s future performances.

Recent findings also suggests that the level of optimism in earnings releases are

positively associated with the market’s short-term response [71]. In general, past

evidence indicates that the extent of pessimistic sentiment cues in the earnings

disclosures is correlated with lower future return on assets [72], while, the optimism

and certainty embedded in such announcements are positively associated with future

earnings and expected earnings uncertainty [73]. However, negative sentiment prior

to earning announcements has found to be inversely associated with earnings

surprise [74]. Based on these findings, it seems fair to conclude that firms’

fundamentals often determine the textual sentiment in corporate disclosures and it

does have the potential to offer additional information about firms’ future

performance that cannot be captured completely by conventional quantitative

measures. Consequently, incorporating textual sentiment as an additional covariate

along with usual firm-level fundamentals can prove to be a fruitful avenue for future

research.
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4 Future directions

Till now, we have seen how sentiment analysis can be defined, what are the basic

steps involved in the implementation of a sentiment analysis (SA) system, different

approaches to extract sentiment from a corpus of opinionated texts, and a brief

overview of various applications of sentiment analysis or opinion mining in

business domain. Now, we discuss a few possible future extensions of the existing

sentiment analysis techniques solve some very specific problems. In this section we

touch upon managerial issues related to customer and competition along with an

important methodological issue that need further attention.

4.1 Understanding customers

Conventionally the notion of customer driven marketing strategy development

depends on various tools to understand the perceptions and need of customers. The

success of these tools largely depends on input data that is collected through survey

instruments. However, such data often suffer from various biases introduced by the

survey tools. Therefore, an alternative approach would be to utilize data that is

voluntarily contributed by consumers. Online reviews offer such data but in the

form of an unstructured text. In specific, it can be argued that given a product

specific textual review, we can ideally extract various product specific aspects and

their respective sentiments from the text. Subsequently, the review specific overall

sentiment rdl associated with a review d contributed by reviewer l can be expressed

as weighted sum of latent sentiments regarding various product specific aspects. In

principle this is similar to a generative latent rating regression (LRR) model

proposed by Wang et al. [15]. The aspect identification part can be executed using a

Bootstrapping step that relies on Chi square based measure of dependencies

between aspects and words. At the end of the aspect segmentation process each

review d is associated with a word frequency matrix ðwdÞ that gives the normalized

frequency of words in each aspect. The LRR model treats wd as independent

variables and the overall rating r of the review as the dependent variable. Formally,

an aspect sentiment rating Xil is determined as follows:

Xil ¼
Xn

j¼1

xijlwdijl ð27Þ

where wdijl represents the frequency of jth term belonging to ith aspect in the dth

review contributed by lth reviewer and xijl represents the corresponding individual

specific term weights. Similarly, the overall rating rl associated with lth reviewer

can be assumed to follow a Gaussian distribution. Thus we have

rl �N
Xp

i¼1

bilXil; r
2

 !

ð28Þ

where Xil denotes the aspect (i) and subject (l) specific opinion rating and r2

indicates the uncertainty of the overall rating predictions. This basic modelling
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framework can be easily extended to incorporate a model based segmentation

approach using finite mixture models. Specifically, instead of assuming that all the

overall ratings are generated from a population level multivariate normal distribu-

tion with mean lb and covariance matrix Rb i.e.bl �Np lb;Rb
� �

, we can assume that

each customer l belongs to one of K segments. The distribution of parameter

heterogeneity in segment k 2 f1; 2. . .Kg assumed to follow a Gaussian distribution

with mean hk and variance- covariance matrix Kk:

P bl kj ; hk;Kkð Þ ¼ N hk;Kkð Þ: ð29Þ

Segment membership is assumed to be unknown, while the prior probability of

belonging to segment k is denoted by wk. In order to identify the model, the

probabilities are ordered: the first segment is the smallest, and the last segment is the

largest. This conceptualization induces a mixture model for the marginal

distribution of rl. Denoting an identity matrix by I and integrating out bl, it can

be shown that for a subject belonging to segment k:

rl ¼ Xlhk þ elðkÞ; and ð30Þ

V elðkÞð Þ ¼ r2I þ XlKkX
0
l : ð31Þ

Following standard Bayesian estimation approach we further assume following

priors for various parameters

P r2 r0; s0j
� �

¼ IG r2 r0

2
;
s0

2

���
	 


ð32Þ

P hk u0;V0jð Þ ¼ Np hk u0;V0jð Þ ð33Þ

P Kk f0;G0jð Þ ¼ IWp Kk f0;G
�1
0

��� �
; and ð34Þ

P w W0jð Þ ¼ ODirKðw W0j Þ: ð35Þ

The joint distribution of the proposed hierarchical Bayesian mixture model

becomes:
Y

l

Nðrl Xlbl;j r2Þ �
Y

l

Npðbl hkj ;KkÞ �
Y

k

Npðhk u0j ; V0ÞIWpðKk f0j ; G�1
0 Þ

�MNKðN Wj ÞODirKðW W0j Þ � IGðr2 r0

2

��� ;
s0

2
Þ:

ð36Þ

In above equations IG, IW, ODir, MN represent inverse Gamma, inverse Wishart,

Ordered Dirichlet and multinomial distributions respectively. Setting proper values

initial values for prior parameters r0; s0; u0;V0; f0;G0 and W0, the estimation

algorithm can now follow a standard Markov Chain Monte Carlo method such as a

Gibbs sampler or a Metropolis–Hastings algorithm. The main objective of this

extension is to show that sentiment analysis or a variant thereof, (i.e. in this case we

don’t treat sentiments in the conventional sense of positive or negative orientation
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but as a much more granular rating expression) can be applied solve real life

problems in customer management and marketing.

4.2 Developing competitive insight

Traditional corporate finance theories posit that firms faced with financial

constraints—broadly defined as frictions that prevent firms from funding all desired

investments have higher costs of external financing [75]. Financially constrained

firms preserve internal finance to generate funds for future investment opportunities.

Consequently, it can be argued that the way firms allocate funds across long term

(forward looking) decisions (e.g. R&D, new product development, branding) and

short term decisions (e.g. promotions) would also be dictated to a large extent by

their ability to generate funds. In other words, the expected relative intensity of such

decisions in these areas can be predicted beforehand if we can assess the extent of

financial constraint a priori. At a very basic level, this idea can be implemented

using the following linear model:

zt ¼ b0 þ
XJ

j¼1

b1jyt�j þ
XJ

j¼0

XF

f¼1

bf2jX
f
t�j þ

XJ

j¼0

XA

a¼1

ba3jS
a
t�j þ et: ð37Þ

The dependent variable zt denotes a latent performance indicator that the firm

management can assess but unobserved by outside world (e.g. the competitor), Xf is

a vector of control variables, and S is a vector of sentiment measures. This is a

dynamic model that assumes that firm’s performance at time t depends on its prior

performances for j time periods captured by yt�j, control variables X
f
t�j and

sentiment terms Sat�j. Where, both X
f

ð�Þ and Sað�Þ can be contemporaneous or time

lagged. The control variables can be various characteristics of the firm and market

specific variables (e.g. cash flow from operations, the book-to-market ratio, the

market value of equity, accruals and leverage, current earnings surprises, analyst

earnings forecast revisions and dispersions, volatilities, stock market index returns,

and trading volumes [76]). Now, defining b ¼ b0; b~1; b~2; b~3

n o
and Xt ¼

1; yt�j;j¼1;::j;X
f
t�j;j¼1;::j; S

a
t�j;j¼1;::j

n o
we can simply write:

zt ¼ Xtbþ et: ð38Þ

Following Albert, Chib [77], the observed decisions (whether the firm engages in

long-term investments or not) can therefore be expressed as:

yt ¼ Iðzt [ 0Þ: ð39Þ

The corresponding Gibbs sampler involves iterative sampling of pðbjzÞ and

pðzjbÞ. Dropping indices for notational simplicity and assuming a normal prior on

the parameter b i.e. b�N lb;Rb
� �

, the conditional distributions are:
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pðbjzÞ / pðzjbÞpðbÞ

/ exp � 1

2
z� xtbð Þ2þ b� lb

� �0
Rb b� lb
� �n o� �

/ exp � 1

2
b� ~lb
� �0 ~Rb b� ~lb

� �
þ z0Pz

n o� �
/ Nðb; ~lb; ~RbÞNðz; 0;P�1Þ

where; ~Rb ¼ R�1
b þ X0X

	 
�1

; ~lb ¼ ~Rb R�1
b lb þ Xz

	 

and P ¼ IT � X ~RbX

0:

ð40Þ

So; pðz b; y;Xj Þ / pðy zj Þpðz bj ;XÞ ¼
YT

t¼1

pðyt ztj Þpðzt bj ; xtÞ: ð41Þ

Similar approaches have earlier been used to examine whether textual sentiment

can be used to predict occurrence or non-occurrence of specific events [78]. On the

contrary we used a binary probit model to understand the impact of sentiment on firm’s

decisions. Moreover, in contrast to conventional maximum likelihood based approach

we have shown how such models can be solved using Bayesian estimation approach.

4.3 Going beyond sentiment: role of emotions

Contrary to the most frequent conceptualization of sentiment just in terms of

positive and negative orientations, human emotions can be multidimensional in

nature. Psychology literature has established the multifaceted nature of emotions

that can assume various forms (Fig. 9) based not only on polarity but also on the

Fig. 9 Human emotions (Reproduced with permission from Watson and Tellegen [79])
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level of arousal [79]. Recognising this limitation, many researchers have tried to

broaden the scope of sentiment analysis by incorporating various emotions

suggested by psychological literature.

Recently, Kim et al. [80] proposed an interesting approach where large set of

emotions are assumed to be embedded in a low dimensional Euclidean space.

Instead of the conventional binary (positive or negative) conceptualization of

emotion in a document, they introduce a multivariate response variable that

corresponds to a complex emotional state. Consequently, the discrete emotion label

Y 2 1; 2; . . .;Cf g for given document X depends on the position Z on a continuous

manifold Z 2 Rl so that the distribution of Z given a specific emotion label is

assumed to be Gaussian. In other words,

pðZ Y ¼ yj Þ �N ly;Ry

� �
: ð42Þ

Moreover, the distribution of Z given the document X (represented typically in a

bag-of-words form) is assumed to be given by a linear regression model

pðZ X ¼ xj Þ �N hTx;Rx

� �
: ð43Þ

They further assume that the distances between the vectors in E Z Y ¼ yjð Þ are

similar to the respective distances in E X Y ¼ yjð Þ. Consequently, the parameter

ly ¼ EðZ Y ¼ yj Þ; y 2 C can be estimated by using either a multidimensional

scaling or Kernel Principal Component Analysis (Kernel PCA) on

EðX Y ¼ yj Þ : y 2 Cf g ¼ 1
nk

P
yðiÞ¼k xðiÞ, where nk is the number of documents

belonging to category k. The estimate (ĥ) for the parameter h can be found by

solving the regression model presented in Eq. (44) by using a maximum likelihood

approach that gives

ĥ� argmax
h

X

i

log

Z

Z

pðz yðiÞ
�� Þ

pðyðiÞÞphðz xðiÞ
�� Þ

P
y pðz yj ÞpðyÞ dz: ð44Þ

Finally, the covariance matrices Ry can be estimated by computing the variance

of Z values simulated from pĥðz xðiÞ
�� Þ for all documents having the right labels

Y ið Þ ¼ y. Once estimated, the parameters ĥ, ly and Ry can now be used to predict the

most likely emotion class membership of a new document using the following

relationship:

ŷ ¼ argmax
h

Z
pðy zj Þpĥðz xj Þdx: ð45Þ

These models can be combined very successfully inside a temporal or dynamic

econometric framework to track how the emotional states of a target group (e.g.

consumers, voters etc.) are changing in response to various actions (e.g. campaign)

and events (e.g. product failures). For example, there have been a number of recent

cases where a product has suffered loss of reputation due to safety issues (e.g.

Maggi in India, Samsung Note 7). The corresponding companies would be
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interested in tracking whether subsequent measures taken by them and the related

post event campaigns have been able to successfully address the consumers’

concern and whether the corresponding brands/products have recovered from the

loss of reputation they suffered or not. A multidimensional representation of the

consumer’s mood can potentially be more effective in determining the exact

communication strategy (in terms of its content and message) to be adopted.

5 Conclusion

The main objective of this paper has been to present how opinion or sentiment

analysis has been used in management research. In contrast to some of the existing

reviews that offer a wider theoretical coverage of this process, we adopted a more

applied orientation and provided a structured description of the technical details

associated with various steps of this process. Moreover, with specific examples

drawn from three important domains of management (marketing, financial market

and accounting), we demonstrated how these techniques have been used in past.

Finally, we presented a number of examples pointing out where opportunities for

further research exist. Given that this research area is expanding rapidly, it is

virtually impossible to keep track of all the developments that is happening unless

we are actively associated with this line of research. Hence, we feel there is a strong

need for such works not only to keep researchers in other fields (e.g. management

and social sciences) informed about the underlying concepts of these field but also

to provide a more applied outlook of the possibilities that exist in more concrete

manner. The main intention of this paper is thus to give the readers a consolidated

understanding of the state of the arts for this rapidly growing field and to encourage

them to think of possible applications in their field of choice.
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