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Abstract In this paper a review on the state of art on the 
imaging lidar system useful for security and surveillance 
applications is discussed. An imaging lidar system design 
and developed in house is also described. The theoretical 
approach of the system developed in house is presented. 
Based on the approach the technical parameters of a pro-
posed long-range lidar system have been finalized and the 
designed specifications of various components/sub-systems 
were also derived. A laser transmitter, which operates at 
the wavelength of 1064 nm in the NIR region is used in the 
system. An analysis of the system is presented describing 
the expected values of received energy (Er) / power (Pr) 
and the SNR of the system have been determined for vari-
ous values of co-efficient reflectivity and size of the target. 
Three factors that are affecting the imaging systems have 
been discussed namely i. resolution requirements in terms 
of pixels of detector, ii. atmospheric turbulence in terms 
of index of refraction due to time-varying thermal inhomo-
geneities, and iii. atmospheric attenuation, which includes 
absorption and scattering. The use of range gating technique 
was described, which enables the imaging of the target at a 
fixed range, while minimizing the atmospheric effects on the 
image quality. The range gating substantially improves the 
SNR of the imaging system. The lidar system can be oper-
ated in both day and night conditions, even though its use 

is essentially meant for nighttime conditions as required for 
security and surveillance.

Keywords Atmospheric effects · LIDAR · Range gating · 
SNR · Security and surveillance

Introduction

Homeland security, night surveillance, sea search, rescue 
& maritime patrol missions, border security, police law 
enforcement, etc., pose several challenges for the imag-
ing system required for these applications. Such systems 
must work under low light or pitch dark, low visibility, and 
adverse atmospheric conditions [1–5]. Also, the imagery 
systems are deeply impacted by atmospheric possessions, 
particularly rain, fog and haze which drastically reduce the 
detection range, image contrast, and resolution. They have 
to provide the long-range capability to detect and identify 
the targets under different environments. Usually, the sensors 
are used to detect and identify different possible targets such 
as persons, vehicles and ships [4, 5].

Customary night vision systems let operators surrepti-
tiously track and showcase the targets at long distance. 
These night vision sensors are essentially of passive type. 
They make use of the moonlight or starlight background 
or the thermal features of the target and the scene [6, 7]. 
Image intensifiers are used in these systems designed for 
the short-range night vision military applications. For long-
range, military forces use high resolved and reliable thermal 
images based on the infrared radiation principle. But, even 
the advanced thermal imaging systems have definite vital 
shortfalls as follows:

• The difficulty in recognizing objects at long range
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• Diminished performance in rain, snow and fog
• Impossible to see through window panes

So as to resolve the problems associated with the above pas-
sive systems, in recent days, active laser night vision tech-
nologies have been used for homeland security and other 
surveillance applications with many advantages [4, 5]. 
Gabriel Popa, et al. have described Long Range LiDAR sys-
tem for sensing distance objects for vehicle safety applica-
tion experimentally [8]. The experimental findings emphasis 
the sensitivity of the sensor to fake targets and objects, which 
are important for evaluating long-range LiDAR capabilities 
in sensing safety distance for vehicles. Peng-Yu Jiang, et al. 
proposed a Long-range 3D imaging system through atmos-
pheric obscurants using array-based single-photon LiDAR 
[9]. This system is capable of 3D imaging through atmos-
pheric obscurants including fog, haze and smoke. Also, the 
system is used for practical applications of target recognition 
and vehicle navigation in challenging weather conditions. 
Ahui Hou, et al. proposed a LiDAR system for target ranging 
and tracking by four-quadrant photon counting. This method 
includes signal processing, extraction of pixel intensity, and 
positioning for targets. It provides positioning and tracking 
of small moving targets over long distances [10].

Background Active Imaging systems intended for security 
and surveillance applications make use of laser as the radia-
tion for illuminating the target and measure the reflected/
scattered intensity returned from the target by employing 
suitable optical receivers. Such a system is generally called 
as lidar system or optical radar which is analogous to radar 
working in the RF region [4, 5]. An imaging lidar system 
essentially consists of a transmitter, a receiver and a detec-
tor followed by the data acquisition, image processing and 
recording systems. A laser source of appropriate wavelength, 
power, pulse width, pulse repetition frequency etc. is used 
in the transmitter along with a suitable beam expander / col-
limator optics to expand the beam to the size as needed for 
illuminating the target scene. The reflected / scattered inten-
sity is collected by an optical telescope and focused on a 
two-dimensional area photodetector. The output of the two-
dimensional area detector is used to generate the raw image 
of the target by the frame grabber, on the other hand, the 
distance of the target from the trans-receiver is also obtained 
at the same time by the time of flight (TOF) measurement. 
The raw image of the target is recorded and subjected to 
image processing for improving the quality of the image 
with the expected contrast and resolutions. The processed 
images of the target are used for detection /recognition/iden-
tification of the target as per the requirements and transmit-
ted through internet/cable to the remotely located control 
and command station for real time security and surveillance 
applications [1–5]. The laser imaging system can be oper-
ated both in the non-gated and range-gated modes depending 

upon the requirement. The system can be operated in the 
passive mode by using a simple conventional low-light-level 
camera, whhich depend on the natural lighting sources of 
illumination (example: daylight, twilight conditions etc) to 
obtain the target image. On the other hand, the pulsed laser 
light illuminates the target in the active mode.

The camera system is gated to switch ‘ON’ such that it 
receives and amplifies the reflected light from the target. A 
narrow band filter of the wavelength ( ≈ 1064 nm) and the 
reasonably very short ‘ON’ time of the camera initially col-
lect the inadequate light for the image signals. However, by 
varying the delay time between the transmitting laser pulse 
and the ‘ON’ time of the camera, the minimum range of the 
target can be varied harmoniously. This allows elimination 
of the effects of rain, smoke or haze on the backscattered 
signal from the target. So, the image quality gets improved. 
The ‘ON’ time of the camera establish the depth of field. The 
range-gated laser imaging system can also be operated in the 
normal non-gated mode, if required [4, 11].

Design principle

Design of long range active imaging system

This Paper describes the design, development, and analysis 
of a long range LIDAR system, which can be used for many 
applications in security and surveillance. The laser operates 
in the infrared region and as such can’t be visually seen or 
observed at the location of the target and jammed unlike in 
the case of radar imaging [12]. The laser transmitter param-
eters can be selected based on the target range, target size, 
target reflectivity etc. and also on the prevailing atmospheric 
conditions. It makes use of a short wave infrared (SWIR) 
camera with suitable front lens to receive the two-dimen-
sional intensity profile and helps to produce the raw image 
for further processing and generates a quality image for 
recording and analysis. The resolution and contrast of the 
target can be greatly improved by using conventional image 
processing methods. The system will have the capability to 
image the target scenes up to at least 2 km, depending upon 
the target reflectivity even under adverse atmospheric con-
ditions, using the time gating technique additionally. The 
system can be operated both day and night conditions, even 
though its use is essentially nighttime conditions as required 
for security and surveillance in defence.

System description

This system consists of mainly a laser transmitter, a receiver, 
data acquisition, display, and recording system. The block 
diagram of the proposed system is shown in Fig. 1.
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Laser source Diode-Pumped Solid-State Pulsed 
Nd:YAG Laser (Q-Switched DPSSL Actively & Passively 
Q-Switched; pulse width 10 ns and Average power 100 mW) 
with multi-wavelength emission 1064 nm, 532 nm, 355 nm, 
266 nm is used. However, we operate at 1064 nm for day 
and night use.. The laser operates in pulsed mode with a 
pulse width < 10 ns, energy 2 mJ, and at a pulse repetition 
frequency (PRF) 50Hz. One of the important parameters for 
selecting a laser source is the operational wavelength. The 
lidar operation is to be used in security and surveillance 
applications; hence the operational wavelength would be in 
the infrared region. So that it can be either in the NIR or 
MIR regions due to practical availability of lasers in terms 
of suitable wavelength, simplicity in operation (no need of 
cooling), and relatively low cost. Also, the laser should be 
ruggedized and suitable for field views. Yet, other impor-
tant specifications like peak and average powers, pulse 
duration, pulse repetition frequency, and reliability of the 
emitted beam are also the important aspects for designing 
the lidar system. So far, the Nd: YAG laser in the category 
of solid-state laser is dexterous of producing extraordinary 
peak power, high PRF, and narrow pulse width of laser (< 
10 ns). It’s a very rugged, reliable proven laser system used 
for many LIDAR applications with long life [4–6]. In view 
of these merits of Nd: YAG laser and its technical suitability 
and availability, it is decided to propose the use of Nd: YAG 
laser, which emits fundamental wavelength of 1064 nm in 
NIR region. Why 1064 nm wavelength of Laser can be used 
in our system? The 1064 nm wavelength is considered eye-
safe, meaning it poses minimal risk of eye damage compared 
to shorter wavelengths. All personnel in the area must wear 
laser goggles during operation of the laser. This protective 
eyewear must be effective at the wavelength 1064 nm gener-
ated by the laser. It has good penetration capabilities through 
optically dense media like fog, smoke, and rain conditions. 
The near-infrared (NIR) region experiences less scattering 
in the atmosphere, leading to improved signal-to-noise ratio 
(SNR) and better imaging quality.

Transmitting optics Before transmitting the laser towards 
the target, it is necessary to expand and collimate the beam 

suitably to illuminate the target area at the range prescribed. 
The laser source selected for the operation has a divergence 
of 0.6 m rad as given in the specifications of the same. We 
have selected a beam expander and a collimator which facili-
tates to expand, collimate and diverge also as per the require-
ments for imaging of the targets of different sizes, shapes, 
and with different reflectivity characteristics. It may be noted 
that the selected wavelength of 1064 nm can pass through 
the glass windows also, unlike passive thermal imagers 
when it is required the image of the targets situated inside 
the trucks and cars, etc. The transmitting optics is designed 
to provide a collimated beam of 10 mRad, and also a diverg-
ing beam to provide an illuminated spot of diameter 20 m at 
the range of 2 Km. The beam divergence analysis of the lidar 
system to optimize the detection range was reported recently 
by Duck-Lae Kim et al [13].

Receiver optics The receiver optics is intended to col-
lect the reflected/ scattered laser signal returning from the 
target in the direction of the transmitter, which is co-located 
with the transmitter at same workstation. Considering the 
requirements of the target imaging, it is decided to use tel-
escope optics of circular aperture with diameter 100 mm as 
described by Ge et al [14].

Detector module The selection of a photodetector 
depends on its characteristics such as quantum effi-
ciency, current gain, dark current, spectral response, 
and frequency response. Generally, the wavelength of 
the illuminating signal is the key factor in selection of 
photodetector to be used in the application. Also, for 
imaging systems, we need to use a 2D area detector of 
suitable size and required number of pixels depending 
upon the spatial resolution of the target required. The 
receiver optics collects the signal from the targets and 
focuses on the detector module. Silicon-based detectors 
are more suitable for detecting the reflected signals from 
the target at 1064 nm. We make use of a 2D silicon area 
detector for imaging the target from the received signals. 
(Selection of the Si- detector is to be finalized- Size and 
no. pixels, etc. Avalanche photodetector (APD) module 
for measurement of the range (optional). As mentioned 

Fig. 1  Schematic diagram of 
proposed Long-range LIDAR 
imaging system
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earlier, a separate channel is used for measuring the range 
of the target by an Avalanche photodetector module. For 
this purpose, a part of the received signal can be received 
by the telescope, and then focus on the APD detector. 
An optical beam splitter is used for providing the signal 
onto the Avalanche photodetector module. The current 
output of the APD is amplified and digitized. A range 
gating unit is designed and developed for sampling the 
signal to measure the amplitude and timing of the sig-
nal at various range bins. From these data, the range of 
the target will be obtained by using the time of flight 
principle [15]. The range sensor plays a crucial role in 
determining the range of target by emitting laser pulses 
and detecting the reflected signals. The sensor determines 
the time-of-flight (ToF) of these pulses, which is then 
used to calculate the precise distance between the LiDAR 
system and various reflection points from different targets 
in the line of sight. In FPGA (Field-Programmable Gate 
Array) designs, achieving precise timing delays in the 
nanosecond range is indeed possible. FPGAs are semicon-
ductor devices that can be programmed and reconfigured 
to implement various digital logic functions and custom 
hardware designs. They offer a high degree of flexibil-
ity, making them well-suited for applications that require 
precise timing control, such as communication protocols, 
signal processing, and other real-time applications.

Counter-based delay One straightforward method is to 
use a counter to introduce a delay. For example, if you 
know the FPGA clock frequency and the desired delay 
in nanoseconds, you can calculate the number of clock 
cycles needed to achieve that delay and use a counter to 
count those cycles before passing the signal to the output.

Data acquisition and processing

The output of the SWIR camera gives an image of the 
target. The image obtained from the SWIR camera is 
recorded in a computer system using a frame grabber card 
installed in the computer [4, 7]. Frame grabber is a digi-
tal device that grabs distinct stills of digital frames thru 
the analog image signals or a digital image streams. The 
image of the target scene is recorded after preprocessing 
in a single board computer equipped with a Frame Grabber 
card for real-time analysis and for offline storage. The raw 
image of the target is tagged with the range data obtained 
from the time of flight (TOF) measurement to obtain the 
direct image of the target scene. The raw image of the 
target scene is subjected to image processing methods 
(direct image processing) to enhance the image contrast 
and quality with good resolution.The final image can be 
reconstructed as a raw image by the Computer software 
and displayed on the screen (monitor) [4, 5].

System design and analysis

The design techniques of a system are analyzed to estimate 
the expected received signals from different targets and 
sources of noise in the system. The range capability of a 
system is estimated by considering the SNR under different 
conditions [4].

The lidar equation

The fundamental lidar equation for the received laser energy 
Er from a reflecting target is expressed as follows [4, 16]:

Where, Et is the transmitted energy, r is the reflectivity of 
the target, R is the range of the target, T is transmittivity of 
the atmosphere, �T is optical efficiency of the transmitter 
system, �R is optical efficiency of the receiver system, and 
A is area of the telescope.

Usually, the signal reflectivity of the specific target can 
be influenced by the wavelength of laser, aspect angle, type 
of the target, and its surface finish. Background vegetation 
and top soil show good reflectivity (10–40 %) in the NIR; we 
may expect adequate reflectivity about 15% in the proposed 
system. In this regard we have shown below the expected 
energy and power data from the target for different reflectiv-
ity values from 5–80 % for a target at 2 km range from the 
transmitter.

The following are the parameters of the proposed system 
while calculating the Energy and power values.

Laser Transmitted Energy = 2 mJ
Laser Pulse Width = 10 ns
Laser PRF = 50 Hz
Transmitted Wavelength = 1064 nm
Assumed atmospheric transmittance = 0.6
Area of the Telescope = 0.00785  m2.

(1)Er = Et�T�Rr

(

AT2

R2

)

Fig. 2  Received energy (E_r) as a function of reflectivity(r) of the 
target
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Received energy and received power for different reflec-
tivity of the target are calculated. The pertinent data is pre-
sented in Table 1. Figure 2 shows received energy (Er) as a 
function of reflectivity(r) of the target. The received energy 
and power are observed to increase gradually as the reflectiv-
ity of the target increases.

Here, we have to note the following things:

• The energy and peak power data are applicable for the 
camera sensor used for imaging and APD sensor used for 
range measurement respectively in the long range LIDAR 
system.

• The signal to noise ratio values are calculated for the 
imaging and range finding channels accordingly.

• The long range imaging LIDAR system is used for night 
time imaging applications and the APD channel is meant 
for range finding simultaneously.

• The SNR value for the IR sensitive camera is typically 
48 dB or 251.

Signal and noise estimates

Noise

The lidar systems play vital role in the 3-D imaging sector, 
owing to its distinctive characteristics like good resolution 
for long-range and extensive scanning of the target. One 
of the most essential parameters of lidar is the signal-to-
noise ratio (SNR). The SNR not only shows the capability 
in target imaging, but also gives some inputs in the design 
of the lidar. As distance of the target increases the SNR 
decreases, then the retrieval capacity of the lidar becomes 
feeble [4, 7, 12]. Yet, there is no a standard technical method 
to determine the SNR of a lidar in practice. However, the 
suitable method is adopted by considering the factors that 
affect the lidar system. The factors include a variety of tech-
nical parameters as follows: Range of the target object (R), 
wavelength of pulsed laser ( � ≈ 1064 nm), Pulse width (b), 
Pulse repetition frequency (PRF), intensity of the transmit-
ted signal (Tx), Signal loss, Signal scattering, Diameter of 

illumination on the target (D), Target reflectivity (r), Signal 
noise, Intensity of received signal (Rx), Area of the receiv-
ing optics (A), Sensitivity of photodetector (s), Integration 
time (ti), and data processing. The distortion or disturbance 
in the laser pulse emitted by the laser source is called signal 
noise. The signal noise is of three types.

Background noise due to the effect of solar light. There 
may be overlapping of the signal with the light emitted 
by other light sources in the surroundings. Also, the light 
emitted through the space, such as sunlight (at daytime), 
moonlight (at night time), planetary light, etc., can induce 
the noise in the Laser signal between the transmission and 
reflection. This is minimized by arranging an optical filter 
in the receiver [17].

textit Dark current noise due to current flow in the pho-
todetector in the absence of light illumination. This type 
of noise is the random in nature. Thermal noise and dark 
current noise are fundamental sources of noise in a photo-
diode. The load resistor of photo diode is responsible for the 
thermal noise. The spectral density of thermal noise does not 
dependent on the frequency, thus commonly it is referred to 
as a white noise or Johnson noise. By increasing the value 
of a load resistance (RL), hence the RC constant increases, 
then the bandwidth of receiver becomes narrow. Generally, 
RL ≈ 50 Ω is used as a standard load resistance in high speed 
optical receivers [18].

textit Quantum noise (shot noise) is the signal-induced 
noise by the Laser source. Quantum noise (or shot noise) 
generates thru the statistic nature of the photodetector. E.g., 
assuming optical power of 1 � W and operational wavelength 
of 1064 nm illuminated on a photodiode, and then about 5.3 
trillion photons per sec would focus on the photodiode statis-
tically. Usually, quantum noise is directly proportional to the 
square root of the intensity of the signal. The intensity of the 
received signal by the photodetector can be determined by

where, N is number of photons, h is Planck’s constant, c is 
velocity of the light, A is incident area of the photodetector 
and � is wavelength of the laser source.

SNR estimation for the LIDAR system

Background noise is a prime adversary parameter to all types 
of lidar systems, it can never be eliminated. However, sev-
eral methods are available in practice to eliminate the noise 
substantially by using narrow bandpass filters [17]. The nar-
row band bandpass filters (bandwidth <10nm) have been 
employing in the lidar applications. These filters are very 
sensitive to change of temperature of the environment, and 
also they have narrow acceptance angle.

(2)I =
Nhc

A�

Table 1  Received energy and power for different reflectivity of the 
target

Reflectivity of the 
target ( r )

Received energy ( Er ) J Received 
power ( Pr ) 
mW

0.05 7.536E-14 0.07536
0.1 1.5072E-13 0.15072
0.3 4.5216E-13 0.45216
0.55 8.2896E-13 0.82896
0.7 1.05504E-12 1.05504
0.8 1.20576E-12 1.20576
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We have calculated the SNR by using the following for-
mulas [19]:

Where Ib is back ground radiance, Id is dark current noise, 
Ik is total noise current of the system at the APD, Is received 
signal current, and e is electron charge.

Responsivity = 24 A/W
Received signal current = [Responsivity × Received Sig-

nal power]
Δf=Electrical System bandwidth =1 M Hz
Ib = 3.69 × 10-16 A (Night time)
Ib =29.52 × 10-10 A (Day time)
Id = 5 × 10-9 A
Compared to the received signal current, the dark current 

noise and back ground radiance is negligible in both day 
and night conditions. It can be seen that without any time 
integration of the received signals from the target even with 
single pulse measurement. The signal to noise ratio is quite 
adequate for accurate measurement of the target.

SNR is computed as a function of received power. Fig-
ure 3. shows SNR as a function of received power. The per-
tinent data is shown in Table 2.

Role of the ambient condition on the imaging 
system

Image quality requirements

The range capability of the imaging o system defines in 
terms of recognition, identification of the target. It is pri-
marily based on the number and size of pixels of the cam-
era and the SNR ratio related to the receiver system. The 
resolution of the camera depends on size of the pixels. By 
increasing the number of pixels with in the specified size of 

(3)SNR =
S

√

(S + B + Y)

(4)SNR =
Is

Ik
=

Is
√

2eΔf (Is + Ib + Id)

the pixel the target can pass through the stages of the detec-
tion, recognition, and identification. It is generally known 
that recognition, identification require 100–200 pixels and 
200–400 pixels respectively.

Laser beam transmission through atmosphere

Transmission of laser beam of the transmitter through the 
atmosphere is effected by turbulence, scattering and attenu-
ation of the medium. In lower atmosphere, particularly in the 
boundary layer, the effect is manifested mostly by aerosol 
scattering and turbulent medium. The contributions of both 
aerosol scattering and the turbulence are highly variable in 
space and time. The aerosol scattering depends upon the 
size, refractive index and the number density of the aerosol 
in the atmosphere, though complex it can be estimated. More 
importantly the effect of turbulence on the propagation of 
laser beam is severe by causing scintillation, beam dancing, 
beam spreading and spectral broadening. The atmospheric 
turbulence is caused by the propagation of thermal currents 
from the ground through the lower atmosphere. The tem-
perature in the form of eddys is caused by the heating of 
ground and reemission of the radiation in thermal region. 
This causes the variation of refractive index of the medium 
and their by modifies the propagation of laser beam.The 
refractive index structure parameter ( C2

n
 ) is an important 

factor to understand the atmospheric turbulence. C2

n
 value 

can be measured by using mainly three methods i. the gradi-
ent method of Zamek et al. [20], ii. Deep learning method 
[21], and iii. Temperature gradient method. The prediction 

Table 2  Calculated SNR from 
Received power at different 
reflectivity values

Received power ( Pr ) 
mW

Received current(Is ) A Total noise current 
( Ik ) A

SNR SNR in dB

0.07536 0.00180864 2.40575E-08 75179.78 97.52202
0.15072 0.00361728 3.40225E-08 106320.3 100.5323
0.45216 0.01085184 5.89287E-08 184152.1 105.3035
0.82896 0.01989504 7.97898E-08 249343.1 107.9359
1.05504 0.02532096 9.0015E-08 281297 108.9833
1.20576 0.02893824 9.62301E-08 300719.1 109.5632

Fig. 3  Signal to Noise Ratio (SNR) as a function of Received Power
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and correction of the C2

n
 values can be done by using the 

neural network. By applying the CNN architecture the long-
range images and scintillator values of the same location are 
required. In the deep learning model, the following formula 
is used [22].

Where ‘PFV’ is the pixel field of view in radians, ’D’ is the 
diameter of the lens aperture, ‘L’ is the distance from the 
camera to the target, ‘P’ is the turbulence constant param-
eter, ‘Var(I)’ is image variance, and ‘Conv(I)’ is a convo-
luted image. These parameters affect the quality of image by 
choosing the arbitrary locations of the image pixel randomly. 
There are some software methods to quantify such effects for 
good image quality [21–23].

Atmospheric attenuation

The laser wavelength is attenuated by the two component 
atmosphere consist of aerosol and gas molecules up to 
lower stratosphere altitudes. The transmission of laser of 
a ground based lidar imaging system is attenuated due to 
scattering and absorption by aerosols and molecule, fog, rain 
and smoke etc. The absorption caused by the above factors 
reduces the intensity of light reaching the target and their by 
SNR ratio of the imaging system.So as to mitigate atmos-
pheric conditions on the transmitted laser beam, and there 
by enhance an image quality, it is envisaged to apply the 
range/time gating technique. It involves basically providing 
a suitable delay between the transmitter from the laser head 
and the opening of the receiver. The relative delay between 
the laser pulse and the starting of the receiver system helps 
to enhance the SNR and hence related image quality.

Target detection and range

Range gating methodology

The proposed system design contains range gating technol-
ogy, which gains an important and useful method, particu-
larly for long-range surveillance requirements. Active imag-
ing incorporating the range gating technology is the most 
powerful and versatile method [24]. It is also known as time 
gating technology, which is illustrated in Fig. 4.

The range gating method operating in the NIR/SWIR con-
tains two basic components: first one is pulsed laser source, 
and second one specifically designed camera that functions 
at high speed. The laser pulse is transmitted towards the 
target for illuminating the target and the SWIR camera with 
range gating facility is used to detect the reflected light. In 

(5)C2

n
=

[

PFV2XD
1

3

LXP

]

X

[

var(I)

conv(I)

]

order to image only identify the target while minimizing the 
background noise the emission timing of the laser pulse is 
synchronized with the time of opening and closing of shut-
ter of the camera. A synchronous reference pulse from the 
laser source is used to gate the time of exposer of the target 
by the camera is used per precisely imaging the target [25]. 
The duration of this gate opening is matched with the laser 
pulse duration which is of the order of few nanoseconds. 
This facilitates the avoidants of atmospheric effects such as 
rain, fog, smoke, etc. on the image quality, resolution, etc.

Detection of multiple targets

It is possible to detect and determine the range of all the 
targets in the path of the laser pulse limited to the maximum 
range capability of the system, when multiple targets are 
present at different ranges. However this is possible only to 
the extent that the beam is not fully obscured by the limited 
target and passes to reach the target at a greater distance 
corresponding to a later time. This process continues the 
next target and so on till signal to noise ratio of the reflected 
signal is sufficient from the farthest target. In this case the 
return signal contains reflected pulses corresponding to 
the target at varying distances with time delays related to 
their range and applicable for hard targets which are fully 
opaque. In the case of obscurations such as foliage or cam-
ouflaged target the lidar return signal will show up multiple 
return pulses corresponding to the pulse reaching next target 
through targets like trees and branches [24–26].

Table 3 shows the received energy, power and SNR for 
different sizes of the objects. We have assumed that the 
reflectivity of the object is uniformly about 0.5. However, 
in reality the reflectivity of the object may changes across 
its surface at different regions. The intensity reflected 
from various areas of the object can be normalized by 
applying the histogram equalization method [27], and the 
high contrast image with good resolution is obtained with 

Fig. 4  Optical schematic of range-gating methodology
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help of the licensed software tools such as mat lab, python 
etc. The calculated SNR for various sizes of the object is 
observed to be more than 29 dB as shown in Fig. 5, which 
is sufficient enough for lidar imaging up to 2 km [4, 5].

Laser range finder

The accurate range of the target from the lidar is to 
measure with good accuracy. It is proposed to design and 
develop a laser range finder in addition to measurement 
of range to be obtained from the range gated camera avail-
able in the system. Laser ranging works on the basic time 
of flight (TOF) principle [28]. The time gap ( � t) between 
transmitted pulse and received pulse gives a measure of 
range (R) of the target based on the following equation.

where, c is velocity of the light.
Nd:YAG Laser source used for the imaging of the tar-

get in the system is used for the range measurement of 
the target accurately. This is done by providing an addi-
tional channel parallelly detecting reflected signals using 
a separate module using an APD.

(6)R =
cΔt

2

Laser safety hazards classifications

The proposed Laser operates at the wavelength of 1064nm 
with pulse energy about 1–2 mJ and pulse repetition rate of 
100 Hz. The pulse width of laser is ≈ 10 ns and it works with 
an average Laser power of 100 m W. Accordingly, this is 
classified as a Class 3B Laser which is not eye safe by itself. 
The Personnel operating the Laser at the Laser head make 
use of suitable Laser safety googles to protect themselves 
from the potential Laser hazard. To make it eye safe for field 
applications a suitable beam expander with variable diver-
gence up to 10 m rad is being used. The table below shows 
the Energy/power density with the beam divergence of 10 m 
rad at different distances in the field. Energy density and 
average power density are calculated for different ranges of 
the target. The pertinent data is shown in Table 4. Figure 6. 
shows average power density as a function of range. It can 
be seen from the above Table that operation of LIDAR in the 
field meets the conditions of eye safe as specified MPE as 
per the ANSI Z136 series of laser safety standards.

Conclusion and future scope

Design principle and analysis of an active lidar system 
was anticipated for security and surveillance applications 
operating at the wavelength 1064 nm for day and night at 
different adverse atmospheric conditions. The selection of 
components and operation of the system, especially for night 

Fig. 5  Variation of SNR as a function of object size

Table 3  Received energy, power and SNR for different sizes of the 
objects with 50% reflectivity

Size of the object 
(meter)

Er (J) Pr (W) SNR in dB

20 1.884E-16 1.884E-08 61.50142
16 1.20576E-16 1.20576E-08 59.56322
12 6.7824E-17 6.7824E-09 57.06445
8 3.0144E-17 3.0144E-09 53.54262
4 7.536E-18 7.536E-10 47.52202
2 1.884E-18 1.884E-10 41.50142

Table 4  Energy/power density with beam divergence of 10 m rad at 
different ranges

Transmitted 
energy Et (J)

Range (R) m Energy density (J/cm2) Average power 
density(W/cm2)

0.002 100 2.54777E-07 2.54777E-05
0.002 500 1.01911E-08 1.01911E-06
0.002 1000 2.54777E-09 2.54777E-07
0.002 1500 1.13234E-09 1.13234E-07
0.002 2000 6.36943E-10 6.36943E-08

Fig. 6  Average power density as a function of range
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vision imaging was illustrated by a block diagram. Also, 
a separate channel equipped with APD detector module 
was proposed to measure the range of the target simulta-
neously. The received energy/power and SNR for different 
values of reflectivity and size of the target at 2 km were 
calculated. The factors affecting the imaging system viz., 
resolution, atmospheric turbulence, and atmospheric attenu-
ation have been discussed. The use of range gating technique 
was described, which enables the imaging of the target at 
a fixed range, while eliminating the atmospheric effects. 
The accurate range of the target from the proposed lidar 
can be measured with good accuracy. The Class 3B Laser 
source (Nd: YAG Laser) was proposed to design the system, 
which is not an eye safe laser. To make it eye safe for field 
applications a suitable beam expander with variable diver-
gence up to 10 m rad was proposed. The proposed design 
of the lidar system can be used for security and surveillance 
applications in defence and other security sectors. Effects 
of ambient atmospheric conditions on the image quality and 
contrast are some of the issues in the lidar imaging system. 
In order to reduce these effects, it is planned to conduct field 
experiments under different conditions of the atmosphere. 
Such studies are necessary to model the atmospheric effects 
including day and night, different sessional conditions, etc. 
Based on the field experiments it is proposed to use suitable 
AI algorithms to compensate for the atmospheric effects and 
improve the image quality and real time conditions when 
the system is operation for its application. And extending 
the range up to 5 Km and highly resolved images through 
advanced image processing algorithms could further extend 
its application in autonomous vehicles, drones, and robotics.
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