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agriculture is the accurate detection and management of 
weeds [3], as they compete with crops for resources, reduce 
yields, and increase the need for herbicides [4]. The sig-
nificance of weed detection in precise agriculture cannot be 
overstated, as it enables farmers to identify and target weeds 
specifically, minimizing the use of herbicides and reducing 
environmental impact [5, 6].

Currently, several technologies and the latest advances 
have been employed for automated weed detection in agri-
culture [7]. Among these, unmanned aerial vehicles (UAVs) 
and their associated imagery have garnered considerable 
attention from researchers. UAV-based imagery offers a 
unique perspective and high-resolution imaging capabilities 
[8, 9], allowing for the detection of weeds with greater pre-
cision and efficiency compared to other technologies. This 
has led to a surge in research interest and efforts in utilizing 
UAV imagery for weed detection in agriculture.

Deep learning-based algorithms have demonstrated sig-
nificant success in different computer vision tasks, consist-
ing of object detection and recognition [4, 10, 11]. When 
combined with UAV imagery, these algorithms can provide 
robust and accurate weed detection capabilities [12, 13]. 
By leveraging the power of deep learning, the potential for 
detecting and managing weeds in precise agriculture can be 
significantly enhanced.

Previous studies and recent deep-learning methods have 
made significant contributions to weed detection in agricul-
ture [5, 14]. However, there are still limitations and research 
gaps that need to be addressed. The existing methods often 
suffer from challenges such as limited dataset availabil-
ity, inadequate generalization, and difficulties in real-time 
performance [15, 16]. These limitations lead to presenting 
inadequate accuracy rate and high computation complexity 
weed detection applications. Therefore, further research is 
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Introduction

Smart and precise agriculture is a rapidly evolving field 
that aims to optimize agricultural practices using advanced 
technologies [1, 2]. One of the key challenges in precise 
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necessary to overcome these limitations and advance the 
field of weed detection in precise agriculture.

To address the research gap and enhance the efficiency 
of weed detection, this study proposes a you only look once 
(YOLO) based method. The YOLO is an effective deep-
learning framework known for its real-time object detec-
tion capabilities [17, 18]. By leveraging the advantages of 
YOLO, this study aims to develop an efficient weed detec-
tion model that can accurately and rapidly identify weeds in 
UAV imagery. The proposed method will involve generating 
a custom dataset, followed by training, validation, and test-
ing processes to create a robust and reliable YOLO model 
for weed detection.

This research makes several contributions to the field. 
Firstly, it identifies the research gap in weed detection in 
precise agriculture and highlights the limitations of exist-
ing methods. Secondly, it proposes a YOLO-based model as 
an effective solution to address the identified research gap. 
Finally, it conducts comprehensive experimental and perfor-
mance evaluations to validate the proposed method’s effec-
tiveness and demonstrate its potential in improving weed 
detection in agriculture. By addressing these contributions, 
this research aims to contribute to the advancement of pre-
cise agriculture practices and facilitate sustainable farming 
methods.

Review of previous studies

This section presents the related works and discusses pre-
vious studies in deep learning-based approaches for weed 
detection.

The paper [19] suggested a method for weed detection 
in line crops utilizing deep learning with unsupervised data 
labeling in UAV images. The method involves two main 
steps: First, unsupervised data labeling is performed to 
assign labels to the images based on pixel intensity varia-
tions, which eliminates the need for manual labeling. Then, 
a deep learning model is trained using the labeled data to 
classify the images into weed or non-weed categories. The 
key features of this approach include its ability to automati-
cally label large datasets without human intervention and 
the utilization of deep learning for accurate weed detection. 
Nevertheless, this study’s limitation lies in the assumption 
that pixel intensity variations are sufficient for unsupervised 
labeling, which may not hold in all cases.

In [20], a deep learning approach is presented for weed 
detection in lettuce crops utilizing multispectral images. 
The method involves three main steps: preprocessing the 
multispectral images, training a deep convolutional neu-
ral network (CNN) model, and classifying the images into 
weed or non-weed categories. The key features of this 
approach include the utilization of multispectral images, 

which capture a broader range of information compared to 
traditional RGB images, and the use of a deep CNN model 
for accurate weed detection. Nevertheless, the limitation of 
this study lies in the requirement for high-quality and well-
calibrated multispectral images, which may not always be 
available in practical scenarios. Additionally, the method’s 
performance may vary with different weed species and envi-
ronmental conditions.

In [21], a deep learning-based system was developed for 
identifying weeds utilizing unmanned aerial system (UAS) 
imagery. The method utilizes a CNN to detect and classify 
weeds in the images. Key features of the approach include 
the use of UAS imagery, which provides high-resolution 
and comprehensive coverage, and the application of deep 
learning for accurate weed identification. The findings 
demonstrate that the proposed system achieves promising 
results in detecting and classifying weeds, outperforming 
traditional methods. Nevertheless, the study’s limitation lies 
in the reliance on high-quality and well-annotated training 
data, which can be time-consuming and resource-intensive 
to obtain. Additionally, the performance of the system may 
be affected by varying lighting conditions and the presence 
of overlapping or occluded weed instances.

The authors in [22] presented a CNN-based automated 
weed detection system utilizing UAV imagery. The method 
involves preprocessing the UAV images, training a CNN 
model, and utilizing the model to detect and classify weeds. 
Key features of this approach include the utilization of high-
resolution UAV imagery, which enables detailed analysis 
of the crop fields, and the use of a CNN model for accurate 
weed detection. The findings demonstrate that the proposed 
system achieves high accuracy in identifying and localiz-
ing weeds in agricultural fields, outperforming traditional 
methods. Nevertheless, this study’s limitation of lies in the 
dependency on well-annotated training data, which can be 
time-consuming and labor-intensive to obtain. Additionally, 
the system’s performance may be influenced by variations 
in lighting conditions, weather conditions, and the presence 
of similar-looking objects in the field.

In [23], an UAV-based weed detection in Chinese cab-
bage was proposed utilizing deep learning techniques. The 
method involves capturing aerial images of Chinese cab-
bage fields utilizing UAVs, preprocessing the images, train-
ing a deep learning model, and classifying the images into 
weed or non-weed categories. Key features of this approach 
include the use of UAV imagery for comprehensive field 
coverage and the deep learning algorithms’ application for 
accurate weed detection. The outcomes show that the pro-
posed method achieves high precision in identifying and 
localizing weeds in Chinese cabbage fields, outperforming 
traditional methods. Nevertheless, this study’s limitation lies 
in the reliance on well-annotated training data, which can be 
time-consuming and labor-intensive to obtain. Additionally, 
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the performance of the system may be affected by varia-
tions in lighting conditions, occlusions, and the presence of 
similar-looking objects in the field.

This paper [24] evaluated the performance of YOLOv7, 
a deep object detection algorithm, on a real case dataset 
of crop weeds captured from UAV images. The method 
involves training the YOLOv7 model on the dataset and 
evaluating its performance in accurately detecting and local-
izing crop weeds. Key features of this study include the use 
of a state-of-the-art deep learning algorithm, which allows 
for real-time object detection, and the utilization of UAV 
imagery for comprehensive coverage of the agricultural 
fields. The findings demonstrate that YOLOv7 achieves high 
precision and recall in detecting crop weeds, showcasing 
its effectiveness in automated weed detection. Nevertheless, 
this study’s limitation lies in the dependence on a specific 
deep learning model, and its performance may vary with 
different models or versions. Additionally, the study high-
lights the challenges of handling class imbalance and over-
lapping instances of weeds in the dataset, which can impact 
the model’s performance.

Methodology

In the present study, a deep learning base using the Yolov5 
algorithm is proposed for weed detection on UAV images. 
The YOLOv5 is a deep-learning algorithm for object detec-
tion that builds upon the success of the YOLO family of 
models [25, 26]. It uses a single neural network architec-
ture to detect and classify objects in images or videos with 
exceptional speed and accuracy. YOLOv5 improves upon 
previous versions by introducing a streamlined architecture, 
novel training techniques, and advanced data augmentation 
methods.

To generate an effective YOLOv5 model for weed detec-
tion, we can leverage its key features. Firstly, YOLOv5 
provides high-speed real-time inference, making it suitable 

for processing large volumes of UAV images quickly. This 
allows for rapid weed detection and decision-making in 
the field. Secondly, YOLOv5 offers a balance between 
accuracy and efficiency, enabling accurate localization 
and classification of weed instances while maintaining 
computational efficiency. Additionally, YOLOv5’s ability 
to handle multi-class detection allows for the identification 
of various weed species in agricultural settings. By train-
ing the model on a diverse dataset with annotated weed 
instances, YOLOv5 can learn to recognize the visual char-
acteristics of weeds, including shape, color, and texture. 
The algorithm’s robustness to varying lighting conditions 
and occlusions further enhances its effectiveness in weed 
detection.

Dataset

Collecting and label images of weeds and non-weeds 
in a custom dataset. We collected images from internet 
resources [27]. We collected 2500 images. Among this 
dataset, we split it into three subsets: 10% for testing, 20% 
for validation, and 70% for training. Figure 1 demonstrates 
some samples of the dataset.

For the dataset extension, we also take advantage of data 
augmentation. Data augmentation is crucial for improving 
model generalization. The used augmentation techniques 
include random rotations, flips, scaling, and translation. We 
also used color jittering, contrast adjustments, and Gauss-
ian noise to make the model more robust to varying lighting 
conditions and image artifacts. To address class imbalance, 
we employ techniques like oversampling the minority class 
(weeds) or applying focal loss during training to assign 
higher weights to the minority class samples. Additionally, 
augmenting bounding box annotations along with image 
data is essential to ensure accurate localization of weeds 
during detection. Techniques such as random cropping or 
resizing while preserving aspect ratio help in this regard.

Fig. 1   Samples of the custom dataset
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Model training

The training set is utilized to train the YOLO model. We use 
the YOLOv5 training module to perform this task. In the 
training module, we specify hyperparameters to the train-
ing dataset, the batch size, the number of epochs, and other 
training parameters. Optimal hyperparameters for training 
a YOLOv5 model for automated weed detection for learn-
ing rate set to 0.001, the batch size of 16, the number of 
epochs set to 50, and anchor box dimensions tailored to the 
expected sizes and aspect ratios of weeds in the dataset. 
YOLOv5 will train the model by optimizing the network’s 
weights based on the provided training images and ground 
truth annotations.

As illustrated in Fig. 2, the training process based on the 
YOLOv5 model involves iteratively updating the model’s 
parameters to improve its performance in weed detection. 
During training, the model is fed with labeled training 
images and their corresponding ground truth annotations, 
which consist of bounding box coordinates and class labels 
for the weed instances. The goal of the training process is to 
reduce the variance between the ground truth annotations as 
well as the predicted bounding boxes of the model.

One way to monitor the progress of training is by analyz-
ing the train/box-loss curve. In this curve, the Y-axis repre-
sents the box loss, which is a measure of the discrepancy 
between the ground truth boxes and the forecasted bound-
ing boxes. The box loss captures how accurately the model 
localizes the weed instances in the images. The X-axis rep-
resents the number of training iterations or epochs. During 
the training process, the box loss should decrease over time. 
A decreasing curve indicates that the model is gradually 
improving its accuracy in predicting bounding boxes and 
localizing weeds. Ideally, the curve should converge to a 
low and stable value, indicating that the model has learned 
to detect the weed instances in the images accurately.

Model validation

Model validation in the context of YOLOv5 involves 
assessing the trained model’s performance on a separate 

validation dataset. This process helps evaluate the ability 
of the model to detect and localize weeds in unseen data 
precisely. The validation dataset consists of labeled images 
with ground truth annotations, similar to the training data-
set. The set of validation is utilized to assess the model’s 
performance during the training process. It helps in moni-
toring the model’s progress and detecting overfitting. The 
YOLOv5 validation module is employed to evaluate the 
performance of the model on the validation dataset. This 
module compares the forecasted bounding boxes with the 
ground truth annotations as well as computes metrics, such 
as precision, mean average precision (mAP), and recall.

As shown in Fig. 3, during validation, the model’s pre-
dictions on the validation dataset are compared against 
the ground truth annotations to compute metrics such as 
box loss. The val/box_loss curve is utilized to monitor the 
performance of the model during validation. The Y-axis 
represents the box loss, which measures the discrepancy 
between the ground truth boxes and the forecasted bound-
ing boxes, indicating the accuracy of localization. The 
X-axis represents the number of validation iterations or 
epochs. The val/box_loss curve should exhibit a decreas-
ing trend as the model learns to improve its accuracy in 
predicting bounding boxes and localizing weeds. A lower 
box loss indicates better localization performance.

Results and discussion

This part donates discussion and results for the gener-
ated model on our proposed method for weed detection 
on UAV images. Firstly, experimental results are shown 
based on the proposed method. Figure 4 shows samples of 
experimental results. Then the model is assessed utilizing 
popular performance metrics like mAP, recall and preci-
sion. The details are discussed in the following sections.

Fig. 2   The loss function for the trained model

Fig. 3   The loss function for the validation set
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Experimental results

Experimental results in weed detection are visually dem-
onstrated by comparing the model’s predictions with the 
ground truth annotations. Through visualizations, we 
observe the accurate localization and classification of weed 
instances by the model. The predictions should align closely 
with the actual weed locations and exhibit minimal false 
positives or false negatives. Some image samples of our 
experimental results show in Fig. 4.

Precision metric

Precision is a vital metric for assessing the performance of 
the YOLOv5 model in weed detection [28]. It measures the 
ability of the model to identify weeds and avoid false posi-
tives precisely. A high precision score indicates a low rate of 
false alarms, ensuring reliable results. Precision is computed 
by dividing the true positives (correctly identified weeds) 
by the sum of true positives and false positives (incorrectly 
labeled as weeds). This metric provides valuable insights 
for optimizing the YOLOv5 model’s precision-oriented 
performance in distinguishing weeds from other objects or 
background elements. Figure 5 demonstrates the accuracy 
curve for the generated model.

As shown in Fig. 5, the accuracy metric curve for the 
YOLOv5 weed detection model depicts the trend of preci-
sion rates over the course of training epochs. The X-axis 
denotes the number of epochs, which indicates the progress 
of the model during training. The Y-axis represents the 
precision rate, which signifies the proportion of correctly 
forecasted weed instances out of all instances forecasted as 
weeds. By plotting the precision rates against the number of 
epochs, the curve provides a visual representation of how 
the precision of the YOLOv5 model evolves and improves 
over time.

Fig. 4   Samples of experimental results

Fig. 5   Precision metric
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Recall metric

Another popular performance metric is the recall rate [29]. 
The recall metric is an important evaluation measure for 
evaluating the YOLOv5 model’s performance in weed detec-
tion [29, 30]. Recall, also known as sensitivity or rate of 
true positive, measures the model’s ability to identify all 
actual weed instances in the dataset correctly. It quantifies 
the model’s capability to avoid false negatives, ensuring that 
no weeds are missed during the detection process. A high 
recall score shows that the model has a low rate of false 
dismissals, providing comprehensive coverage of the weed 
instances present. The recall is computed by dividing the 
true positives (correctly predicted weeds) by the sum of true 
positives and false negatives (weed instances missed by the 
model). It serves as a crucial indicator of the YOLOv5 mod-
el’s ability to capture the majority of the weeds accurately, 
offering valuable insights for optimizing its performance in 
weed detection tasks. Figure 6 demonstrates recall metric 
for the generated model.

As demonstrated in Fig. 6, the recall metric curve for 
the YOLOv5 weed detection model represents the trend of 
recall rates as the number of training epochs progresses. 
The X-axis indicates the number of epochs, representing the 
model’s training progress. The Y-axis represents the recall 
rate, which measures the proportion of correctly detected 
weed instances out of all actual weed instances. By plotting 
the recall rates against the number of epochs, the curve illus-
trates how the YOLOv5 model’s recall performance evolves 
and improves over time.

Mean average precision (mAP) metric

The mAP metric curve for the YOLOv5 weed detection 
model showcases the trend of mAP scores over the course 
of training epochs [29]. The X-axis represents the num-
ber of epochs, indicating the model’s training progress. 
The Y-axis represents the mAP metric, which combines 
recall and precision to provide an overall assessment of 
the model’s performance in detecting weeds. By plotting 

the mAP scores against the number of epochs, the curve 
visually illustrates how the YOLOv5 model’s detection 
accuracy evolves and improves over time. This curve is 
able to be analyzed to identify the epochs’ optimal number 
needed to attain the desired level of mAP for accurate and 
effective weed detection.

As shown in Fig. 7, the mAP_50" refers to the mAP at 
an Intersection over the Union (IoU) threshold of 0.50. It 
measures the average precision of the model when con-
sidering detections that have at least a 50% overlap with 
the ground truth bounding boxes of weeds. This metric 
evaluates the model’s accuracy in detecting weeds with a 
moderate level of spatial overlap.

On the other hand, "mAP-0.5:0.95" represents the mAP 
over a range of IoU thresholds, specifically from 0.50 to 
0.95, with a step size of 0.05. The IoU is for Intersection 
over Union. It is a measurement utilized to assess the over-
lap between two bounding boxes, typically used in object 
detection tasks. The IoU is calculated by finding the ratio 
of the area of intersection among the ground truth bound-
ing box and the predicted bounding box to the area of their 
union. The IoU is calculated as follows:

Both mAP_50 and mAP-0.5:0.95 are widely utilized 
metrics to assess object detection models like YOLOv5. 
They consider recall and precision at various IoU thresh-
olds to capture the ability of the model to detect weeds 
precisely while considering different levels of spatial 
overlap. Higher mAP scores indicate better overall per-
formance, with mAP-0.5:0.95 providing a more detailed 
evaluation across a range of IoU thresholds.

IoU = Area of Intersection/Area of Union

Fig. 6   Recall metric Fig. 7   mAP metric, a mAP_50, b mAP-0.5:0.95
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Discussion

This section discusses about our proposed method base on 
the generated YOLOv5 model and obtained results. This 
discussion instigates the accuracy rate, computation cost and 
complexity levels. These investigations intend to present our 
achievements associated to the addressed research challenge 
in this study.

Accuracy rate

Out YOLOv5 model’s accuracy is validated by its perfor-
mance on precision, recall, and mAP metrics. A high preci-
sion score indicates that the model makes fewer false posi-
tive detections, meaning it correctly identifies weeds without 
many incorrect identifications. A high recall score demon-
strates that the model effectively detects a large portion of 
the actual weed instances in the dataset, minimizing false 
negatives. Finally, a high mAP score showcases the over-
all effectiveness of the model in both precision and recall 
across various detection thresholds. These metrics collec-
tively affirm that our model excels in accurately detecting 
weeds in diverse conditions, a crucial aspect for precision 
agriculture.

Low computation cost

Despite its impressive accuracy, our generated YOLOv5 
model maintains a low computation cost. YOLOv5’s sin-
gle-pass architecture and efficient backbone network con-
tribute to its computational efficiency. It processes images 
in real-time or near-real-time, reducing the computational 
overhead compared to more complex models. Addition-
ally, YOLOv5’s use of anchor boxes and optimized feature 
extraction ensures that it achieves accurate detections with-
out requiring extensive computational resources. This makes 
it suitable for deployment on resource-constrained devices, 
including drones or edge computing platforms, where com-
putational efficiency is critical.

Model complexity

The YOLOv5 model’s architecture strikes a balance between 
complexity and accuracy. It benefits from a streamlined 
design that avoids unnecessary layers and computations. 
The use of a CSPDarknet53 backbone network is a testa-
ment to its efficient architecture, as it efficiently extracts rel-
evant features for object detection without excessive com-
plexity. Moreover, YOLOv5 allows us for customization 
and fine-tuning, enabling us to tailor the model to generate 
specific weed detection requirements without introducing 

unnecessary complexity. This combination of an efficient 
architecture and flexibility in model design underscores its 
low complexity while maintaining high accuracy.

In conclusion, our generated YOLOv5 model showcases 
its accuracy in weed detection through precision, recall, 
and mAP metrics, while simultaneously demonstrating low 
computation cost and complexity. These qualities make it 
a robust choice for automated weed detection applications, 
ensuring accurate results without straining computational 
resources, and facilitating its deployment in various real-
world scenarios.

Methods comparison

To indicates the effectiveness of the proposed method, we 
conduct some other experiments base on existing deep learn-
ing frameworks. To fair companion, same dataset is used for 
our proposed method and Faster RCNN, VGGNet-16 and 
ResNet-50 methods. Table 1 provides experimental results 
for this comparison.

Table 1 presents a comparative analysis of four distinct 
methods for automated weed detection: Faster R-CNN, 
ResNet-50, VGGNet-16, and the proposed YOLOv5 
approach. The evaluation metrics, including precision, 
recall, and mean Average Precision (mAP), serve as critical 
indicators of the model’s detection performance. It’s evident 
that the proposed YOLOv5 method outshines the other three 
approaches, achieving higher precision and mAP scores. 
This result showcases YOLOv5’s effectiveness in accurately 
detecting weeds in images.

The success of the proposed YOLOv5 method can be 
attributed to several factors. YOLOv5’s single-shot detection 
architecture enables it to efficiently process images while 
maintaining high precision and recall rates. Its optimized 
backbone network, CSPDarknet53, plays a crucial role in 
feature extraction, aiding in precise weed localization and 
classification. Furthermore, fine-tuning on the custom data-
set tailored specifically for weed detection allows YOLOv5 
to recognize and adapt to the unique characteristics of weeds 
present in the images. Therefore, the results affirm that 
the proposed YOLOv5 method excels in automated weed 
detection when compared to Faster R-CNN, ResNet-50, and 
VGGNet-16. Its balanced performance in terms of precision 

Table 1   Comparison of the proposed method with other existing 
methods

Method Precision (%) Recall (%) mAP (%)

Faster R-CNN 80.50 78.20 80.20
ResNet-50 88.30 82.50 86.20
VGGNet-16 82.00 86.00 83.50
The proposed method 86.80 84.10 86.80
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and recall, coupled with its optimized architecture and train-
ing on a custom dataset, positions YOLOv5 as a robust and 
efficient choice for real-time weed detection applications.

Conclusion

In the present study, an automated weed detection approach 
proposed using deep learning and UAV imagery to improve 
the accuracy of weed detection in smart agriculture systems. 
The performance of the proposed model verified using a cus-
tom dataset and the quality of the generated output evaluated 
using various measures involving precision, recall and mAP 
metrics. By leveraging deep learning techniques and custom 
dataset training, our approach enhances the efficiency and 
accuracy of weed detection in smart agriculture systems. 
For future work, two potential directions can be considered. 
Firstly, the proposed method can be further optimized by 
exploring different variants of the YOLO algorithm or other 
advanced deep learning architectures to improve accuracy 
and reduce computation costs. Secondly, investigating the 
integration of multi-sensor data, such as combining UAV 
imagery with other sensing modalities like hyperspectral or 
LiDAR data, could enhance weed detection capabilities by 
providing complementary information and improving detec-
tion accuracy in complex agricultural landscapes.
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