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Abstract In this paper, an SIS epidemic model with age of vaccination is investigated.
Asymptotic smoothness of the semi-flow is proved. By analyzing the corresponding char-
acteristic equations, the local stability of a disease-free steady state and an endemic steady
state is discussed. It is shown that if the basic reproduction number is greater than unity,
the system is permanent. By constructing two Lyapunov functionals, it is proved that the
endemic steady state is globally asymptotically stable if the basic reproduction number is
greater than unity, and sufficient conditions are derived for the global asymptotic stability
of the disease-free steady state. Numerical simulations are given to illustrate the asymptotic
stabilities of the disease-free steady state and endemic state.

Keywords SIS epidemic model · Vaccine-age · Asymptotic smoothness · Uniform
persistence · Global stability

Introduction

Vaccination is a commonly used method for controlling disease, such as measles, polio,
diphtheria, tetanus, pertussis, tuberculosis, etc. Mathematical models including vaccination
may contribute to design effective vaccination policies for combating the spread of these
diseases in a population [1]. The study of vaccination, treatment and associated behavioral
changes related to disease transmission has been the subject of intense theoretical analysis.
There has been a large body of work on the plausible effects of vaccination programs in the
literature (see, for example [1–6] ).
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There is great variability in the structure of vaccination models, depending on the disease
and type of vaccine. One aspect of disease and vaccine that is very influential in the public
health impact of vaccines is the duration of immunity. Some vaccines confer permanent
immunity against infection such that the vaccinated individuals cannot be infected, while
others seem to provide temporary protection (see, for example, vaccines for pertussis [4]
and varicella [5]). Once a vaccine wanes from the body of the vaccinated person, the person
becomes susceptible to the disease again. Li and Ma [6] established an epidemic model
with vaccination strategies in which the vaccine was available for both the newborns and
susceptible individuals, and the immunity of the vaccinated individuals was temporary. They
considered the following model:

dS(t)

dt
= (1 − q)A − μS(t) − pS(t) − βS(t)I (t) + γ I (t) + ηv(t),

dv(t)

dt
= q A + pS(t) − (μ + η)v(t),

d I (t)

dt
= βS(t)I (t) − (μ1 + γ )I (t), (1.1)

where S(t), v(t) and I (t) denote the numbers of the susceptible, vaccinated and infectious
individuals at time t , respectively. The parameters p, q, A, β, γ, η, μ and μ1 are positive
constants. A is the birth rate of newborns, μ is the per capita natural death rate, μ1 is the
per capita natural and disease-induced death rate, β is the transmission rate coefficient of the
disease, γ is the recovery rate coefficient of the infected individuals. q(0 < q < 1) denotes
the fraction of the vaccinated newborns, and 1−q denotes that of the unvaccinated newborns.
The susceptible population is vaccinated at a constant rate p, and the vaccine wears off at a
constant rate η.

Note that system (1.1) was formulated as a system of ODEs under the assumption that all
individuals within a class behave identically, regardless of how much time they have spent in
their class. However, the early infectivity experiments [7] reported in Francis together with
the measurements of HIV antigen and antibody titers have supported the possibility of an
early infectivity peak (a few weeks after exposure) and a late infectivity plateau (one year
or so before the onset of “full-blown” AIDS) [8]. Therefore, it is necessary to incorporate
the duration age into modeling. Since Hoppensteadt established an age-dependent epidemic
model in [9], the effects of the age factor on the epidemic models have been extensively
considered (see, for example [10–13]).

In this paper, motivated by the works of Li and Ma [6] and Li et al. [11], we introduce an
SISmodel with age of vaccination, where the vaccine loses its protective properties with time
and eventually vaccinated individuals become susceptible again (For example, the present
HBV vaccine, its immune protection cannot last long and provides no immunity to some
people). The model that we considered takes the form

dS(t)

dt
= A − μS(t) − pS(t) − βS(t)I (t) + γ I (t) +

∫ ∞

0
η(a)v(a, t)da,

∂v

∂t
+ ∂v

∂a
= − (μ + η(a))v(a, t),

d I (t)

dt
= βS(t)I (t) − (μ1 + γ )I (t), (1.2)

with boundary condition

v(0, t) = pS(t), (1.3)
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for t � 0 and initial condition

S(0) = S0, v(a, 0) = v0(a), I (0) = I0, a � 0. (1.4)

Here, S0, I0 ∈ R
+ and v0(a) ∈ L1+(0,∞), where L1+(0,∞) is the space of functions on

[0,∞) that are nonnegative and Lebesgue integrable. a is the vaccine-age which means the
time individuals spend in the vaccinated class, v(a, t) is the density of vaccinated individuals
with respect to the age of vaccination a at time t and it is assumed that the newly vaccinated
individuals enter the vaccinated class v(a, t) with vaccine-age equal to zero. The vaccine
waning rate is η(a) which is a bounded general function of vaccine-age a. Thus, the num-
ber of individuals moving from the vaccinated class into the susceptible class at time t is∫ ∞
0 η(a)v(a, t)da.

In the following, we list some assumptions on the key function η(a), which is supposed
to be biologically significant and allow the mathematical treatment of (1.2).

Assumption 1.1 For problem (1.2)–(1.4), we assume that

(i) η(a) ∈ L1+(0,∞), with respective essential upper bounds η ∈ (0,∞);
(ii) η(a) is Lipschitz continuous on R+ with coefficient Mη;
(iii) There exists μ0 ∈ (0, μ] such that η(a) � μ0 for a � 0.

Define the space of functions for problem (1.2)–(1.4) as

X = R+ × L1+(0,∞) × R+

with norm

‖(x1, x2, x3)‖X = x1 +
∫ ∞

0
x2(s)ds + x3.

Then the initial condition (1.4) is taken to be included in X , i.e.

x0 = (S0, v0(·), I0) ∈ X . (1.5)

By the standard theory of functional differential equations [14], it can be proved that system
(1.2) with initial condition (1.5) has a unique nonnegative solution. Therefore, we can obtain
a continuous semi-flow � : R+ × X → X for system (1.2), which is

�(t, x0) = �t (x0) = (S(t), v(·, t), I (t)), t � 0, x0 ∈ X
with

‖�t (x0)‖X = ‖(S(t), v(·, t), I (t))‖X
= S(t) +

∫ ∞

0
v(s, t)ds + I (t). (1.6)

The organization of this paper is as follows. “Asymptotic Smoothness” is devoted to proving
the asymptotic smoothness of the semi-flow generated by system (1.2). “Steady states and
local stability”, by analyzing the corresponding characteristic equations, we study the local
asymptotic stability of a disease-free steady state and an endemic steady state. In “Uniform
persistence”, we show that the system is uniformly persistent if the basic reproduction number
is greater than unity. In “Global stability of steady states”, we discuss the global stability
of the two steady states by constructing suitable Lyapunov functionals and using LaSalle’s
invariance principle, respectively. “Numerical simulation and discussion” is devoted to some
simulations and discussion on the model.
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Asymptotic Smoothness

In this section we study the asymptotic smoothness of the semi-flow generated by system
(1.2), which is necessary to obtain the global properties of the system.

Firstly we give the definition of asymptotic smoothness.

Definition 2.1 ([15]). A semi-flow �(t, x0) : R+ × X → X is said to be asymptotically
smooth, if, for any nonempty, closed bounded set B ⊂ X for which �(t, B) ⊂ B, there is a
compact set B0 ⊂ B such that B0 attracts B.

To verify the asymptotic smoothness of the semi-flow of system (1.2), we need the fol-
lowing result.

Lemma 2.1 ([15]). If the following two conditions hold, then the semi-flow �(t, x0) =
φ(t, x0) + ϕ(t, x0) : R+ × X → X is asymptotically smooth in X .

(i) There exists a continuous function u : R+ × R+ → R+ such that u(t, h) → 0 as
t → ∞ and ‖φ(t, x0)‖X � u(t, h) if ‖x0‖X � h;

(ii) For t � 0, ϕ(t, x0) is completely continuous.

In our application, we divide the semi-flow � into the following two operators φ(t, x0),
ϕ(t, x0) : R+ × X → X ,

φ(t, x0) = (0, z(·, t), 0), ϕ(t, x0) = (S(t), z̃(·, t), I (t)),
in which

z(a, t) =
{
0, t > a � 0;
v(a, t), a � t � 0; z̃(a, t) =

{
v(a, t), t > a � 0;
0, a � t � 0.

(2.1)

Then, for t � 0,wehave�(t, x0) = φ(t, x0)+ϕ(t, x0). In use ofVolterra formulation (Webb
[16] and Iannelli [17]), integrating the term v(a, t) of system (1.2) along the characteristic
line t − a = const. gives that

v(a, t) =
⎧⎨
⎩

v(0, t − a) exp
(− ∫ a

0 ε(s)ds
) = pS(t − a)ρ(a), t > a � 0;

v0(a − t) exp
(− ∫ a

a−t ε(s)ds
) = v0(a − t)

ρ(a)

ρ(a − t)
, a � t � 0,

(2.2)

where ρ(a) = exp
(− ∫ a

0 ε(s)ds
)
, ε(a) = μ + η(a). Thus, by the definition of (2.1), we

have that

z(a, t) =
⎧⎨
⎩
0, t > a � 0;
v0(a − t)

ρ(a)

ρ(a − t)
, a � t � 0; (2.3)

z̃(a, t) =
{
pS(t − a)ρ(a), t > a � 0;
0, a � t � 0.

(2.4)

In the following, we will prove that condition (i) of Lemma 2.1 holds true.

Lemma 2.2 For h > 0, let u(t, h) = he−(μ+μ0)t . Then limt→∞ u(t, h) = 0 and
‖φ(t, x0)‖X � u(t, h) if ‖x0‖X � h.
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Proof Clearly, limt→∞ u(t, h) = 0. For x0 ∈ X , ‖x0‖X � h, we have that

‖φ(t, x0)‖X = |0| +
∫ ∞

0
|z(a, t)|da + |0|

=
∫ ∞

t

∣∣∣∣v0(a − t)
ρ(a)

ρ(a − t)

∣∣∣∣ da

=
∫ ∞

0

∣∣∣∣v0(τ )
ρ(t + τ)

ρ(τ)

∣∣∣∣ dτ

=
∫ ∞

0

∣∣∣∣v0(τ ) exp

(
−

∫ t+τ

τ

ε(s)ds

)∣∣∣∣ dτ

� e−(μ+μ0)t
∫ ∞

0
|v0(τ )|dτ

� e−(μ+μ0)t‖x0‖X
� u(t, h).

The proof is complete. ��
Define the state space for system (1.2) as follows:

� =
{
(S(t), v(·, t), I (t)) ∈ X : 0 � S(t) +

∫ ∞

0
v(a, t)da + I (t) � A

μ̄
,

in which

μ̄ = min{μ,μ1}.
Lemma 2.3 For system (1.2), we have that

(i) � is positive invariant for � : �t (x0) ∈ � for ∀t � 0, x0 ∈ �;
(ii) � is point dissipative and � attracts all points in X .

Proof For t � 0, x0 ∈ �, by Eq. (1.6), we have that

d

dt
‖�t (x0)‖X = dS(t)

dt
+ d

dt

∫ ∞

0
v(a, t)da + d I (t)

dt
. (2.5)

Considering Eq. (2.2), we get that

d

dt

∫ ∞

0
v(a, t)da = d

dt

∫ t

0
pS(t − a)ρ(a)da + d

dt

∫ ∞

t
v0(a − t)

ρ(a)

ρ(a − t)
da

= d

dt

∫ t

0
pS(τ )ρ(t − τ)dτ + d

dt

∫ ∞

0
v0(τ )

ρ(t + τ)

ρ(τ)
dτ

= pS(t)ρ(0) +
∫ t

0
pS(τ )

d

dt
ρ(t − τ)dτ +

∫ ∞

0
v0(τ )

d

dt
ρ(t + τ)

ρ(τ)
dτ.

Note that

ρ(0) = 1,
dρ(a)

da
= −ε(a)ρ(a),

and hence we have that

d

dt

∫ ∞

0
v(a, t)da = pS(t) −

∫ ∞

0
ε(a)v(a, t)da. (2.6)
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Combining (2.5) and (2.6) gives that

d

dt
‖�t (x0)‖X =dS(t)

dt
+ pS(t) −

∫ ∞

0
ε(a)v(a, t)da + d I (t)

dt

=A − μS(t) − pS(t) − βS(t)I (t) + γ I (t) +
∫ ∞

0
η(a)v(a, t)da

+ pS(t) −
∫ ∞

0
ε(a)v(a, t)da + βS(t)I (t) − (μ1 + γ )I (t)

=A − μS(t) − μ

∫ ∞

0
v(a, t)da − μ1 I (t)

�A − μ̄

(
S(t) +

∫ ∞

0
v(a, t)da + I (t)

)

=A − μ̄‖�t (x0)‖X .

It follows from the variation of constants formula that for t � 0,

‖�t (x0)‖X � A

μ̄
− e−μ̄t

(
A

μ̄
− ‖x0‖X

)
,

which implies ‖�t (x0)‖ ∈ �. Hence, � is positively invariant for �. In addition, since
lim supt→∞ ‖�t (x0)‖X � A/μ̄ for ∀x0 ∈ X , � is point dissipative and � attracts all points
in X . The proof is complete. ��

The following result is immediate from Assumption 1.1 and Lemma 2.3.

Lemma 2.4 If x0 ∈ X and ‖x0‖X � M for some M � A/μ̄, then for all t � 0 the following
statements hold:

(i) 0 � S(t), I (t),
∫ ∞
0 v(a, t)da � M;

(ii) v(0, t) � pM.

To satisfy the condition (ii) of Lemma 2.1, we need to prove that for any closed and
bounded set B ⊂ X , ϕ(t, B) is compact. In light of Lemma 2.4, S(t) and I (t) remain in the
compact set [0, A/μ̄] ⊂ [0, M], where M � A/μ̄ is a bound for B. Thus, it is only to show
that z̃(a, t) remains in a compact subset of L1+(0,∞) independent of x0 ∈ �. The following
results give a criterion for compactness in L1+(0,∞).

Lemma 2.5 ([18]). Let K ⊂ L p(0,∞) be closed and bounded where p � 1. Then K is
compact if the following conditions hold true.

(i) limh→0
∫ ∞
0 | f (z + h) − f (z)|pdz = 0 uniformly for f ∈ K ;

(ii) limh→∞
∫ ∞
h | f (z)|pdz = 0 uniformly for f ∈ K .

Lemma 2.6 For t � 0, ϕ(t, x0) is completely continuous.

Proof Note that

ρ(a) � e−(μ+μ0)a .

It follows from (2.4) that∫ ∞

h
|z̃(a, t)|da �

∫ ∞

h
pMe−(μ+μ0)ada = pM

μ + μ0
e−(μ+μ0)h,
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which implies that limh→∞
∫ ∞
h |z̃(a, t)|da = 0.

In order to verify condition (i), for t � 0, h ∈ (0, t) sufficiently small, we have
∫ ∞

0
|z̃(a + h, t) − z̃(a, t)|da =

∫ t−h

0
|pS(t − a − h)ρ(a + h) − pS(t − a)ρ(a)| da

+
∫ t

t−h
|0 − pS(t − a)ρ(a)|da

�
∫ t−h

0
pS(t − a − h)|ρ(a + h) − ρ(a)|da

+
∫ t−h

0
ρ(a)|pS(t − a − h) − pS(t − a)|da

+
∫ t

t−h
pS(t − a)ρ(a)da. (2.7)

Denote


 =
∫ t−h

0
ρ(a)|pS(t − a − h) − pS(t − a)|da. (2.8)

Since 0 � ρ(a) � 1 and ρ(a) is a non-increasing function respect to a, it follows that
∫ t−h

0
|ρ(a + h) − ρ(a)| da =

∫ t−h

0
ρ(a)da −

∫ t−h

0
ρ(a + h)da

=
∫ t−h

0
ρ(a)da −

∫ t

h
ρ(a)da

=
∫ t−h

0
ρ(a)da −

∫ t−h

h
ρ(a)da −

∫ t

t−h
ρ(a)da

=
∫ h

0
ρ(a)da −

∫ t

t−h
ρ(a)da � h. (2.9)

Combining (2.7)–(2.9) we get that∫ ∞

0
|z̃(a + h, t) − z̃(a, t)|da � 2pMh + 
.

From Lemma 2.4, we obtain that |dS/dt | is bounded by A + (μ + p + γ + η̄)M + βM2,

which implies S(·) is Lipschitz on (0,∞) with coefficient Ms, that is

|S(t − a − h) − S(t − a)| � Msh.

Hence, it follows from (2.8) that


 �
∫ t−h

0
pMshe

−(μ0+μ)ada � pMsh

μ0 + μ
.

In conclusion, we have that∫ ∞

0
|z̃(a + h, t) − z̃(a, t)|da �

(
2pM + pMsh

μ0 + μ

)
h,

which converges to 0 as h → 0 and hence condition (i) is proved. Thus, z̃(a, t) remains in a
compact subset Bz̃ which leads to ϕ(t, B) ⊆ [0, M] × Bz̃ × [0, M], which is compact in X .

Then ϕ(t, x0) is completely continuous. The proof is complete. ��
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CombiningLemmas 2.1, 2.2 and 2.6,we obtain the following result on asymptotic smooth-
ness.

Theorem 2.1 The semi-flow �(t, x0) of system (1.2) is asymptotically smooth.

Steady States and Local Stability

In this section, we investigate the local stability of a disease-free steady state and an endemic
steady state of system (1.2) by analyzing the corresponding characteristic equations, respec-
tively.

System (1.2) always has a disease-free steady state E0(S0, v0(a), 0), where

S0 = A

μ + p(1 − θ)
, v0(a) = pS0ρ(a),

in which θ = ∫ ∞
0 η(a)ρ(a)da. It is easy to see,

θ =
∫ ∞

0
η(a) exp

(
−

∫ a

0
μ + η(s)ds

)
da

=
∫ ∞

0
e−μaη(a) exp

(
−

∫ a

0
η(s)ds

)
da

=
∫ ∞

0
e−μad

(
− exp

(
−

∫ a

0
η(s)ds

))

= −
[
e−μa exp

(
−

∫ a

0
η(s)ds

)]∞

0
− μ

∫ ∞

0
exp

(
−μa −

∫ a

0
η(s)ds

)
da

� 1.

Define

R0 = Aβ + pθ(μ1 + γ )

(μ + p)(μ1 + γ )
. (3.1)

R0 is the average number of secondary transmissions of a single infectious individual in a
fully susceptible population, which is called the basic reproduction number of system (1.2).
It is easy to show that ifR0 > 1, in addition to the disease-free steady state E0, system (1.2)
has a unique endemic steady state E∗(S∗, v∗(a), I ∗), where

S∗ = μ1 + γ

β
, v∗(a) = pS∗ρ(a), I ∗ = (μ + p)(R0 − 1)

μ1
S∗.

Now firstly we study the local stability of the disease-free steady state E0. Change the
variables as follows:

x1(t) = S(t) − S0, x2(a, t) = v(a, t) − v0(a), x3(t) = I (t).
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Linearizing system (1.2) at E0 gives the following system

dx1(t)

dt
= −μx1(t) − px1(t) − βS0x3(t) + γ x3(t) +

∫ ∞

0
η(a)x2(a, t)da,

∂x2
∂t

+ ∂x2
∂a

= − (μ + η(a))x2(a, t),

dx3(t)

dt
= βS0x3(t) − (μ1 + γ )x3(t),

x2(0, t) = px1(t). (3.2)

Let

x1(t) = x01e
λt , x2(a, t) = x02 (a)eλt , x3(t) = x03e

λt , (3.3)

in which x01 , x
0
3 are constants and x02 (a) is the function of a. Inserting (3.3) into (3.2), it

follows that

λx01 = −μx01 − px01 − βS0x03 + γ x03 +
∫ ∞

0
η(a)x02 (a)da,

dx02 (a)

da
+ λx02 (a) = − (μ + η(a))x02 (a),

λx03 = βS0x03 − (μ1 + γ )x03 ,

x02 (0) = px01 . (3.4)

If x03 �= 0, it follows from the third equation of (3.4) that

λ = βS0 − μ1 − γ = (μ + p)(μ1 + γ )(R0 − 1)

A
S0. (3.5)

Therefore, there is a real root λ < 0 if R0 < 1. Otherwise, λ > 0 while R0 > 1. If x03 = 0,
integrating the second equation of (3.4) from 0 to a yields that

x02 (a) = px01e
−(λ+μ)a−∫ a

0 η(s)ds . (3.6)

Plugging (3.6) into the first equation of (3.4), we obtain the characteristic equation of system
(1.2) at the steady state E0:

λ + μ + p − p
∫ ∞

0
η(a)e−(λ+μ)a−∫ a

0 η(s)dsda = 0. (3.7)

Denote

K(λ) =
∫ ∞

0
η(a)e−(λ+μ)a−∫ a

0 η(s)dsda. (3.8)

Clearly, K(0) = θ. Assume that Reλ � 0, then |K(λ)| � θ � 1. From Eq. (3.7), we obtain
that

Reλ = Re(pK(λ) − μ − p) < 0.

This is a contradiction. It means that all roots of (3.7) have negative real parts. Consequently,
the disease-free steady state E0 is locally asymptotically stable if R0 < 1 and unstable if
R0 > 1.
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In the following we investigate the local stability of endemic steady state E∗. Change
variables into

y1(t) = S(t) − S∗, y2(a, t) = v(a, t) − v∗(a), y3(t) = I (t) − I ∗.

Linearizing system (1.2) at E∗, we derive the following system

dy1(t)

dt
= −μy1(t) − py1(t)−β I ∗y1(t) − βS∗y3(t) + γ y3(t) +

∫ ∞

0
η(a)y2(a, t)da,

∂y2
∂t

+ ∂y2
∂a

= − (μ + η(a))y2(a, t),

dy3(t)

dt
= β I ∗y1(t) + βS∗y3(t) − (μ1 + γ )y3(t),

y2(0, t) = py1(t). (3.9)

Set

y1(t) = y01e
λt , y2(a, t) = y02 (a)eλt , y3(t) = y03e

λt , (3.10)

where y01 , y
0
3 are constants and y02 (a) is the function of a. Substituting (3.10) into (3.9), it

follows that

λy01 = −μy01 − py01 − β I ∗y01 − βS∗y03 + γ y03 +
∫ ∞

0
η(a)y02 (a)da,

dy02 (a)

da
+ λy02 (a) = − (μ + η(a))y02 (a),

λy03 = β I ∗y01 + βS∗y03 − (μ1 + γ )y03 ,

y02 (0) = py01 . (3.11)

Integrating the second equation of (3.11) from 0 to a gives that

y02 (a) = py01e
−(λ+μ)a−∫ a

0 η(s)ds . (3.12)

Plugging (3.12) into the first equation of (3.11), we deserve that

λy01 = −μy01 − py01 − β I ∗y01 − βS∗y02 + γ y02 + py01K(λ), (3.13)

whereK(λ) is defined as (3.8). Combining the third equation of (3.11) and (3.13), we obtain
the characteristic equation of system (1.2) at E∗ as follows:

λ(λ + μ + p − pK(λ) + β I ∗) + βμ1 I
∗ = 0. (3.14)

Assume that Reλ � 0. Equation (3.14) can be changed into

λ + μ + p − pK(λ) + β I ∗ = −βμ1 I ∗

λ
,

which implies

Re(λ + μ + p − pK(λ) + β I ∗) > 0, Re

(
−βμ1 I ∗

λ

)
� 0.

This is a contradiction. It means all the roots of (3.14) have negative real parts. Therefore,
the endemic steady state E∗ of system (1.2) is locally asymptotically stable if R0 > 1.

In conclusion, we have the following result.
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Theorem 3.1 If R0 < 1, the disease-free steady state E0(S0, v0(a), 0) of system (1.2)
is locally asymptotically stable; if R0 > 1, E0 is unstable and the endemic steady state
E∗(S∗, v∗(a), I ∗) exists and is locally asymptotically stable.

Uniform Persistence

In this section, we study the uniform persistence of system (1.2).
Define

X̃ = R+, Ỹ = {I (t) ∈ X̃ : I (t) > 0},
Y = R+ × L1+(0,∞) × Ỹ, ∂Y = X\Y, ∂Ỹ = X̃\Ỹ.

According to [19], we have the following result.

Lemma 4.1 The subsets Y and ∂Y are both positively invariant under the semi-flow
{�(t)}t�0, namely, �(t,Y) ⊂ Y and �(t, ∂Y) ⊂ ∂Y for t � 0.

Furthermore, the following lemma is required for the derivation of a persistence result.

Lemma 4.2 The disease-free steady state E0 is globally asymptotically stable for the semi-
flow {�(t)}t�0 restricted to ∂Y.

Proof Let (S0, v0(·), I0) ∈ ∂Y . Then I0 ∈ ∂Ỹ and it follows that

d I (t)

dt
= βS(t)I (t) − (μ1 + γ )I (t =),

I (0) = 0.

Since S(t) � A/μ̄ as t → ∞, we have I (t) � Î (t) where

d Î (t)

dt
= Aβ

μ̄
Î (t) − (μ1 + γ ) Î (t),

Î (0) = 0. (4.1)

It is easy to show that system (4.1) has a unique solution Î (t) = 0,which indicates I (t) → 0
as t → ∞.

Considering the following system

dS(t)

dt
= A − μS(t) − pS(t) +

∫ ∞

0
η(a)v(a, t)da,

∂v

∂t
+ ∂v

∂a
= − (μ + η(a))v(a, t),

v(0, t) = pS(t), S(0) = S0, v(a, 0) = v0(a),

Ẽ0(S0, v0(a)) is an unique steady state. From (2.2), we have that

dS(t)

dt
= A−μS(t)− pS(t)+ p

∫ t

0
η(a)S(t − a)ρ(a)da +

∫ ∞

t
η(a)v0(a − t)

ρ(a)

ρ(a − t)
da.

(4.2)
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Note that {
|v0(a − t)

ρ(a)

ρ(a − t)

|L1 � e−(μ+μ0)t‖v0‖L1 ,

which implies

lim
t→∞ v0(a − t)

ρ(a)

ρ(a − t)
= 0.

Thus, given ∀ε > 0, there exists T > 0 such that for t > T,

dS(t)

dt
� A − μS(t) − pS(t) + p

∫ t

0
η(a)S(t − a)ρ(a)da + ε,

which yields

lim sup
t→∞

S(t) � A + ε

μ + p − pθ
.

Since this holds for ε > 0 sufficiently small, letting ε → 0, we derive that

lim sup
t→∞

S(t) � A

μ + p − pθ
. (4.3)

On the other hand, it follows from (4.2) that

dS(t)

dt
� A − μS(t) − pS(t) + p

∫ t

0
η(a)S(t − a)ρ(a)da,

which yields

lim inf
t→∞ S(t) � A

μ + p − pθ
.

This, together with (4.3), follows that

lim
t→∞ S(t) = A

μ + p − pθ
.

For a � 0, it follows from (2.2) that

lim
t→∞ v(a, t) = pS0ρ(a).

Therefore, the disease-free steady state E0 is globally asymptotically stable in ∂Y. The proof
is complete. ��

By applying Theorem 3.7 in [20], we are now in a position to give the following theorem
about the uniform persistence.

Theorem 4.1 Suppose that R0 > 1. The semi-flow {�(t)}t�0 is uniformly persistent
with respect to (Y, ∂Y), that is, there exists a constant ε > 0 such that for x ∈
Y, limt→∞ ‖�(t, x)‖X � ε. Furthermore, there exists a compact global attractor A of
bounded set in Y.
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Proof It follows from Lemma 4.2 that E0 is globally asymptotically stable in ∂Y. Thus, it
suffices to prove that

WS(E0) ∩ Y = ∅,

in which

WS(E0) = {x ∈ Y : lim
t→∞ �(t, x) = E0}.

Assume that there exists y ∈ Y such that limt→∞ �(t, y) = E0. So we can find a sequence
{yn} ⊂ Y such that

‖�(t, yn) − E0‖ <
1

n
, t � 0

where

�(t, yn) = (Sn(t), vn(·, t), In(t)), yn = (Sn(0), vn(·, 0), In(0)).
Choose n > 0 large enough such that S0 − 1/n > 0 and the following inequality holds

R0 − 1 − β

n
> 0. (4.4)

For this chosen n > 0, there exists T > 0 such that for t > T, it follows

S0 − 1

n
< Sn < S0 + 1

n
, 0 � In(t) � 1

n
. (4.5)

Inserting (4.5) into the second equation of (1.2) and by using of comparison principle, we
get that

In(t) � Ǐ (t),

where Ǐ (t) is the solution of the following system

d Ǐ (t)

dt
= β(S0 − 1

n
) Ǐ (t) − (μ1 + γ ) Ǐ (t),

Ǐ (0) = In(0). (4.6)

It is easy to know from (4.6) that

Ǐ (t) = In(0)e
(R0−1−β/n)t . (4.7)

From (4.4) and (4.7), it follows that Ǐ (t) → ∞ as t → ∞which implies In(t) is unbounded.
This is contradictory to (4.5). Thus,WS(E0)∩Y = � holds. By [20], {�(t)}t�0 is uniformly
persistent. Furthermore, we can conclude that there exists a compact set A ⊂ Y which is a
global attractor for {�(t)}t�0 in Y. The proof is complete. ��

Global Stability of Steady States

In this section, we are concerned with the global stability of each of feasible steady states
of system (1.2). The technique of the proofs is to use suitable Lyapunov functionals and
LaSalle’s invariance principle.
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For convenience, let

g(x) = x − 1 − ln x, x ∈ (0,+∞).

It is easy to show that g(x) ≥ 0, g′(x) = 1−1/x for all x ∈ (0,+∞) andmin0<x<+∞ g(x) =
g(1) = 0.

Define

ω(a) =
∫ ∞

a
η(s) exp

(
−

∫ s

a
ε(τ )dτ

)
ds. (5.1)

clearly, if a � 0, ω(a) > 0 and ω(0) = θ. It follows that

dω(a)

da
= ω(a)ε(a) − η(a).

We first state and prove our result on the global stability of the disease-free steady state
E0(S0, v0(a), 0).

Theorem 5.1 If R0 � 1 and Aβ + pθγ > (μ + p)γ, the disease-free steady state
E0(S0, v0(a), 0) of problem (1.2)–(1.4) is globally asymptotically stable.

Proof Let (S(t), v(a, t), I (t)) be any positive solution of system (1.2) with boundary con-
dition (1.3) and initial condition (1.4).

Define

L(t) = L1(t) + L2(t),

where

L1(t) = S0g

(
S(t)

S0

)
+

(
1 − γ

βS0

)
I (t),

L2(t) =
∫ ∞

0
ω(a)v0(a)g

(
v(a, t)

v0(a)

)
da.

Calculating the derivative of L1(t) along the solution of problem (1.2)–(1.4), and on substi-
tuting A = μS0 + pS0 − pS0θ, it follows that

dL1(t)

dt
= S0

(
1

S0
− 1

S(t)

)
(A − μS(t) − pS(t) − βS(t)I (t) + γ I (t))

+
(
1 − S0

S(t)

) ∫ ∞

0
η(a)v(a, t)da +

(
1 − γ

βS0

) [
βS(t)I (t) − (μ1 + γ )I (t)

]

= S0
(

1

S0
− 1

S(t)

) (
(μ + p)(S0 − S(t)) − βS(t)I (t) + γ I (t)

)

+
(
1 − S0

S(t)

)(∫ ∞

0
η(a)v(a, t)da − pS0θ

)

+
(
1 − γ

βS0

) [
βS(t)I (t) − (μ1 + γ )I (t)

]
(5.2)
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= (μ + p)S0
(
2 − S0

S(t)
− S(t)

S0

)
− β I (t)(S(t) − S0) + γ I (t)

(
1 − S0

S(t)

)

+
∫ ∞

0
η(a)v0(a)

(
v(a, t)

v0(a)
− 1 − S0v(a, t)

v0(a)S(t)
+ S0

S(t)

)
da

+
(
1 − γ

βS0

) [
βS(t)I (t) − (μ1 + γ )I (t)

]

= (μ + p)S0
(
2 − S0

S(t)
− S(t)

S0

)
+ γ I (t)

(
2 − S0

S(t)
− S(t)

S0

)

+
(
1 − γ

βS0

)
(βS0 − μ1 − γ )I (t)

+
∫ ∞

0
η(a)v0(a)

(
v(a, t)

v0(a)
− 1 − S0v(a, t)

v0(a)S(t)
+ S0

S(t)

)
da.

Denoting ∂v/∂a = va, the derivative of L2(t) along the solution of system (1.2) is as follows:

dL2(t)

dt
=

∫ ∞

0
ω(a)v0(a)

∂

∂t
g

(
v(a, t)

v0(a)

)
da

=
∫ ∞

0
ω(a)

v(a, t) − v0(a)

v(a, t)

∂v

∂t
da

= −
∫ ∞

0
ω(a)(v(a, t) − v0(a))

(
va(a, t)

v(a, t)
+ μ + η(a)

)
da. (5.3)

Since

∂

∂a
g

(
v(a, t)

v0(a)

)
=

(
v(a, t)

v0(a)
− 1

) (
va(a, t)

v(a, t)
+ μ + η(a)

)
, (5.4)

inserting (5.4) into (5.3), we derive that

dL2(t)

dt
= −

∫ ∞

0
ω(a)v0(a)

∂

∂a
g

(
v(a, t)

v0(a)

)
da

=
[
−ω(a)v0(a)g

(
v(a, t)

v0(a)

)]∞

0
+

∫ ∞

0
g

(
v(a, t)

v0(a)

)
d

da
(ω(a)v0(a))da

= −
[
ω(a)v0(a)g

(
v(a, t)

v0(a)

)]
a=∞

+ ω(0)v0(0)g

(
v(0, t)

v0(0)

)

+
∫ ∞

0
g

(
v(a, t)

v0(a)

)[
v0(a)

dω(a)

da
+ ω(a)

dv0(a)

da

]
da

= −
[
ω(a)v0(a)g

(
v(a, t)

v0(a)

)]
a=∞

+ pS0θ

(
S(t)

S0
− 1 − ln

S(t)

S0

)

−
∫ ∞

0
η(a)v0(a)g

(
v(a, t)

v0(a)

)
da. (5.5)
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Combining (5.2) and (5.5), it follows that

dL(t)

dt
= γ I (t)

(
2 − S0

S(t)
− S(t)

S0

)
+

(
1 − γ

βS0

)
(βS0 − μ1 − γ )I (t)

−
[
ω(a)v0(a)g

(
v(a, t)

v0(a)

)]
a=∞

+ (μ + p)S0
(
2 − S0

S(t)
− S(t)

S0

)

+
∫ ∞

0
η(a)v0(a)

(
v(a, t)

v0(a)
− 1 − S0v(a, t)

v0(a)S(t)
+ S0

S(t)

)
da

+ pS0θ

(
S(t)

S0
− 1 − ln

S(t)

S0

)
−

∫ ∞

0
η(a)v0(a)g

(
v(a, t)

v0(a)

)
da

= γ I (t)

(
2 − S0

S(t)
− S(t)

S0

)
+

(
1 − γ

βS0

)
(βS0 − μ1 − γ )I (t)

−
[
ω(a)v0(a)g

(
v(a, t)

v0(a)

)]
a=∞

+ (μ + p)S0
(
2 − S0

S(t)
− S(t)

S0

)

+
∫ ∞

0
η(a)v0(a)

[
1 − S0v(a, t)

v0(a)S(t)
+ ln

S0v(a, t)

v0(a)S(t)

]
da

+ pS0θ

(
S0

S(t)
+ S(t)

S0
− 2

)

= γ I (t)

(
2 − S0

S(t)
− S(t)

S0

)
+

(
1 − γ

βS0

)
(βS0 − μ1 − γ )I (t)

−
[
ω(a)v0(a)g

(
v(a, t)

v0(a)

)]
a=∞

−
∫ ∞

0
η(a)v0(a)g

(
S0v(a, t)

v0(a)S(t)

)
da

+ (μ + p − pθ)S0
(
2 − S0

S(t)
− S(t)

S0

)
. (5.6)

Hence, R0 � 1 and Aβ + pθγ > (μ + p)γ ensure L ′(t) � 0 for all S, v, I � 0.
Let M be the largest invariant subset of the set

∑ = {(S(t), v(a, t), I (t))|L ′(t) = 0}.
We now claim that M = {E0}. In fact, if R0 < 1, it follows from (5.6) that

∑ =
{(S(t), v(a, t), I (t))|S(t) = S0, v(a, t) = v0(a), I (t) = 0}, which implies M = {E0}.
When R0 = 0,

∑ = {(S(t), v(a, t), I (t))|S(t) = S0, v(a, t) = v0(a)} and I (t) = 0 from
the first equation of (1.2). Again, there isM = {E0}.Noting that ifR0 � 1, E0(S0, v0(a), 0)
is locally asymptotically stable. We see that it is globally stable. The proof is complete. ��

We are now in a position to establish the global stability of the endemic steady state E∗
of system (1.2).

Theorem 5.2 IfR0 > 1, the endemic steady state E∗(S∗, v∗(a), I ∗) of problem (1.2)–(1.4)
is globally asymptotically stable.

Proof Let (S(t), v(a, t), I (t)) be any positive solution of problem (1.2)–(1.4). Define

U (t) = U1(t) +U2(t),
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where

U1(t) = S∗g
(
S(t)

S∗

)
+ k1 I

∗g
(
I (t)

I ∗

)
,

U2(t) =
∫ ∞

0
ω(a)v∗(a)g

(
v(a, t)

v∗(a)

)
da,

in which ω(a) is defined as (5.1) and k1 > 0 is a constant to be determined later.
Calculating the derivative of U1(t) along the positive solution of system (1.2), it follows

that

dU1(t)

dt
=

(
1 − S∗

S(t)

)(
A − μS(t) − pS(t) − βS(t)I (t) + γ I (t) +

∫ ∞

0
η(a)v(a, t)da

)

+ k1

(
1 − I ∗

I (t)

)
[βS(t)I (t) − (μ1 + γ )I (t)]

=
(
1 − S∗

S(t)

)(
μS∗ + pS∗ + βS∗ I ∗ − γ I ∗ −

∫ ∞

0
η(a)v∗(a)da

)

+
(
1 − S∗

S(t)

) (
−μS(t) − pS(t) − βS(t)I (t) + γ I (t) +

∫ ∞

0
η(a)v(a, t)da

)

+ k1

(
1 − I ∗

I (t)

)
[βS(t)I (t) − βS∗ I (t)]

= (μ + p)S∗
(
2 − S(t)

S∗ − S∗

S(t)

)
+ (βS∗ I ∗ − γ I ∗)

(
1 − S∗

S(t)

)

+ βS∗ I (t)
(
1 − S(t)

S∗

)
+ γ I (t)

(
1 − S∗

S(t)

)

+
∫ ∞

0
η(a)v∗(a)

(
v(a, t)

v∗(a)
− 1 − S∗v(a, t)

v∗(a)S(t)
+ S∗

S(t)

)
da

+ k1βS
∗ I (t)

(
S(t)

S∗ − 1

)
+ k1βS

∗ I ∗
(
1 − S∗

S(t)

)
. (5.7)

Choose k1 > 0 satisfying

k1βS
∗ = βS∗ − γ = μ1. (5.8)

We derive from (5.7) and (5.8) that

dU1(t)

dt
=(μ + p)S∗

(
2 − S(t)

S∗ − S∗

S(t)

)

+ k1βS
∗ I ∗

(
2 − S∗

S(t)
− S(t)

S∗

)
+ γ I (t)

(
2 − S∗

S(t)
− S(t)

S∗

)

+
∫ ∞

0
η(a)v∗(a)

(
v(a, t)

v∗(a)
− 1 − S∗v(a, t)

v∗(a)S(t)
+ S∗

S(t)

)
da. (5.9)

Similar to (5.4) and (5.5), we have that

dU2(t)

dt
= −

[
ω(a)v∗(a)g

(
v(a, t)

v∗(a)

)]
a=∞

+ pS∗θ
(
S(t)

S∗ − 1 − ln
S(t)

S∗

)

−
∫ ∞

0
η(a)v∗(a)g

(
v(a, t)

v∗(a)

)
da. (5.10)
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Consequently, we obtain from (5.9) and (5.10) that

dU (t)

dt
= k1βS

∗ I ∗
(
2 − S∗

S(t)
− S(t)

S∗

)
+ γ I (t)

(
2 − S∗

S(t)
− S(t)

S∗

)

+
∫ ∞

0
η(a)v∗(a)

(
1 − S∗v(a, t)

v∗(a)S(t)
+ ln

S∗v(a, t)

v∗(a)S(t)

)
da

+ (μ + p − pθ)S∗
(
2 − S∗

S(t)
− S(t)

S∗

)
. (5.11)

Hence, ifR0 > 1,U ′(t) � 0 for all S, v, I � 0. It is readily seen from (5.11) thatU ′(t) = 0
if and only if S(t) = S∗, v(a, t) = v∗(a). Furthermore, from the first equation of (1.2) it
follows that I (t) = I ∗. Noting that ifR0 > 1, the endemic steady state E∗ is locally stable,
we see that it is globally asymptotically stable by using LaSalle’s invariance principle. The
proof is complete. ��

Numerical Simulation and Discussion

In this paper, we have proposed an SIS epidemic model with age of vaccination. In order to
reflect the dependence of immune protection on the duration since individuals are vaccinated,
we assume that the vaccinated population is structured by the vaccine-age, and the vaccine
waning rate depends on the vaccine-age. We have calculated the basic reproduction number
R0 to show that if R0 > 1, the disease can invade into the susceptible individuals and the
unique endemic steady state is globally asymptotically stable, whereas ifR0 � 1, sufficient
conditions are obtained for the global stabilities of the disease-free steady state. In the fol-
lowing, to verify the theoretical results obtained, we perform some numerical simulations on
the model (1.2)–(1.4).

Discretize the derivative in a with a forward difference and the derivative in t with a
backward difference, and the integral with a right-endpoint rule sum. Since both age and
time progress simultaneously, we discretize the age and time with same step 
t = 0.02. The
numerical method is given by the following difference scheme:

Sn+1 = A
t + Sn + γ I n
t + 
t�K
k=1ηkv

n+1
k 
t

1 + μ
t + p
t + β I n
t
,

vn+1
k+1 = vnk

1 + μ
t + ηk
t
,

I n+1 = β
t Sn I n + I n

1 + (μ1 + γ )
t
,

S0 = S(0), v0k = v(a, 0), I 0 = I (0), (6.1)

where n = 0, . . . , N − 1, k = 0, . . . , K − 1, N = 10000, K = 5000. It can be shown
that the solutions of the difference scheme (6.1) converge to the solution of the continuous
problem (1.2).

In model (6.1), we let A = 3, μ = 0.06, μ1 = 0.1, γ = 0.2, and

η(a) =
{
0.04, a � 10;
0, a ∈ (0, 10).

(6.2)
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Fig. 1 R0 = 0.7628 < 1, Aβ + pθγ > (μ+ p)γ. The disease-free steady state E0(S0, v0(a), 0) is globally
stable, and the susceptible and vaccinated population converge to S0 = 30, v0(a) = pS0ρ(a), respectively.
The total number of vaccinated population V (t) converges to V 0 = 28.8973

The initial values are

S(0) = 30, v(a, 0) = 6e−0.3a, I (0) = 5. (6.3)

Example 1 We choose β = 0.01, p = 0.1 in system (1.2). By (3.1), we get R0 = 0.7628.
There is a disease-free steady state E0(S0, v0(a), 0), where S0 = 30, v0(a) = pS0ρ(a).

Furthermore, Aβ + pθγ = 0.0344, (μ + p)γ = 0.0320, then the sufficient condition
Aβ+ pθγ > (μ+ p)γ holds. By Theorem 4.1, E0 is globally stable. It is easy to compute that
the total number of vaccinated population V (t) converges to V 0 = ∫ a

0 v0(a)da = 28.8973.
Fig. 1 shows that the steady state E0 is globally asymptotically stable which is consistent
with Theorem 4.1.

Note that in Figs. 1c, 2c and 3c, there is a “shock” in the solution at t = a, which follows
from the boundary condition. Since in model (6.1), vnk (k ≥ n) can be calculated from initial
condition v0k and the second equation only, while the calculation of vnk (k < n) still needs the
boundary condition (1.3) and the first equation. Therefore, a “shock” is caused in the solution
of vnk at t = a.

Example 2 In system (1.2), choose parameters β = 0.015, p = 0.1. Then we get the repro-
duction numberR0 = 1.0753. In addition to the disease-free steady state, there is an unique
endemic steady state E∗(S∗, v∗(a), I ∗), where S∗ = 20, v∗(a) = pS∗ρ(a), I ∗ = 2.4098.
The total number of vaccinated population V (t) converges to V ∗ = ∫ a

0 v∗(a)da = 25.9315.
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Fig. 2 R0 = 1.0753 > 1. The endemic steady state E∗(S∗, v∗(a), I∗) is globally stable, and the susceptible
and vaccinated population converge to S∗ = 20, v∗(a) = pS∗ρ(a), I∗ = 2.4098, respectively. The total
number of vaccinated population V (t) converges to V ∗ = 25.9315

By Theorem 5.2, the endemic steady state E∗ is globally asymptotically stable which is
indicated in Fig. 2.

In any epidemiological model, the sensitivity of the results to the parameters’ values are
very important in planning the control strategies. In order to see how the waning rate η(a)

affect the spread and control of the disease, we give the following example.

Example 3 In system (1.2), let β = 0.015, p = 0.1. The waning rate η(a) changes to the
following

η(a) =
{
0.03, a � 10;
0, a ∈ (0, 10).

Then we have R0 = 1.0523, S∗ = 20, v∗(a) = pS∗ρ(a), I ∗ = 1.6741, V ∗ =∫ a
0 v∗(a)da = 27.1543. Figure 3 shows that the endemic steady state E∗ is globally asymp-
totically stable.

Comparing Figs. 2 and 3, the value of I ∗ decreases from 2.4098 to 1.6741 along with the
value of η(a) decreasing from 0.04 to 0.03. This indicates that the small value of waning
rate η(a) benefits the disease control which can be achieved by re-vaccination. Hence, for
the practical prevention purpose, our analysis suggests that reducing the waning rate by
re-vaccination will be effective to control the disease.
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Fig. 3 R0 = 1.0523 > 1. The endemic steady state E∗(S∗, v∗(a), I∗) is globally stable, and the susceptible
and vaccinated population converge to S∗ = 20, v∗(a) = pS∗ρ(a), I∗ = 1.6741, respectively. The total
number of vaccinated population V (t) converges to V ∗ = 27.1543
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