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Abstract This paper considers the microbial batch culture for producing 1,3-propanediol
(1,3-PD) via glycerol disproportionation. Due to the nature of the fractional order operations,
a novel fractional ordermodel, which is based upon the original ordinary differential dynamic
system, is introduced to describe the complex bioprocess in a more accurate manner. Exis-
tence and uniqueness of solutions to the novel fractional order system and the continuity of
solutions with respect to the parameters are discussed respectively. In addition, a parameter
identification problemof the system is presented, and a particle swarmoptimization algorithm
is constructed to solve it. Finally, the conclusion is drawn by numerical simulations.
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Introduction

Fractional calculus is a generalization of ordinary calculus which introduces derivatives and
integrals of fractional order (see [1–7,9]). In the last 2 decades, the use of fractional order
operators and operations has been shown as a powerful tool tomodel the behavior of a number
of mechanical and electrical dynamic systems [10–12,14]. In 2006, Magin provided a simple
but illustrative example of memory effect of a fractional derivative [13]. Recently, fractional
calculus is therefore generally accepted by physical considerations, such as memory and
hereditary effects, favor the use of fractional derivative-based models [8,15]. In particular, it
is reasonable to think that the physicochemical nature of biological processes will result in a
dynamic behavior with memory such as fermentations, enzymatic reactions, cell growth, etc.
[8]. They also show that the kinetics of those reactive systems can be accurately represented
by using fractional calculus without the need of empirical considerations.

Themicrobial conversion process for synthesizing 1,3-PDhas been studied since the 1980s
[16,28]. An experimental investigation about the multiple inhibitions of the fermentation
process is given in [17,29], and studies based on metabolic flux and metabolic pathway
analysis are given in [18–22,26]. Mathematical models of the microbial conversion process,
together with various process control strategies, have been considered in [23–25,27]. There
are three common methods of microbial fermentation: batch culture, continuous culture, and
fed-batch culture. At the beginning of the batch culture, the bacteria and substrate are added
to the bioreactor, and nothing is added to the batch culture during the process. In continuous
culture, freshmediumflows into the fermentor continuously to replenish consumed substrate.
Fed-batch culture is amixture of the batch and continuous cultures: the time horizon is divided
into periods, and the fermentation process switches between a continuous phase (in which
substrate is added continuously to the reactor) and a batch phase (in which no substrate is
added to the reactor). In this paper, we focus on the batch culture process with glycerol as
the substrate.

Motivated by the use of fractional calculus in reactive biological systems, in this paper, we
intend to extend the existing ordinary ordermathematicalmodel to the fractional ordermodel,
which canmore accurately describe the batch culture in themicrobial fermentation process for
producing 1,3-PD. The existence and uniqueness of solutions to the system and the continuity
of solutions with respect to the parameters are discussed. A parameter identification model
is developed, and its identifiability is proved. Subsequently, we construct an algorithm to
solve the parameter identification problem. Numerical result shows the effectiveness of the
algorithm and the agreement with the experimental data.

This paper is organized as follows. In the second section, we introduce a fractional model
with newsystemparameters to describe the batch culture inmicrobial fermentation [15]. Then
the properties of the solutions to the system are discussed in the next section. Subsequently,
a parameter identification model is constructed in following section. Then, we develop a
particle swarm optimization method for solving the parameter identification problem in the
next section. Finally, numerical results are reported in last section.

Fractional Model for Biological Fermentation

Some relativity mature models for producing 1,3-PD have already been established in last 2
decades [23–25,27]. Motivated by the applications of fractional calculus and the fractional
model for reactive biological system proposed by Toledo-Hernandez [15], we propose a

123



Differ Equ Dyn Syst (January–July 2018) 26(1–3):265–277 267

fractional order differential equation model to simulate the microbial fermentation. This
fractional order fermentation model is based upon the mechanism of our original ordinary
differential equations model [23] and the Caputo fractional derivative (see [30,31]).

Assume that nothing is added to or removed from the batch reactor during the batch
culture process. Further, assume that the concentration of reactions of reactor reactants are
uniform. According to [25], mass balance of biomass, substrate and products in batch culture
are written as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ1 = μx1(t),

ẋ2 = −q2x1(t), t ∈ I, i = 3, 4, 5,

ẋi = qi x1(t),

x0i = xi (0),

(1)

where x1, x2, x3, x4, x5 are biomass, glycerol, 1,3-PD, acetate and ethanol concentrations
at time t in the reactor, respectively. I denotes the time interval of microbial fermentation.
x0 := (x01 , x

0
2 , x

0
3 , x

0
4 , x

0
5 )

� denotes the initial state. The specific cell growth rate μ, specific
consumption rate of substrate q2 and specific formation rate of products qi , i = 3, 4, 5, are
expressed by the following equations on the basis of [24].

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

μ = μm
x2(t)

x2(t) + ks

5∏

i=2

(
1 − xi (t)

x∗
i

)
,

q2 = m2 + μ
Y2

,

qi = mi + μYi , i = 3, 4, 5.

Under anaerobic conditions at 37◦ and PH = 7.0, the maximum specific growth rate of cells
μm = 0.67 /h andMonod saturation constant ks = 0.28 mmol/L. The critical concentrations
of biomass glycerol, 1,3-PD, acetate and ethanol for cell growth are x∗

1 = 10 g/L, x∗
2 = 2039

mmol/L, x∗
3 = 939.5 mmol/L, x∗

4 = 1026 mmol/L and x∗
5 = 360.9 mmol/L, respectively.

mi and Yi , i = 2, 3, 4, 5, are parameters given in [24]. Since the concentrations of biomass,
glycerol and products are restricted in a certain range according to the practical production,we
consider the system on a subset of R5, Wad := {x ∈ R5|x1 ∈ [0.001, x∗

1 ], xi ∈ [0, x∗
i ], i =

2, 3, 4, 5}.
To establish fractional order fermentation model, two fractional derivative definitions, the

Riemann-Liouville definition and the Caputo definition, together with the initial condition
[7] are introduced. The Riemann-Liouville fractional derivative is

0D
α
t y(t) := 1

Γ (n − α)

dn

dtn

∫ t

0
(t − τ)n−α−1y(τ )dτ , (2)

where n = [α]+ 1, and [α] means the integer part of α. The initial conditions corresponding
to (2) are of the form

dα−k

dtα−k
y(t)|t=0+ := ck, k = 1, 2, . . . , n, (3)

with given values ck . In practical applications, these specified fractional initial values are
frequently not available, and it may not even be clear what their physical meanings are
(see[32,33]). The Caputo fractional order derivative is

C
0 D

α
t y(t) = 0D

α
t

[

y(t) −
n−1∑

k=0

y(k)

k! tk
]

, (4)
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with specified initial conditions in the classical form

y(k)(0) = y(k)
0 , k = 0, 1, . . . , n − 1. (5)

Because the physical meaning of the fractional derivative of y is not clear when dealing with
the fermentation model, nor is how such a quantity can be measured, the Caputo definition
is applied in the following fractional fermentation model.

Since the amount of acetate and ethanol generated in the process is very small, we only
consider one kind of product, 1,3-PD, i.e., the first three equations (the biomass, the substrate
and the 1,3-PD) of system (1) are considered. Then we assume that nothing is added to, or
removed from, the batch reactor during the batch culture process. And also, the stir in the
reactor is sufficient so that the concentrations of reactants are uniform. In [15], the classical
Lotka-Volterra model was extended to the fractional model. Analogy to [15], we extend the
existed ordinary differential model of system (1) to a fractional model. In [15], the author
only consider the influence of cell mortality to biomass. However, cell death also inhibit the
consumption of the substrate and the growth of the product. In this paper, considering the
influence of cell mortality to biomass, product and substrate, we present a novel fractional
fermentation model.

Based on [15], it is reasonable to assume that the biomass growth depends only on the
substrate, and the increase of biomass is proportional to the biomass-substrate interaction (a
product of x1 and x2). Moreover, the inhibition of cell death to biomass is proportional to the
biomass. So the rate of change of biomass concentration can be represented as follows:

C
0 D

α1
t x1 = k1x1x2 − k4x1. (6)

A similar derivation is used for the substrate and the product differential equations. Assume
that the concentration of substrate decreases proportionally to the biomass-substrate interac-
tion (x1x2). Also, the cell death will inhibit the glycerol consumption and the rate of change
of substrate concentration is shown as follows:

C
0 D

α2
t x2 = −k2x1x2 + k5x1. (7)

The 1,3-PD concentration depends on the same biomass-substrate interaction and the cell
death, so we have

C
0 D

α3
t x3 = k3x1x2 − k6x1. (8)

The kinetics constants ki , i = 1, 2, 3, represent biomass growth, glycerol consumption, and
1,3-PD formation, respectively. And ki , i = 4, 5, 6, represent cell death, the inhibition of
glycerol consumption, and the 1,3-PD growth by cell death, respectively. For simplicity, we
introduce α := (α1, α2, α3)

�, k := (k1, k2, k3, k4, k5, k6)�, and x := (x1, x2, x3)�.
Since the concentration of biomass, glycerol and 1,3-PD are restricted in a certain range

according to practical production, we consider the system on a subset of R3, let

Wad := {x ∈ R3|xi ∈ [xi∗, x∗
i ], i = 1, 2, 3},

be the permitted capability of state variables, where xi∗ and x∗
i are the lower and the upper

bound of biomass, glycerol and product, respectively. And

Pad := {(α, k)|αi ∈ (0, 1), k j ∈ [0, 1], i = 1, 2, 3, j = 1, . . . , 6},
is the parameter admission set. For brevity, let us define that p := (α�, k�) and

f (t, x(t), p) := ( f1(t, x(t), p), f2(t, x(t), p), f3(t, x(t), p))
�, (9)
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where fi (t, x(t), p), i = 1, 2, 3, represent the right hands of the Eqs. (6–8), respectively.
Then the fractional material balance equations for the process of microbial batch culture is
given by the following equations:

{
C
0 D

α
t x(t) = f (t, x(t), p),

x0 = x(0) := (x01 , x
0
2 , x

0
3 )

�,
(10)

where t ∈ I := [0, T ] and T is the terminal time. Next, we will study the existence and
uniqueness of solutions to the fractional system (10).

Properties of the Solution for the System

To discuss the existence and uniqueness of the solutions to the system and the continuity
of solutions with respect to the parameters, some important properties of the Eq. (9) are
discussed in this section. We denote the space of continuous functions from I into R3 with
C(I, R3), equipped with the sup norm ‖x‖ := sup{|x(t)| : t ∈ I } for x ∈ C(I, R3), where
|·| is the Euclidean norm.

Property 3.1 For a given p ∈ Pad , function f defined in Eq. (9) is twice continuously
differentiable on x ∈ Wad. Further, there exists a constant M ∈ (0,∞) satisfying

‖ f (t, x, p)‖ ≤ M, (11)

for all x ∈ Wad.

Property 3.2 There exists a constant K , for all given t ∈ I, x1, x2 ∈ Wad, and all p1, p2 ∈
Pad , function (9) satisfies the following Lipschitz condition

‖ f (t, x1, p1) − f (t, x2, p2)‖ ≤ K (‖x1 − x2‖ + ‖p1 − p2‖). (12)

Proof Under Property 3.1 and the Mean Value Theorem, it is easy to complete the proof.
	


Definition 3.1 A function x(·) ∈ C(I, R3) is said to be a solution of the fractional order
system (10) if x satisfies the equation C

0 D
α
t x(t) = f (t, x(t)) a.e. on I and the condition that

x(0) = x0.

Property 3.3 (existence and uniqueness)For all (x0, p) ∈ Wad×Pad , there exists an unique
solution x to the fractional system (10) in C(I, R3).

Proof Obviously, f is continuous in I ×Wad . Further, Based on Property 3.1, ‖ f (t, x, p)‖
is bounded when (t, x, p) ∈ I × Wad × Pad . Let q = 2

3α, β = α−1
1−q , we have

∥
∥
∥

2M

Γ (α)(1 + β)1−q

∥
∥
∥ ≤ 4M.

According to Property 3.1, there exists a constant l0 ∈ R+ and let k1 ∈ (0, 1
l0

), satisfying

‖ f (t, x1, p) − f (t, x2, p)‖ ≤ L0‖x1 − x2‖,
where L0 = max{k1x2|k1 ∈ Pad , x2 ∈ Wad}. Let
ln(τ ) = 1

q

(
ln(L0) + (1 + β)(1 + q)ln(T ) − ln(Γ (q)) − (1 − q)ln(1 + β) + qln(q)

)
,
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then we have

L0

Γ (q)

T (1+β)(1−q)

(1 + β)1−q

(q

τ

)q ≤ 1.

According to Theorem 3.16 in [34], the proof of existence and uniqueness of the solution to
the fractional order system (10) is completed. 	

Lemma 3.1 Function x(·) ∈ C(I, R3) is said to be a solution of the fractional order system
(10), if it satisfies the following integral equation:

x(t, p) = x0 + 1

Γ (α)

∫ t

0
(t − τ)α−1 f (τ, x, p)dτ , t ∈ I. (13)

Property 3.4 The solution x(·; p) of the fractional order system (10) is continuous on p ∈
Pad .

Proof For all p1, p2 ∈ Pad , we have

‖x(t, p1) − x(t, p2)‖ = ‖x(t, α1, k1) − x(t, α2, k2) + x(t, α2, k1) − x(t, α2, k2)‖
≤ ‖x(t, α1, k1) − x(t, α2, k1)‖ + ‖x(t, α2, k1) − x(t, α2, k2)‖.

(14)

Combining (9) with Lemma 3.1 yields

‖x(t, α1, k1) − x(t, α2, k1)‖ =
∥
∥
∥

1

Γ (α1)

∫ t

0
(t − s)α

1−1 f (s, x, α1, k1)ds

− 1

Γ (α2)

∫ t

0
(t − s)α

2−1 f (s, x, α2, k1)ds
∥
∥
∥

≤
∥
∥
∥

∫ t

0

1

Γ (α1)
(t − s)α

1−1
[
f (s, x, α1, k1)

− f (s, x, α2, k1)
]
ds

∥
∥
∥

+
∥
∥
∥

∫ t

0

[ 1

Γ (α1)
(t − s)α

1−1

− 1

Γ (α2)
(t − s)α

2−1
]
f (s, x, α2, k1)ds

∥
∥
∥.

According to Property 3.1 and Property 3.2, the equation can be simplified as follows:

‖x(t, α1, k1) − x(t, α2, k1)‖ ≤ K
∥
∥
∥

∫ t

0

1

Γ (α1)
(t − s)α

1−1ds
∥
∥
∥ · ‖α1 − α2‖

+M
∥
∥
∥

∫ t

0

[ 1

Γ (α1)
(t − s)α

1−1 − 1

Γ (α2)
(t − s)α

2−1
]
ds

∥
∥
∥.

Let N1 = K
∥
∥
∥

T α1

Γ (α1 + 1)

∥
∥
∥, N2 = MT ‖α1‖

Γ (min{‖α1‖, ‖α2‖} + 1)
, then we obtain

‖x(t, α1, k1) − x(t, α2, k1)‖ ≤ N1‖α1 − α2‖ + N2|1 − t‖α2−α1‖|.
For all ε > 0, let δ1 = ε

2N where N = max{N1, N2}, when ‖α1 − α2‖ < δ, the following

‖x(t, α1, k1) − x(t, α2, k1)‖ ≤ ε

2
, (15)
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holds. For all k1, k2 ∈ Pad , the second part of the equation (14) can be expressed as follows:

‖x(t, α2, k1) − x(t, α2, k2)‖ =
∥
∥
∥

1

Γ (α2)

∫ t

0
(t − s)α

2−1 f (s, x, α2, k1)ds

− 1

Γ (α2)

∫ t

0
(t − s)α

2−1 f (s, x, α2, k2)ds
∥
∥
∥

≤ K
∥
∥
∥

∫ t

0

(t − s)α
2−1

Γ (α2)
ds

∥
∥
∥ · ‖k1 − k2‖.

Let N3 = K‖ T α2

Γ (α2 + 1)
‖, δ2 = ε

2N3
, when ‖k1 − k2‖ < δ2 we have

‖x(t, α2, k1) − x(t, α2, k2)‖ ≤ ε

2
. (16)

Based upon (14–16), we obtain the desired results. 	


Parameter Identification

Under the specified initial data x0 = (x1(0), x2(0), x3(0))�, we did l times concen-
tration measurement during fermentation process. Denote the experimental data at time
t j , j ∈ Il := {1, 2, . . . , l}, by y j := (y j

1 , y j
2 , y j

3 )� ∈ R
3, where y j

1 , y j
2 and y j

3 rep-
resent the experimental concentration of the biomass, glycerol, and 1,3-PD at that time,
respectively. Further, let x j := (x1(t j , p), x2(t j , p), x3(t j , p))� be the solution of the frac-
tional order fermentation system (10) under the initial value x0 at time t j , where j ∈ Il and
p := (α1, α2, α3, k1, k2, k3, k4, k5, k6) ∈ Pad . Then, the parameter identification problem
that makes the calculated values x j from the system (10) achieve a best approximation with
the empirical data y j can be described as follows:

(P) min J (p) =
3∑

i=1

l∑

j=1

|xi (t j , p) − y j
i |

|y1i − yli |
s.t p ∈ Pad ,

0 ≤ t ≤ T .

(17)

We define the solution set to the fractional order system (10) as follows:

S := {x(·; p) ∈ C(I, R3)| x(·; p) is the solution to the system (10), p ∈ Pad}. (18)

According to Property 3.4 and the compactness of Pad , we can obtain the following results.

Lemma 4.1 For a given x(·) ∈ Wad, the set S defined in (18) is compact in C(I, R3).

Theorem 4.1 Assume that for a given p ∈ Pad , the system (10) is controllable and observ-
able, then there exists an optimal solution p∗ ∈ Pad of the Problem (P), such that the
following

J (p∗) ≤ J (p), ∀p ∈ Pad , (19)

holds.
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Proof It follows from Property 3.4 that the mapping from p ∈ Pad to x(·; p) ∈ S is
continuous. In viewof the continuity of themapping from x to J (p) and the compactness of S,
we conclude that problem (P) has an optimal solution, denoted by p∗, that is, J (p∗) ≤ J (p),
for all p ∈ Pad . 	


Particle Swarm Optimization Algorithm and Numerical Results

The problem (P) is a dynamic optimization problem with the fractional dynamic differential
equations, and we want to adjust the parameters so that our numerical results conform to the
experiment data. To get the numerical solution of the fractional derivative equations, we intro-
duce the predictor-corrector method in [8]. Considering the global nature of the solution and
the rate of the convergence, we introduce a modified Particle Swarm Optimization algorithm
(PSO) to solve this problem. We will make a brief introduction of the predictor-corrector
method first.

The fundamental algorithm for the solution of initial value problems with Caputo deriva-
tives is derived by Diethelm in [8], and the algorithm is a generalization of the classical
Adams-Bashforth-Moulton integrator. We recall the results of numerical method for the
fractional differential equations. A general fractional differential equation system can be
described as follows:

{
Dα y(t) = f (t, y(t)),

y(k)(0) = y(k)
0 , k = 0, 1, . . . , [α] + 1.

(20)

And the system (20) is equivalent to the following:

y(t) =
�α−1∑

k=0

tk

k! y
(k)
0 + 1

Γ (α)

∫ t

0
(t − τ)α−1 f (τ, y(τ ))dτ ,

where �α is the smallest integer lager than or equal to α. The integral is then replaced
by a two-point quadrature formula. To be brief, the predictor step is calculated through the
following equation:

y pN (tn+1) =
�α−1∑

k=0

tkn+1

k! y(k)
0 + 1

Γ (α)

n∑

j=0

b j,n+1 f (t j , yh(t j )), (21)

where

b j,n+1 = hα

α
((n + 1 − j)α − (n − j)α). (22)

And the corrector formula is calculated by the following equation:

yh(tn+1) =
�α−1∑

k=0

tkn+1

k! y(k)
0 + hα

Γ (α + 2)
f (tn+1, y

p
h (tn+1))

+ hα

Γ (α + 2)

n∑

j=0

a j,n+1 f (t j , yh(t j )), (23)
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where

a j,n+1 =

⎧
⎪⎨

⎪⎩

nα+1 − (n − α)(n + 1)α, j = 0,

(n − j + 2)α+1 + (n − j)α+1 − 2(n − j + 1)α+1, 1 ≤ j ≤ n,

1, j = n+1.

(24)

The basic algorithm, fractional Adams-Bashforth-Moulton method, is fully described by
equations (21) and (23) with the weights b j,n+1 and a j,n+1 being defined according to (22)
and (24), respectively.

PSO optimizes a problem by having a population of candidate solution, and moving these
particles around in the search-space according to simple mathematical formulae over the
particles position and velocity. PSO is a metaheuristic as it makes few or no assumptions
about the problem being optimized and can search very large spaces of candidate solutions.
More specifically, PSO does not use the gradient of the problem being optimized, which
means PSO does not require that the optimization problem be differentiable as is required
by classic optimization methods such as gradient descent and quasi-Newton methods. And
it can be simplified as follows:

Notations:

• N is the total number of the particles in the swarm.
• Kmax is the maximum iteration step.
• τ is the convergence tolerance.
• c1 andc2 are the minimum and maximum inertia weights.
• vmax and vmin are vectors containing the maximum and minimum particle velocities.
• pmax and pmin are the upper and the lower bound of the particles. The following variables

in the PSO algorithm are updated as the algorithm proceeds.
• w is the inertia weight.
• q is the iterative step.
• J (q, n) is the value of the nth individual particle at the qth iteration.
• J̃ (q, n) is the best objective value found by the nth individual particle in the qth iteration.
• p̃n is the best control strategy found by the nth individual particle.
• J̃ ∗ is the best objective value found by any member of the swarm.
• p̃∗ is the best control strategy found by any member of the swarm.

Algorithm:

Step 1. Initialize the following parameters: Kmax, τ, c1, c2, w0, vmax, vmin, pmax, pmin.
Step 2. Randomly generate positions of the N particles in the rectangular region defined
by constrains of (17). And randomly generate the particle velocities in the rectangular
region defined by vmax and vmin. Let pn := (αn

1 , α
n
2 , α

n
2 , k

n
1 , k

n
2 , k

n
3 , k

n
4 , k

n
5 , k

n
6 ) denotes

the position of the nth particle, and let vn := (vn1 , v
n
2 , v

n
3 , v

n
4 , v

n
5 , v

n
6 , v

n
7 , v

n
8 , v

n
9 ) denotes

the velocity of the nth particle, where n = 1, 2, . . . , N .
Step 3.According to (21–24), we get the numerical solution of the fractional order system
(10). Then for each n = 1, 2, . . . , N , calculate the corresponding objective value J (q, n)

according to (17) and initialize J̃ (1, n), J̃ ∗ and p̃n, p̃∗.
Step 4. If J (q, n) < J̃ (q, n), then set J̃ (q, n) = J (q, n) and pn = p̃n .
Step 5. If J (q, n) < J̃ ∗, then set J̃ ∗ = J (q, n) and pn = p̃∗.
Step 6. If J̃ ∗ < τ then stop. Otherwise go to Step 7.
Step 7. Update the velocities, for each n = 1, 2, . . . , N , j = 1, 2, . . . , 9,

vn( j) = w0 × vn( j) + c1 × r1 × (pnbest ( j) − pn( j)) + c2 × r2 × (p∗
best ( j) − pn( j)),
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where r1 ∈ (0, 1) and r2 ∈ (0, 1) are random numbers, and vn( j) denotes the j th index
of the nth particle.
Step 8. For each n = 1, 2, . . . , N , j = 1, 2, . . . , 9 update the velocity of the particles
according to the following formula:

vn( j) =

⎧
⎪⎨

⎪⎩

vmin, vn( j) < vmin,

vn( j), vn( j) ∈ [vmin, vmax],
vmax, vn( j) > vmax.

Step 9. Update the inertia term according to the following formula:

w = 0.4 + 0.5 × exp (−3 × (q/Kmax)
2).

Step 10. For each n = 1, 2, . . . , N , j = 1, 2, . . . , 9, compute

pn( j) = pn( j) + w × vn( j).

Step 11. For each n = 1, 2, . . . , N , j = 1, 2, . . . , 9, update the position of the particles
according to the following formula

pn( j) =

⎧
⎪⎨

⎪⎩

pmin, pn( j) < pmin,

pn( j), pn( j) ∈ [pmin, pmax],
pmax, pn( j) > pmax.

Step 12. Set q = q + 1 and return to Step 3.

Numerical Results

By combining the PSO algorithm with the predictor-corrector approach for the numerical
solution of fractional differential equations, we solved the parameter identification problem
and obtained the fractional orders and the optimal kinetics parameters for the fractional order
system (10). The results are listed in Table 1. Further, the average relative errors are calculated
according to the following form

εi =
l∑

j=1

|xi (t j , p) − y j
i |

y j
i

, i = 1, 2, 3.

Then the experimental data and the numerical results with the obtained parameters are shown
in Fig. 1, where ‘+’ and ‘−’ represent the experimental data and the numerical data, respec-
tively. According to Fig. 1, we can conclude that the fractional order system (10) can present
the intermittent fermentation process properly.

Table 1 Parameters values in dynamical systems (10)

Reactant Fractional order Kinetics parameters Relative error

Biomass α1 = 0.9636 k1 = 0.0012 k4 = 0 ε1 = 0.0605

Glycerol α2 = 0.5381 k2 = 0.2785 k5 = 0.2464 ε2 = 0.5176

1, 3-PD α3 = 0.7286 k3 = 0.1336 k6 = 0.0031 ε3 = 0.0674
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Fig. 1 Comparison of biomass, glycerol and product concentration between experimental data and compu-
tational results

Conclusion

The bioconversion of glycerol to 1,3-propanediol is an intricate bioprocess, and we had
a relatively mature system to represent microbial fermentation already. In this paper, we
introduce a novel fractionalmodel. Fractional derivatives are defined by integrals, and they are
non-local operators. The calculation of the fractional derivative of a function at a given time
contains information about all of the values of the function at earlier times. We believe that
the dynamic behavior of a microbial batch culture does not depend only on their conditions
at the current point in time, but also in their earlier time points. One of the advantages
is that the fractional system can be used to model memory effects without the need for a
series of ordinary differential equations involving a number of parameters. The structure of
the fractional system is simpler than the previous fermentation model and bring us much
convenience when dealing with constraint optimization problems. Further, according to the
numerical results of the system,wecan conclude that the fractional ordermodelwith identified
parameters can describe the batch culture appropriately.

Acknowledgements This work was supported by the National Natural Science Foundation for the Youth of
China (Grant No. 11401073), and the Fundamental Research Funds for Central Universities in China (Grant
DUT15LK25).

123



276 Differ Equ Dyn Syst (January–July 2018) 26(1–3):265–277

References

1. Liouville, J.: Mmoire sur quelques questions de gomtrie et de mcanique, et sur un nouveau genre de calcul
pour rsoudre ces questions, pp. 1-69. (1832)

2. Letnikov, A.V.: Theory of differentiation with an arbitrary index. Math. Sb 3, 1–66 (1868)
3. Hardy, G.H., Littlewood, J.E.: Some properties of fractional integrals. I. Math. Z. 34(1), 565–606 (1928)
4. Hardy, G.H., Littlewood, J.E.: Some properties of fractional integrals. II. Math. Z. 34(1), 403–439 (1932)
5. Caputo, M.: Linear models of dissipation whose Q is almost frequency independent II. Geophys. J. Int.

13(5), 529–539 (1967)
6. Diethelm, K.: The Analysis of Fractional Differential Equations. Springer, Berlin Heidelberg (2010)
7. Diethelm, K., Ford, N.J.: Analysis of fractional differential equations. J. Math. Anal. Appl. 265(2), 229–

248 (2002)
8. Diethelm, K., Ford, N.J., Freed, A.D.: A predictor-corrector approach for the numerical solution of

fractional differential equations. Nonlinear Dyn. 29(1), 3–22 (2002)
9. Sabatier, J., Agrawal, O.P.,Machado, J.A.T.: Advances in Fractional Calculus. Springer, Dordrecht (2007)

10. Assaleh, K., Ahmad, W.M.: Modeling of speech signals using fractional calculus, In: Signal Processing
and Its Applications, ISSPA. 9th International Symposium on IEEE, pp. 1–4 (2007)

11. Kulish, V.V., Lage, J.L.: Application of fractional calculus to fluid mechanics. J. Fluids Eng. 124(3),
803–806 (2002)

12. Magin, R.L.: Modeling the cardiac tissue electrode interface using fractional calculus. J. Vib. Control
14(1), 1431–1442 (2008)

13. Magin, R.L.: Fractional Calculus in Bioengineering. Begell House, Redding (2006)
14. Surez, J.I., Vinagre, B.M., Caldern, A.J., et al.: Using fractional calculus for lateral and longitudinal

control of autonomous vehicles. Comput. Aided Syst. Theory EUROCAST 2003 2809, 337–348 (2003)
15. Toledo-Hernandez, R., Rico-Ramirez, V., Iglesias-Silva, G.A., et al.: A fractional calculus approach to

the dynamic optimization of biological reactive systems. Part I: fractional models for biological reactions.
Chem. Eng. Sci. 117(1), 217C228 (2014)

16. Zeng, A.P., Ross, A., Biebl, H., et al.: Multiple product inhibition and growth modeling of Clostridium
butyricum and Klebsiella pneumoniae in glycerol fermentation. Biotechnol. Bioeng. 44(8), 902–911
(1994)

17. Zeng, A.P., Biebl, H.: Chemicals from Biotechnology: The Case of 1,3-Propanediol Production and the
New Trends, Tools and Applications of Biochemical Engineering Science, 74th edn. Springer, Berlin
Heidelberg (2002)

18. Gong, Z., Liu, C., Feng, E., et al.: Research article: computational method for inferring objective function
of glycerol metabolism in Klebsiella pneumoniae. Comput. Biol. Chem. 33(1), 1–6 (2009)

19. Yuan, J., Zhang, X., Zhu, X., et al.: Modelling and pathway identification involving the transport mech-
anism of a complex metabolic system in batch culture. Commun. Nonlinear Sci. Numer. Simul. 19(6),
2088–2103 (2014)

20. Yuan, J., Zhang, X., Zhu, X., et al.: Pathway identification using parallel optimization for a nonlinear
hybrid system in batch culture. Nonlinear Anal. Hybrid Syst. 15, 112–131 (2015)

21. Yuan, J., Zhang, X., Zhu, X., et al.: Identification and robustness analysis of nonlinearmulti-stage enzyme-
catalytic dynamical system in batch culture. Comput. Appl. Math. 34(3), 957–978 (2015)

22. Yin, H., Yuan, J., Zhang, X., et al.: Modeling and parameter identification for a nonlinear multi-stage
system for dha regulon in batch culture. Appl. Math. Model. 40(1), 468–484 (2016)

23. Li, X.H., Feng, E.M., Xiu, Z.L.: Optimal control and property of nonlinear dynamic system for microor-
ganism in batch culture. OR Trans. 9(4), 67–79 (2005)

24. Gao, C., Feng, E., Wang, Z., et al.: Parameters identification problem of the nonlinear dynamical system
in microbial continuous cultures. Appl. Math. Comput. 169(1), 476–484 (2005)

25. Xiu, Z., Zeng, A., An, L.: Mathematical modeling of kinetics and research on multiplicity of glycerol
bioconversion to 1, 3-propanediol. J. Dali. Univ. Technol. 40(4), 428–433 (2000)

26. Wang, L.: Determining the transportmechanismof an enzyme-catalytic complexmetabolic network based
on biological robustness. Bioprocess Biosyst. Eng. 36(4), 433–441 (2012)

27. Wang, L., Ye, J., Feng, E., et al.: An improved model for multistage simulation of glycerol fermentation
in batch culture and its parameter identification. Nonlinear Anal. Hybrid Syst. 3(4), 455–462 (2009)

28. Wang, L., Feng, E.: An improved nonlinear multistage switch system of microbial fermentation process
in fed-batch culture. J. Syst. Sci. Complex. 28(3), 580–591 (2015)

29. Wang, L., Xiu, Z., Gong, Z., et al.: Modeling and parameter identification for multistage simula-
tion of microbial bioconversion in batch culture. Int. J. Biomath. 5(4), 1250034 (2012). doi:10.1142/
S179352451100174X

123

http://dx.doi.org/10.1142/S179352451100174X
http://dx.doi.org/10.1142/S179352451100174X


Differ Equ Dyn Syst (January–July 2018) 26(1–3):265–277 277

30. Samko, S.G., Kilbas, A.A.,Marichev, O.I.: Fractional Integrals andDerivatives: Theory andApplications.
Gordon and Breach, Yverdon (1993)

31. Kilbas, A.A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equa-
tions. Elsevier Science Limited, Amsterdam (2006)

32. Podlubny, I.: Geometric and physical interpretation of fractional integration and fractional differentiation.
Fract. Calc. Appl. Anal. 5(4), 367–386 (2004)

33. Heymans, N., Podlubny, I.: Physical interpretation of initial conditions for fractional differential equations
with Riemann-Liouville fractional derivatives. Rheol. Acta 45(5), 765–771 (2006)

34. Zhou, Y., Wang, J., Zhang, L.: Basic theory of fractional differential equations. World Scientific (2016)

123


	A Novel Fractional Microbial Batch Culture Process and Parameter Identification
	Abstract
	Introduction
	Fractional Model for Biological Fermentation
	Properties of the Solution for the System
	Parameter Identification
	Particle Swarm Optimization Algorithm and Numerical Results
	Numerical Results
	Conclusion
	Acknowledgements
	References




