
Differ Equ Dyn Syst (July 2016) 24(3):367–389
DOI 10.1007/s12591-015-0264-8

ORIGINAL RESEARCH

On the Cauchy Problem and Solitons for a Class of 1D
Boussinesq Systems

José R. Quintero1 · Alex M. Montes2

Published online: 5 January 2016
© Foundation for Scientific Research and Technological Innovation 2016

Abstract In this paper we show the local and global well-posedness for the Cauchy problem
associated with a special class of 1D-Boussinesq systems that emerges in the study of the
evolution of long water waves with small amplitude in the presence of surface tension. We
also show the existence of solitons (finite energy travelling wave solutions) in the case of
wave speed 0 < |ω| < ω0, for some ω0 > 0.
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Introduction

In this work we consider the study of the one-dimensional Boussinesq type system{
(I − aμ∂2x )ηt + ∂2x� − bμ∂4x� + ε∂x (η (∂x�)p) = 0,
(I − cμ∂2x )�t + η − dμ∂2x η + ε

p+1 (∂x�)p+1 = 0, (1)

where η = η(x, t) and � = �(x, t) are real-valued functions, μ and ε are small positive
parameters, p is a rational number of the form p = p1

p2
with (p1, p2) = 1 and p2 an odd

number, and the constants a ≥ 0, c ≥ 0, b > 0, and d > 0 are such that

a + c − (b + d) = 1

3
− σ,

where σ−1 is known as the Bond number. Regarding these models, it can be established that
the evolution of long water waves with small amplitude is reduced to studying the solution

B José R. Quintero
jose.quintero@correounivalle.edu.co

Alex M. Montes
amontes@unicauca.edu.co

1 Departamento Matemáticas, Universidad del Valle, Cali, Colombia

2 Departamento Matemáticas, Universidad del Cauca, Popayán, Colombia

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s12591-015-0264-8&domain=pdf


368 Differ Equ Dyn Syst (July 2016) 24(3):367–389

(η,�) of the system (1) in the case of p = 1, where ε is the amplitude parameter (nonlinearity
coefficient), μ is the long-wave parameter (dispersion coefficient) and σ is the inverse of the
Bond number (associated with the surface tension). The variable � represents the rescale
nondimensional velocity potential on the bottom z = 0, and the variable η corresponds the
rescaled free surface elevation. The model considered in the paper is the 1D version of some
Boussinesq system obtained by Quintero and Montes [8] in the case a = c = 1

2 , b = 2
3 , d =

σ (see also Montes [6]) and by Quintero [9] in the case a = c = 0, b = 1
6 , d = σ − 1

2 ,
which appear when looking at the evolution of long water waves with small amplitude in
the presence of surface tension. Results for the two-dimensional version of the Boussinesq
system (1), we want to mention [6–9]. For instance, in the cases a = 1

2 = c, b = 2
3 , d = σ

and a = c = 0, b = 1
6 , d = σ − 1

2 , well-posedness for the Cauchy problem for s ≥ 2 and
p ≥ 1 were obtained by Quintero and Montes in work in revision and by Quintero [10],
respectively, and the existence results of solitons (finite energy travelling wave solutions)
were obtained by Quintero and Montes [8] and Quintero [9], respectively.

As happens in water wave models, there is a Hamiltonian type structure which is clever to
characterize solitarywaves as critical points of the action functional and also provides relevant
information for the study of the Cauchy problem. In our particular Boussinesq system (1),
the Hamiltonian functional H is defined as

H
(

η

�

)
= 1

2

∫
R

(
η2 + dμ(ηx )

2 + (�x )
2 + bμ(�xx )

2 + 2ε

p + 1
η (�x )

p+1
)
dx .

and the Hamiltonian type structure is given by
(

ηt
�t

)
= JH′

(
η

�

)
, J =

(
0

(
I − cμ∂2x

)−1

− (
I − aμ∂2x

)−1
0

)
.

Note that for a = c the operator J becomes skew symmetric

J = (I − aμ∂2x )
−1

(
0 1

−1 0

)
,

We see directly that the functionalH is well defined when for t in some interval we have that
η(·, t),�x (·, t) ∈ H1(R). These conditions already characterize the natural space (energy
space) in which we consider the well-posedness of the Cauchy problem and the existence
of travelling wave solutions. Another special characteristic on the system (1) is that some
well knownwater wave models as the one-dimensional Benney–Luke equation (see [12–14])
and the Korteweg–de Vries equation emerge from this Boussinesq type system (up to some
order with respect to ε and μ), making the system (1) very interesting from the physical and
numerical view points.

In this paper, wewill establish the local well-posedness for the Cauchy problem associated
with the system (1) in the space Hs × Vs+1, where Hs = Hs(R) is the usual Sobolev space
of order s and Vs is defined by the norm ‖ψ‖Vs = ‖ψ ′‖Hs−1 . We also show global well-
posedness for the Cauchy problem in the energy space H1 ×V2 when the initial date is small
enough. We will see as usual that local well-posedness for the Cauchy problem associated
with the system (1) follows by the Banach fixed point theorem and appropriate linear and
nonlinear estimates using different results as a key ingredient in the case of spatial dimension
one:

(a) For a, c > 0, we will use a bilinear estimative obtained by Bona and Tzvetkov [2].
(b) For a = c = 0, we will use the well known estimates for Kato’s commutator used

successfully in the KdV model (see works by Kato [3–5]).
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On the other hand, global existence for a = c follows from the local existence, the conser-
vation in time of the Hamiltonian, a Sobolev type inequality and the use of energy estimates.
Existence of solitons involve the use of the mountain pass theorem and the existence of an
appropriate local compact embedding from the space H1(R) × V to a special Lq(R) type
space for q ≥ 2.

The paper is organized as follows. In “Local Existence”, using semigroup estimates and
nonlinear estimates, we show a local existence and uniqueness result for the Boussinesq
system (1), via a standard fixed point argument. In “Global Existence for a = c”, from a
variational approach which involves the characterization of invariant sets under the flow for
the Boussinesq system (1) we obtain the global existence result for initial data small enough,
in the case a = c. In “Existence of Solitons”, we prove the existence of solitons for the
system (1) for 0 < |w| < w0. We will see that solitons are characterized as critical points
of a functional of action. Throughout this work, if not specified, we denote by K a generic
constant varying line by line.

Local Existence

In this section we consider the Cauchy problem associated to the system (1) with the initial
condition

η(0, ·) = η0, �(0, ·) = �0. (2)

The main objective is to show that the Cauchy problem for the system (1) is locally well-
posed. The notion of well-posedness to be used here is in the sense of Kato: consider an
abstract Cauchy problem

du

dt
= f (u), u(0) = u0. (3)

Suppose that there are two Banach spaces Y ↪→ X, with the embedding continuous, such
that f is continuous from Y to X . We say that the problem (3) is locally well-posed in Y , if for
each u0 ∈ Y there are a real number T = T (u0) > 0 and a unique function u ∈ C ([0, T ], Y )

satisfying the integral equation associated to (3), depending continuously on the initial data
in the sense that the solution map u0 �→ u is continuous: if un → u en Y and T ′ ∈ (0, T ),
then for n large enough un ∈ C([0, T ′], Y ) and,

lim
n→∞ sup

[0,T ′]
‖un(t) − u(t)‖Y = 0.

We say that the problem is globally well-posed in Y , if for every u0 ∈ Y the number T can
be taken arbitrarily large,. We recall that if E is a Banach space then C([0, T ], E) denote the
space of continuous functions defined in [0, T ] with values in E .

The natural space in which we consider the well-posedness of the Cauchy problem asso-
ciated with the Boussinesq system (1) is dictated by the definition of the Hamiltonian.
Remember that the Hamiltonian is well defined when for t in some interval we have that
η(·, t),�x (·, t) ∈ H1(R), then we consider the following spaces. For s ∈ R, the Sobolev
space Hs(R) is defined as the completion of the Schwartz space S(R) with respect to the
norm given by

‖ f ‖2Hs = ‖(1 + |ξ |2) s
2 f̂ ‖2L2(R)

=
∫
R

(1 + |ξ |2)s | f̂ (ξ)|2dξ,
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where the Fourier transform of a function w defined on R is given by

(Fw)(ξ) = ŵ(ξ) =
∫
R

e−i x ·ξw(x) dx .

The space Vs denote the completion of S(R) with respect to the norm given by

‖ f ‖2Vs = ‖ f ′‖2Hs−1 .

Note that Vs is a Hilbert space with inner product

( f, g)Vs = ( f ′, g′)Hs−1 .

Moreover,

‖ f ‖2Vs =
∫
R

(1 + |ξ |2)s−1|ξ |2| f̂ (ξ)|2dξ.

We will show, under some conditions on a, c, p and s, the local well-posedness for the
Boussinesq system (1) with the initial condition (2), in the space Hs × Vs+1. Hereafter, we
assume b, d > 0.

We note that if we formally derive the second equation of the Boussinesq system (1), we
find that the system (1) is transformed in the following system{

(I − aμ∂2x )ηt + ∂x (I − bμ∂2x )u + ε∂x (ηu p) = 0,
(I − cμ∂2x )ut + ∂x (I − dμ∂2x )η + ε

p+1∂x (u
p+1) = 0 (4)

in the variables η, u = �x . For this system, we see that the quantities∫
R

u(t, x) dx,
∫
R

η(t, x) dx

are conserved in time for classical solutions and even for mild solutions. So, if we consider
the Cauchy problem associated with initial data in an appropriate Sobolev space such that

û0(0) =
∫
R

u0(x) dx = 0, (5)

then we have that

û(t, ξ) =
∫
R

u(t, x) dx = 0,

for t ∈ R, as long as the solution exists. Now, it is known that if

Ḣr := Hr ∩ { f ∈ Hr : f̂ (0) = 0},
then there is an onto linear map ∂−1

x : Ḣr → Hr+1 defined via the Fourier transform by

̂
∂−1
x ( f )(ξ) = f̂ (ξ)

iξ
.

Moreover, for a given function u ∈ Ḣr , the function � = ∂−1
x u ∈ Vr+1 is such that u = �x .

So, by solving the Cauchy problem associated for the system (4) with a initial condition
satisfying (5), we are able to solve the Cauchy problem associated with the system (1).

Now, we will focus in the local well posedness for the the Cauchy problem associated
with the system (4). Note that by defining the operators A = I − aμ∂2x , B = I − bμ∂2x ,
C = I − cμ∂2x and D = I − dμ∂2x via the Fourier transform as

Â f = (1 + aμξ2) f̂ , B̂ f = (1 + bμξ2) f̂ , Ĉ f = (1 + cμξ2) f̂ , D̂ f = (1 + dμξ2) f̂ ,
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we see that the system (4) can be written as(
η

u

)
t
+ M

(
η

u

)
+ F

(
η

u

)
= 0, (6)

where M is a linear operator and F corresponds to the nonlinear part,

M =
(

0 ∂x A−1B
∂xC−1D 0

)
, F

(
η

u

)
= ε

(
∂x A−1 (ηu p)
1

p+1∂xC
−1(u p+1)

)
.

In order to consider the Cauchy problem associated with the first order equation (6), we need
to describe the semigroup S(t) associated with the linear problem(

η

u

)
t
+ M

(
η

u

)
= 0. (7)

If we consider the Sobolev type space Y s = Hs × Hs with norm given by

‖(η, u)‖2Y s = ‖η‖2Hs + ‖u‖2Hs .

Then the unique solution of the linear problem (7) with the initial condition

(η(0, ·), u(0, ·)) = (η0, u0) ∈ Y s, (8)

is given by
(η(t), u(t)) = S(t)(η0, u0),

where S(t) is defined as

S(t) =
⎛
⎝F−1 0

0 F−1

⎞
⎠

⎛
⎜⎝

cos (ξ�(ξ)t) −i ϕ1(ξ)
�(ξ)

sin(ξ�(ξ)t)

−i ϕ2(ξ)
�(ξ)

sin (ξ�(ξ)t) cos (ξ�(ξ)t)

⎞
⎟⎠

⎛
⎝F 0

0 F

⎞
⎠ ,

and the functions ϕi ,� : R −→ R are given by

ϕ1(ξ) =
√
1 + bμξ2

1 + aμξ2
, ϕ2(ξ) =

√
1 + dμξ2

1 + cμξ2
, �2(ξ) = (1 + bμξ2)(1 + dμξ2)

(1 + aμξ2)(1 + cμξ2)
.

It is convenient to set
Q(t)(̂η, û) = (

Q1(t), Q2(t)
)
(̂η, û),

where

Q1(t)(̂η, û)(ξ) = cos (ξ�(ξ)t) η̂(ξ) − i
ϕ1(ξ)

�(ξ)
sin(ξ�(ξ)t )̂u(ξ),

Q2(t)(̂η, û)(ξ) = −i
ϕ2(ξ)

�(ξ)
sin (ξ�(ξ)t) η̂(ξ) + cos (ξ�(ξ)t) û(ξ).

Then we have that

S(t)(η,�) = (F−1(Q1(t)(̂η, �̂)),F−1(Q2(t)(̂η, �̂))).

On the other hand, it is known that the Duhamel’s principle implies that if (η,�) is a solution
of (6) with the initial condition (8), then this solution satisfies the integral equation(

η

�

)
(t) = S(t)

(
η0
u0

)
−

∫ t

0
S(t − τ) F

(
η

u

)
(τ ) dτ. (9)
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Hereafter, we refer a couple (η, u) ∈ C([0, T ], Y s) satisfying the integral equation (9) as a
mild solution for the Cauchy problem associated with the system (7) with initial condition
(8). Now, we will establish the existence of mild solutions. For this, we use some linear and
nonlinear estimates. Let us start with the following result.

Lemma 2.1 Suppose s ∈ R. Then for all t ∈ R, S(t) is a bounded linear operator from Y s

into Y s . Moreover, there exists K1 > 0 such that for all t ∈ R,

‖S(t)(η, u)‖Y s ≤ K1‖(η, u)‖Y s .

Proof First note that there is a constant β > 0 such that 0 <
ϕi
�

≤ β. Then we have that

‖F−1(Q1(t)(̂η, û))‖2Hs ≤
∫
R

(1 + ξ2)s |cos(ξ�(ξ)t)|2 |̂η(ξ)|2dξ

+
∫
R

(1 + ξ2)s
ϕ2
1(ξ)

�2(ξ)
| sin (ξ�(ξ)t) |2 |̂u(ξ)|2dξ

≤
∫
R

(1 + ξ2)s |̂η(ξ)|2dξ + β2
∫
R

(1 + ξ2)s |̂u(ξ)|2dξ

≤ K (β)(‖η‖2Hs + ‖u‖2Hs ).

In a similar fashion, we see that

‖F−1(Q2(t)(̂η, û))‖2Hs =
∫
R

(1 + ξ2)s
ϕ2
2(ξ)

�2(ξ)
| sin (ξ�(ξ)t) |2 |̂η(ξ)|2 dξ

+
∫
R

(1 + |ξ |2)s | cos(ξ�(ξ)t)|2 |̂u(ξ)|2dξ

≤ β2
∫
R

(1 + ξ2)s |̂η(ξ)|2 +
∫
R

(1 + ξ2)s |̂u(ξ)|2dξ

≤ K (β)(‖η‖2Hs + ‖u‖2Hs ).

Then we obtain that

‖S(t)(η, u)‖2Y s = ‖F−1(Q1(t)(̂η, û))‖2Hs + ‖F−1(Q2(t)(̂η, û)‖2Hs

≤ K‖(η, u)‖2Y s ,

and S(t) have the required property.

Next, we want to perform the estimates for nonlinear terms of system (6) (Lemma 2.4),
which will follow by an estimate obtained by J. Bona and N. Tzvetkov (see Lemma 1 in [2])
in the case a, c > 0 and the well known estimates for the commutator of Kato in the case
a = c = 0. First, note that for r > 0, the Fourier multiplier ψr (ξ) = ξ

1+rξ2
is associated

with the operator R−1∂x with R = I − r∂2x , since we have that

̂R−1∂xu(ξ) = ψr (ξ )̂u(ξ).

Lemma 2.2 (Bona and Tzvetkov [2]) Let r > 0, s ≥ 0 and u, v ∈ Hs(R). Then there exists
a constant K (r) > 0 such that

‖R−1(∂x )uv‖Hs (R) ≤ K (r)‖u‖Hs (R)‖v‖Hs (R).
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Now, let J = (
I − ∂2x

)1/2
be the operator defined by

Ĵ f = (1 + |ξ |2)1/2 f̂ ,
and let [ , ] be the commutator defined by

[J s, u]v = J s(uv) − u J sv.

Lemma 2.3 (Kato [3–5]) Suppose s > 3
2 , t > 1

2 and u ∈ Hs(R), w ∈ Hs−1(R). Then there
exists a constant K > 0 such that

(1) ‖[J s, u]w‖L2(R) ≤ K‖u‖Hs (R)‖w‖Hs−1(R).
(2) ‖u∂xw‖L2(R) ≤ K‖∂xu‖Ht (R)‖w‖L2(R).

We now will establish the nonlinear estimates.

Lemma 2.4 Suppose a, c, p and s are such that

(i) a, c > 0, p = 1, s ≥ 0, or
(ii) a, c > 0, p > 1, s > 1

2 , or
(iii) a = c = 0, p ≥ 1, s > 3

2 .

Then there are constants K2, K3 > 0 such that

‖F(η, u)‖Y s ≤ K2‖(η, u)‖p+1
Y s , (10)

‖F(η, u) − F(η1, u1)‖Y s ≤ K3‖(η, u) − (η1, u1)‖Y s (‖(η, u)‖Y s + ‖(η1, u1)‖Y s )p . (11)

Proof We write F = ε
(
F1,

1
p+1 F2

)
where

F1(η, u) = A−1∂x (ηu
p), F2(η, u) = C−1∂x (u

p+1).

First we assume that a, c > 0, p = 1 and s ≥ 0. Note that the Lemma 2.2 holds for
ψa(ξ) = ξ

1+aξ2
. Then we have that

‖F1(η, u)‖Hs = ‖A−1∂x (ηu) ‖Hs

≤ K (a)‖η‖Hs‖u‖Hs

≤ K (a)(‖η‖2Hs + ‖u‖2Hs )

= K (a)‖(η, u)‖2Y s .

Similarly we have that

‖F2(η, u)‖Hs = ‖C−1∂x (u
2)‖Hs ≤ K (c)‖u‖2Hs ≤ K (c)‖(η, u)‖2Y s .

In other words, we have established estimate (1). Now we prove estimate (2). In fact,

‖F1(η, u) − F1(η1, u1)‖Hs ≤ ‖A−1∂x (ηu − η1u1) ‖Hs

≤ ‖A−1∂x (η(u − u1))‖Hs + ‖A−1∂x (η − η1)u1‖Hs

≤ K (a) (‖η‖Hs‖u − u1‖Hs + ‖η − η1‖Hs‖u1‖Hs )

≤ K (a) (‖η‖Hs + ‖u1‖Hs ) (‖η − η1‖Hs + ‖u − u1‖Hs )

≤ K (a) (‖(η, u)‖Y s + ‖(η1, u1)‖Y s ) ‖(η, u) − (η1, u1)‖Y s .
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In a similar fashion we have that

‖F2(η, u) − F2(η1, u1)‖Hs = ‖C−1∂x (u
2 − u21)‖Hs

= ‖C−1∂x (u + u1)(u − u1)‖Hs

≤ K (c)‖u + u1‖Hs‖u − u1‖Hs

≤ K (c) (‖(η, u)‖Y s + ‖(η1, u1)‖Y s ) ‖(η, u) − (η1, u1)‖Y s .

Then we conclude that

‖F(η, u) − F(η1, u1)‖Y s ≤ K (a, c)(‖F1(η, u) − F1(η1, u1)‖Hs + ‖F2(η, u)

− F2(η1, u1)‖Hs ) ≤ K (a, c)(‖(η, u)‖Y s

+ ‖(η1, u1)‖Y s )‖(η, u) − (η1, u1)‖Y s .

Now we suppose that s > 1
2 and p > 1. Using the Lemma 2.2 and that Hs(R) is an algebra

we obtain that

‖F1(η, u)‖Hs = ‖A−1∂x (ηu
p)‖Hs

≤ K (a)‖ηu p‖Hs

≤ K (a)‖η‖Hs‖u‖p
Hs

≤ K (a)‖(η, u)‖p+1
Y s ,

and also that

‖F2(η, u)‖Hs = ‖C−1∂x (u
p+1)‖Hs ≤ K (c)‖u‖p+1

Hs ≤ K (c)‖(η, u)‖p+1
Y s .

Moreover, we see that

‖F1(η, u) − F1(η1, u1)‖Hs ≤ ‖A−1∂x (η(u p − u p
1 ))‖Hs + ‖A−1∂x ((η − η1)u

p
1 )‖Hs

≤ K (a)‖η‖Hs‖u p − u p
1 ‖Hs + ‖η − η1‖Hs‖u1‖p

Hs .

But a simple calculation shows that

‖u p − u p
1 ‖Hs ≤ K (p)‖u − u1‖Hs (‖u‖Hs + ‖u1‖Hs )p−1 .

Then we have that

‖F1(η, u)−F1(η1, u1)‖Y s ≤K (a, c, p)‖(η, u)−(η1, u1)‖Y s (‖(η, u)‖Y s +‖(η1, u1)‖Y s )p .

In a similar fashion we obtain the same estimate for ‖F2(η, u) − F2(η1, u1)‖Y s and then (1)
and (2) hold.

We assume now that a = c = 0, p ≥ 1 and s > 3
2 . First we will that if v, ∂xw ∈ Hs then

there exists K > 0 such that

‖v∂xw‖Hs ≤ K‖v‖Hs‖w‖Hs . (12)

In fact, from Lemma 2.3 we see that

‖v∂xw‖Hs = ‖J s(v∂xw)‖L2

≤ ‖ [J s, v]∂xw ‖L2 + ‖v∂x J
sw‖L2

≤ K (‖v‖Hs‖∂xw‖Hs−1 + ‖∂xv‖Hs−1‖J sw‖L2)

≤ K‖v‖Hs‖w‖Hs .
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Then, using (12) and that Hs(R) is an algebra we have that

‖F1(η, u)‖Hs ≤ K (p)(‖∂xηu p‖Hs + ‖ηu p−1∂xu‖Hs )

≤ K (p)‖η‖Hs‖u‖p
Hs

≤ K (p)‖(η, u)‖p+1
Y s ,

and also that

‖F2(η, u)‖Hs ≤ K (p)‖u p∂xu‖Hs ≤ K (p)‖u‖p+1
Hs ≤ K (p)‖(η, u)‖p+1

Y s .

Thus, we conclude that there exists K > 0 such that

‖F(η, u)‖Y s ≤ K‖(η, u)‖p+1
Y s .

In a similar way we obtain the part (2) and then the theorem follows.

Next, we establish the local well-posedness for the system (4) in the space Y s = Hs ×Hs .
For this we will show the existence of a mild solution for the integral equation (9) for a, c, p
and s as in Lemma 2.4, using the Banach fixed point theorem. Moreover, if a, c, p and s are
as in Lemma 2.4, with s > 1

2 in the case a, c > 0 and p = 1, we already have classical
solutions.

Theorem 2.1 Let a, c, p and s be as in Lemma 2.4. Then for all (η0, u0) ∈ Y s there exists
a time T > 0 which depends only on ‖(η0, u0)‖Y s such that the problem (4) with initial
condition (8) has a unique solution (η, u) satisfying that (η, u) ∈ C ([0, T ], Y s). Moreover,
as in Lemma 2.4 with s > 1

2 for a, c > 0, p = 1, we have

(η, u) ∈ C([0, T ], Y s) ∩ C1([0, T ], Y s−1).

On the other hand, for all 0 < T ′ < T there exists a neighborhood V of (η0, u0) in Y s such
that the correspondence (η̃0, ũ0) −→ (η̃(·), ũ(·)), that associates to (η̃0, ũ0) the solution
(η̃(·), ũ(·)) of the problem (4) with initial condition (η̃0, ũ0) is a Lipschitz mapping from V

in C([0, T ′], Y s).

Proof Given T > 0 we define the space Xs(T ) = C([0, T ], Y s), equipped with the norm
defined by

‖U‖Xs (T ) = max
t∈[0,T ] ‖U (·, t)‖Y s .

It is easy to see that Xs(T ) is a Banach space. Let BR(T ) be the closed ball of radius R
centered at the origin in Xs(T ), i.e.

BR(T ) = {U ∈ Xs(T ) : ‖U‖Xs (T ) ≤ R}.
For fixed U0 = (η0, u0) ∈ Y , we define the map

�(U (t)) = S(t)U0 −
∫ t

0
S(t − τ)F(U (τ )) dτ,

where U = (η, u) ∈ X (T ). We will show that the correspondence U (t) �→ �(U (t)) maps
BR(T ) into itself and is a contraction if R and T are well chosen. In fact, if t ∈ [0, T ] and
U ∈ BR(T ), then using Lemma 2.1 and statement (1) of Lemma 2.4 we have that

‖�(U (t))‖Y s ≤ K1

(
‖U0‖Y s + K2

∫ t

0
‖U (τ )‖p+1

Y s dτ

)

≤ K1(‖U0‖Y s + K2R
p+1T ).
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Choosing R = 2K1‖U0‖Y s and T > 0 such that

(2K1)
p+1K2‖U0‖p

Y s T ≤ 1,

we obtain that

‖�(U (t))‖Y s ≤ K1 ‖U0‖Y s (1 + (2K1)
p+1C2‖U0‖p

Y s T ) ≤ 2 K1‖U0‖Y s = R.

So that � maps BR(T ) to itself. Let us prove that � is a contraction. IfU, V ∈ BR(T ), then
by the definition of � we have that

�(U (t)) − �(V (t)) = −
∫ t

0
S(t − τ)[F(U (τ )) − F(V (τ ))]dτ.

Then using the statement (2) of Lemma 2.4 we see that for t ∈ [0, T ],

‖�(U (t)) − �(V (t))‖Y s ≤ K1K3

∫ t

0
(‖U (τ )‖Y s + ‖V (τ )‖Y s )p ‖U (τ ) − V (τ )‖Y s dτ

≤ K1K3(2R)pT ‖U − V ‖Xs (T )

≤ 4pK p+1
1 K3‖U0‖p

Y s T ‖U − V ‖Xs (T ).

We choose T enough small so that (2) holds and

α = 4pK p+1
1 K3‖U0‖p

Y s T ≤ 1

2
.

So, we conclude that

‖�(U ) − �(V )‖Xs (T ) ≤ α‖U − V ‖Xs (T ).

Therefore � is a contraction. Thus, there exists a unique fixed point of � in BR(T ), which
is a solution of the integral equation (9). Now, if (η(t), u(t)) ∈ C([0, T ], Y s) is a integral or
mild solution, obviously (η(0), u(0)) = (η0, u0).

Now assume that a, c, p and s are as in Lemma 2.4, with s > 1
2 in the case a, c > 0 and

p = 1. We define the function H ∈ C([0, T ] : Y s) by H(t) = F(η(t), u(t)). From Lemma
2.4, we have that H ∈ L1([0, T ] : Y s) since from inequality (10) for s > 1

2 ,

‖F(η(t), u(t))‖Cb(R) ≤ K3‖F(η(t), u(t))‖Y s ≤ K3K2‖(η(t), u(t))‖p+1
Y s ,

where Cb(R) denotes the space of bounded continuous functions defined on R. From this
fact and the smoothness properties of the semigroup S, we conclude that the function defined
on [0, T ] by

W (t) =
∫ t

0
S(t − τ)F(η(τ ), u(τ )) dτ

is such that W ∈ C([0, T ] : Y s). On the other hand, we also have that

1

h
(W (t + h) − W (t)) = 1

h

∫ t+h

t
S(t − τ + h)F(η(τ ), u(τ )) dτ

+
(
S(h) − I

h

) ∫ t

0
S(t − τ)F(η(τ ), u(τ )) dτ. (13)

Taking limit as h → 0 and using the continuity of H , we have that

W ′(t) = F(η(t), u(t)) − M(η(t), u(t)),
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and so U (t) = S(t)U0 − W (t) is such that U ∈ C([0, T ] : Y s) ∩ C1([0, T ] : Y s−1) is a
local classical solution of (7). In other words, (η(t), u(t)) is a local classical solution for the
Cauchy problem associated with the system (6) and initial condition (8). The uniqueness and
continuous dependence of the solution are obtained by standard arguments.

Our main result in this section related with the existence and uniqueness of mild and
classical solutions for the Cauchy problem associated with (1) is a direct consequence of the
Theorem 2.1. For system (1), we have existence of integral or mild solutions for a, c, p and
s as in Lemma 2.4, and for a, c, p and s as in Lemma 2.4, with s > 1

2 in the case a, c > 0
and p = 1, we already have classical solutions.

Theorem 2.2 Let a, c, p and s be as in Lemma 2.4. Then for all (η0,�0) ∈ Hs × Vs+1

there exists a time T > 0 which depends only on ‖(η0,�0)‖Hs×Vs+1 such that the Cauchy
problem associated with the Boussinesq system (1) and the initial condition (η0,�0) has a
unique solution (η,�) satisfying that (η, u) ∈ C ([0, T ], Y s)∩C1([0, T ], Y s−1). Moreover,
as in Lemma 2.4 with s > 1

2 for a, c > 0, p = 1, we have

(η,�) ∈ C([0, T ], Hs × Vs+1) ∩ C1([0, T ], Hs−1 × Vs).

Moreover, for all 0 < T ′ < T there exists a neighborhood V of (η0,�0) in Hs ×Vs+1 such
that the correspondence (η̃0, �̃0) −→ (η̃(·), �̃(·)), that associates to (η̃0, �̃0) the solution
(η̃(·), �̃(·)) of the problem (1) with initial condition (η̃0, �̃0) is a Lipschitz mapping from V

in C([0, T ′], Hs × Vs+1).

Proof Byhypothesis, if u0 = ∂x�0, thenwe have that (η0, u0) ∈ Y s , and also that û0(0) = 0.
Now, from Theorem 2.1, there exist T = T (‖(η0, u0)‖Y s ) > 0 and a unique solution (η, u)

of the problem (4) with initial condition (η0,�0) satisfying that

(η, u) ∈ C([0, T ], Y s) ∩ C1([0, T ], Y s−1),

and also that

û0(0) =
∫
R

u0(x) dx =
∫
R

u(t, x) dx = û(t, ξ) = 0.

So, the couple (η,�) where �(t, x) = ∂−1
x u(t, x) is a mild solution of the Cauchy problem

(1) with initial condition (η0,�0) satisfying that

(η,�) ∈ C([0, T ], Hs × Vs+1) ∩ C1([0, T ], Hs−1 × Vs).

The last part follows by noting that if �(t, x) = ∂−1
x u(t, x), then we have that

‖(η(t, ·), u(t, ·))‖Y s = ‖(η(t, ·),�(t, ·))‖Hs×Vs+1 .

Global Existence for a = c

In this section for a = c we will establish that any local solution in time of the system (1)
can be extended for any t > 0. The result will depends strongly on fact that the Hamiltonian
H is conserved in time on classical and mild solutions. Before we go further, for solutions
of the system (1) a direct computation shows that

∂tH (η(t, x),�(t, x)) = μ(c − a)

∫
R

∂2x�tηt dx,
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meaning that the Hamiltonian H is conserved in time on classical and mild solutions if and
only if a = c. Now note that

H(η,�) = 1

2

∫
R

(
η2 + dμ (ηx )

2 + (�x )
2 + bμ (�xx )

2 + 2ε

p + 1
η (�x )

p+1
)
dx

= 1

2
(E(η,�) + G(η,�)) , (14)

where functional E (energy) and G are given by

E(η,�) =
∫
R

(η2 + dμ (ηx )
2 + (�x )

2 + bμ (�xx )
2)dx,

G(η,�) = 2ε

p + 1

∫
R

η (�x )
p+1 dx .

We will see that the global well-posedness follows by using a variational approach and
the fact that the energy

√
E is a norm in the space H1(R) × V2, since for some constant

K (b, d, μ) > 1,

K (b, d, μ)−1‖(η,�)‖2H1×V2 ≤ E(η,�) ≤ K (b, d, μ)‖(η,�)‖2H1×V2 . (15)

A key ingredient in our analysis depends upon the variational characterization of the number
δ0 defined by

δ0 = inf

{
sup
λ≥0

H(λ(η,�)) : (η,�) ∈ H1 × V2\{0}
}

= inf

{
sup
λ≥0

H(λ(η,�)) : (η,�) ∈ H1 × V2, G(η,�) < 0

}
.

Note that for G(η,�) ≥ 0, we have that supλ≥0 H(λ(η,�)) = ∞. It is straightforward to
see that

δ0 = p

2(p + 2)

(
2

p + 2

) 2
p

K
− p+2

p
p , (16)

where Kp is defined as

Kp = sup

{
G

2
p+2 (η,�)

E(η,�)
: (η,�) ∈ H1 × V2\{0}

}
. (17)

In fact, from the Young inequality and that the embedding H1(R) ↪→ Lq(R) is continuous
for q ≥ 2, we see that there is K1 = K1(ε, p) > 0 such that for all (η,�) ∈ H1(R) × V2,

|G(η,�)| ≤ K1(‖η‖p+2
H1 + ‖�‖p+2

V2 ) ≤ K1‖(η,�)‖
p+2
2

H1×V2 .

Thus, from (15), we obtain that

|G(η,�)| 2
p+2 ≤ K1(ε, p)K (b, d, μ)E(η,�),

meaning that Kp is finite. Now, for λ ≥ 0, we define the function

V (λ) = H(λ(η,�)) = λ2

2
E(η,�) + λp+2

2
G(η,�).
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Then we have that V ′(λ) = 0 if and only if λ0 = 0 or λ
p
1G(η,�) = − 2

p+2E(η,�). Since
V (0) = 0, then

sup
λ≥0

V (λ) = V (λ1) = p

2(p + 2)

(
2

p + 2

) 2
p
(
G

2
p+2 (η,�)

E(η,�)

)− p+2
p

.

This formula implies the desired equality (16). We note that the constant Kp establishes a
Sobolev type inequality, since we have that

|G(η,�)| 1
p+2 ≤ K

1
2
p

√
E(η,�) ≤ K (b, d, μ)

1
2 K

1
2
p ‖(η,�)‖H1×V2 . (18)

Before we go further, we consider the auxiliary functional H1(U ) = H′(U )(U ), which
has can be expressed as

H1(η,�) = E(η,�) + p + 2

2
G(η,�). (19)

In particular, we have that

H(η,�) = p

2(p + 2)
E(η,�) + 1

p + 2
H1(η,�). (20)

We have the following result related with invariance of quantities under the flow of solutions
for the Cauchy problem associated with the system (1).

Lemma 3.1 Let (η,�)bea local solution of (1)with initial condition (η0,�0) ∈ H1(R)×V2

on [0, T0) such thatH(η0,�0) < δ0 andH1(η0,�0) > 0. Then for t ∈ [0, T0) we have that
H(η(t),�(t)) < δ0, H1(η(t),�(t)) > 0 and

e(t) = sup
r∈[0,t]

E(η(r),�(r)) <
2(p + 2)

p
δ0.

Proof First we observe that the Hamiltonian H is conserved in time on solutions. In fact,
after integration by parts, we obtain that

d

dt
H(η(t),�(t)) =

∫
R

((
η − dμ∂2x η + ε

p + 1
(∂x�)p+1

)
ηt

+(−∂2x� + bμ∂4x� − ε∂x [η (∂x�)p])�t

)
dx

=
∫
R

((I − aμ∂2x )ηt�t − (I − aμ∂2x )�tηt ) dx

= 0,

since the operator I − aμ∂2x is self adjoint on L2(R). In other words, we have on classical
solutions that

H(η(t),�(t)) = H(η0,�0) < δ0, (21)

as long as the solution exist for 0 ≤ t < T0.
Now, assume that there is t2 ∈ (0, T0) such thatH1(η(t2),�(t2)) < 0, then by continuity,

there is 0 < t1 < t2 such that

H1(η(t1),�(t1)) = 0, (η(t1),∇�(t1)) 
= 0. (22)
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Then, from (20), we have that

0 < E(η(t1),�(t1)) = 2(p + 2)

p
H(η(t1),�(t1)) − 2

p
H1(η(t1),�(t1)) <

2(p + 2)

p
δ0.

(23)

But from the Sobolev type inequality (18) we conclude that

|G(η(t1), �(t1))| ≤ K
p+2
2

p [E(η(t1),�(t1))]
p
2 E(η(t1),�(t1))

< K
p+2
2

p

[
2(p + 2)

p
δ0

] p
2

E(η(t1),�(t1))

<

(
2

p + 2

)
E(η(t1),�(t1)),

which implies, by using (19), that we already have H1(η(t1),�(t1)) > 0, but this is a
contradiction. In other words, we have shown that H1(η(t),�(t)) > 0, since the case
H1(η(t2),�(t2)) = 0 also provides a contradiction.

Now, as a consequence of invariance of the Hamiltonian given by (21), we have for
t ∈ [0, T0) and the Sobolev type inequality (18) that

E(η(t),�(t)) ≤ 2H(η(0),�(0)) + |G(η(t),�(t))| ≤ 2δ0 + K
p+2
2

p (E(η(t),�(t)))
p+2
2 .

(24)
Then from this inequality we conclude that

e(t) ≤ 2δ0 + K
p+2
2

p (e(t))
p+2
2 .

Now consider the function f defined for x > 0 as f (x) = x − K
p+2
2

p x
p+2
2 − 2δ0. Note that

f (0) = −2δ0 < 0 and that there is a unique x0 > 0 such that f ′(x0) = 0. In fact,

f ′(x0) = 0 ⇔ x0 =
(

2

p + 2

) 2
p

K
− p+2

p
p = 2(p + 2)

p
δ0,

and so, we also have that f (x0) = 0 and that f (x) < 0 for x 
= x0. We want to show
that in fact e(t) < x0 for t ∈ [0, T0). So, assume that for some 0 < t1 < T0 we have that
E(η(t1),�(t1)) ≥ x0. Then from Eq. (20) we have that

δ0 > H(η(t1),�(t1)) = p

2(p + 2)
E(η(t1),�(t1)) + 1

p + 2
H1(η(t1),�(t1))

≥ δ0 + 1

p + 2
H1(η(t1),�(t1)),

meaning that H1(η(t1),�(t1)) ≤ 0, but we have that H1(η(t),�(t)) > 0 para t ∈ [0, T0).
In other words, E(η(t),�(t)) < x0, and so e(t) ≤ x0, for t ∈ [0, T0) as claimed.

The proof of the existence of global solutions for the system (1) is based on the Lemma
3.1.

Theorem 3.1 Assume a = c ≥ 0 and p ≥ 1. Let (η0,�0) ∈ H1(R) × V2 be such that
H(η0,�0) < δ0 and H1(η0,�0) > 0. Then there exists a unique global solution (η,�) ∈
C([0,∞), H1(R) × V2) of the Boussinesq system (1) satisfying the initial condition

(η(0, ·),�(0, ·)) = (η0,�0).
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Proof First we assume a = c > 0. Then, if (η0,�0) ∈ H1(R) × V2, by the local exis-
tence result, there is a maximal existence time T0 > 0 and a unique solution (η,�) ∈
C([0, T0), H1(R) × V2) of the Cauchy problem associated with the system (1) with initial
condition (η(0, ·),�(0, ·)) = (η0,�0). From the conservation in time of the Hamiltonian
and the hypothesis we see that

H(η(t), �(t)) = p

2(p + 2)
E (η(t), �(t)) + 1

p + 2
H1(η(t),�(t)) = H(η0,�0) < δ0.

Hence, using Lemma 3.1 we have that H1(η(t),�(t)) > 0 . Then we also have that

E(η(t), �(t)) ≤ 2(p + 2)

p
H(η0,�0) <

2(p + 2)

p
δ0.

But from (15) we obtain that for t ∈ [0, T0),
‖(η(t),�(t))‖2H1×V2 ≤ K (b, d, μ)E(η(t),�(t)) <

2(p + 2)

p
K (b, d, μ)δ0.

This fact implies that the solution (η,�) is bounded in time on the space H1(R) × V2 and
that for any finite T0 < ∞ we are able to conclude that

lim
t→T−

0

‖(η(t),�(t))‖2H1×V2 < ∞.

In other words, we have that (η,�) can be extended in time.
Now, we assume a = c = 0. Let s0 > 3

2 be fixed, then by density there exists (η0,k�0,k) ∈
Hs0 × Vs0+1 such that

(η0,k,�0,k) → (η0,�0) in H1 × V2, as k → ∞.

From the local existence result, for each k ∈ Z
+ there is T0,k > 0 and a unique solu-

tion (ηk,�k) of the Cauchy problem for the Boussinesq system (1) with initial condition
(ηk(0, ·),�k(0, ·)) = (η0,k,�0,k). On the other hand, there exists k0 ∈ Z

+ such that
H(η0,k,�0,k) < δ0 and H1(η0,k,�0,k) > 0 for k ≥ k0. Now, for k ≥ k0 we have that

H(ηk,�k) = p

2(p + 2)
E (ηk,�k) + 1

p + 2
H1(ηk,�k) = H(η0,k,�0,k) < δ0.

From Lemma 3.1 we have that H1(ηk,�k) > 0 for k ≥ k0 . Then we also have that

E(ηk,�k) ≤ 2(p + 2)

p
H(η0,k,�0,k) <

2(p + 2)

p
δ0.

But from (15) we obtain for k ≥ k0 and t ∈ [0, T0) that
‖(ηk,�k)‖2H1×V2 ≤ KE(ηk,�k) <

2(p + 2)

p
K δ0.

This fact implies that {(ηk,�k)}k is bounded sequence in the space H1(R) ×V2 and that for
any finite T0 < ∞ and k ≥ k0 we are able to conclude that

lim
t→T−

0

‖(ηk,�k)‖2H1×V2 < ∞.

In other words, for k ≥ k0 we have that (ηk,�k) can be extended in time. Since {(ηk,�k)}k
is bounded sequence in H1(R) × V2, then there is a subsequence, denoted the same, and
(η,�) ∈ H1(R) × V2 such that

(ηk,�k) ⇀ (η,�) (weakly) in H1(R) × V2, as k → ∞.
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It is no hard to prove that (η,�) ∈ C([0,∞), H1(R)×V2) is a weak solution of the Cauchy
problem for the system (1) satisfying (η(0, ·),�(0, ·)) = (η0,�0).

As a consequence of the previous result, we are able to establish that the Cauchy prob-
lem associated with the Boussinesq system (1) has global solution in time for initial data
(η0,�0) ∈ H1(R) × V2 small enough such that (η0,�0) 
= 0.

Theorem 3.2 Let p ≥ 1. Then there exists δ > 0 such that for any (η0,�0) ∈ H1(R) × V2

with ‖(η0,�0)‖H1×V2 ≤ δ, the Cauchy problem (1)–(2) has a unique global solution

(η,�) ∈ C([0,∞), H1(R) × V2) ∩ C1([0,∞), L2(R) × H1(R)).

Proof If G(η0,�0) ≥ 0, then using (19) we have directly that

H1(η0,�0) = E(η0,�0) + p + 2

2
G(η0,�0) > 0.

Now, If G(η0,�0) < 0, then we see from (15) that

H1(η0,�0) = E(η0,�0) + p + 2

2
G(η0,�0)

≥ K−1(b, d, μ)

(
‖(η0,�0)‖2H1×V2 + p + 2

2
K (b, d, μ)G(η0,�0)

)
.

Thus, for ‖(η0,�0)‖2H1×V2 sufficiently small we would have H1(η0,�0) > 0, since

G(η0,�0) = O(E(η0,�0)
p+2
2 ) = O(‖(η0,�0)‖p+2

H1×V2).

From (15), (14) and (18) we see that there exists K1(b, d, μ, ε, p) > 0 such that

H(η0,�0) ≤ K1(b, d, μ, ε, p)(1 + ‖(η0,�0)‖p
H1×V2)‖(η0,�0)‖2H1×V2 ,

and from (15) we have that

E(η0,�0) ≤ K (b, d, μ)‖(η0,�0)‖2H1×V2 .

Hence, we choose δ > 0 in a such way that

K1(b, d, μ, ε, p)(1 + δ p)δ2 < δ0 and K (b, d, μ)δ2 <
2(p + 2)

p
δ0.

Let (η0,�0) ∈ H1×V2 be such that ‖(η0,�0)‖H1×V2 ≤ δ, thenwe see thatH(η0,�0) < δ0.
Moreover, from the Sobolev type inequality (18) we obtain that

|G(η0,�0)| ≤ K
p+2
2

p (E(η0,�0))
p
2 E(η0,�0)

< K
p+2
2

p

(
2(p + 2)

p
δ0

) p
2

E(η0,�0)

<
p + 2

2
E(η0,�0).

Then from (19) we have that H1(η0,�0) > 0 and the conclusion follows from the previous
lemma.
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Existence of Solitons

In this section we will establish the existence of finite energy travelling wave solutions or
solitons for the 1D-Boussinesq systemwith a = c ≥ 0, b, d > 0 andwave speedω satisfying
0 < |ω| < ω0, where ω0 = min

{
1, d

a , b
a

}
for a 
= 0 and ω0 = 1 for a = 0. We will see

that the solitary waves are characterized as critical points of some functional, for which the
existence of critical points follows as a consequence of themountain pass theoremwithout the
Palais–Smale condition and the existence of a local compact embedding result (see Lemma
4.1).

By a solitary wave solution we shall mean a solution (η,�) of (1) of the form

η(t, x) = 1

ε
u

(
x − ωt√

μ

)
, �(t, x) = μ

ε
v

(
x − ωt√

μ

)
.

Then we have that the travelling wave profile (u, v) should satisfy the system
{
bv′′′′ − v

′′ + ω(u′ − au′′′) − [u(v′)p ]′ = 0,
u − du′′ − ω(v′ − cv′′′) + 1

p+1 (v
′)p+1 = 0.

(25)

Next, we define the appropriate spaces. The usual space H1(U ), U ⊂ R, is the Hilbert space
defined as the closure of C∞(U ) with respect to the norm

‖φ‖2H1(U )
=

∫
U

(φ2 + (φ′)2)dx .

We denote by V the closure of C∞
0 (R) with respect to the norm given by

‖ψ‖2V =
∫
R

((ψ ′)2 + (ψ ′′)2)dx = ‖ψ ′‖2H1(R)
.

Note that (V, ‖ · ‖V ) is a Hilbert space with inner product

(φ, ψ)V = (φ′, ψ ′)H1(R).

Also we define the Hilbert space X = H1(R) × V with respect to norm

‖(φ, ψ)‖2X = ‖φ‖2H1(R)
+ ‖ψ‖2V .

The existence of solitons for the system (1) is a consequence of a variational approach
which apply a minimax type result, since solutions (u, v) of the system (25) are critical points
of the functional Jω given by

Jω = Iω(u, v) + G(u, v),

where the functionals Iω and G are defined on the space X by

Iω(u, v) =
∫
R

[u2 + d(u′)2 + (v′)2 + b(v′′)2 − 2ωuv′ − ω (a + c) u′v′′]dx

=
∫
R

[u2 + d(u′)2 + (v′)2 + b(v′′)2 − 2ω(uv′ + au′v′′)]dx,

G(u, v) = 2

p + 1

∫
R

u(v′)p+1dx .
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First we have that Iω,G, Jω ∈ C2(X , R) and its derivatives in (u, v) in the direction of (z, w)

are given by

〈I ′
ω(u, v), (z, w)〉 = 2

∫
R

(uz + du′z′ + v′w′ + bv′′w′′)dx

− 2ω
∫
R

(uw′ + v′z + a(u′w′′ + v′′z′))dx

〈G ′(u, v), (z, w)〉 = 2

p + 1

∫
R

((v′)p+1z + (p + 1)u(v′)pw′)dx .

As a consequence of this, after integration by parts, we conclude that

J ′
ω(u, v) = 2

⎛
⎝u − du′′ − ω(v′ − av′′′) + 1

p+1 (v
′)p+1

bv′′′′ − v′′ + ω(u′ − au′′′) − [u(v′)p]′

⎞
⎠ ,

meaning that critical points of the functional Jω satisfy the travellingwaveEq. (25). Hereafter,
we will say that weak solutions for (25) are critical points of the functional Jω. In particular,
we have that 〈

J ′
ω(u, v), (u, v)

〉 = 2Iω(u, v) + (p + 2)G(u, v)

= 2Jω(u, v) + pG(u, v). (26)

Thus on any critical point (u, v), we have that

Jω(u, v) = p

p + 2
Iω(u, v), (27)

Jω(u, v) = − p

2
G(u, v), (28)

Iω(u, v) = − p + 2

2
G(u, v). (29)

One can see easily that the functionalG is well-defined onX . Note that u, v′ ∈ H1(R) ↪→
Lq(R) for all q ≥ 2, therefore by applying Young’s inequality we obtain that

|G(u, v)| ≤ K (‖u‖p+2
L p+2(R)

+ ‖v′‖p+2
L p+2(R)

) ≤ K‖(u, v)‖p+2
X . (30)

Moreover, for 0 < |ω| < ω0 there are some positive constants K1(a, b, d, ω) <

K2(a, b, d, ω) such that

K1‖(u, v)‖2X ≤ Iω(u, v) ≤ K2‖(u, v)‖2X . (31)

In fact, using the definition of Iω and Young inequality we obtain that

Iω(u, v) ≤
∫
R

[(1 + |ω|)u2 + (1 + |ω|)(v′)2 + (b + |ω|a) (v′′)2 + (d + |ω|a) (u′)2]dx
≤ max (1 + |ω|, b + |ω|a, d + |ωa|) ‖(u, v)‖2X .

Additionally,

Iω(u, v) ≥
∫
R

[(1 − |ω|)u2 + (1 − |ω|)(v′)2 + (b − |ω|a) (v′′)2 + (d − |ω|a) (u′)2]dx
≥ min (1 − |ω|, b − |ω|a, d − |ω|a) ‖(u, v)‖2X ,

showing that the inequality (31) holds.
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Our approach to show the existence of a non trivial critical point for Jω is to use the
mountain pass theoremwithout the Palais–Smale condition (seeAmbrosetti et. al. [1],Willem
[15]) to build a Palais–Smale sequence for Jω for a minimax value and use a local embedding
result to obtain a critical point for Jω as a weak limit of such Palais–Smale sequence.

Theorem 4.1 Let X be a Hilbert space, ϕ ∈ C1(X, R), e ∈ X and r > 0 such that ‖e‖X > r
and

β = inf‖u‖X=r
ϕ(u) > ϕ(0) ≥ ϕ(e).

Then, given n ∈ N, there is un ∈ X such that

ϕ(un) → δ, and ϕ′(un) → 0 in X ′, (PS)

where

δ = inf
γ∈�

max
t∈[0,1] ϕ(γ (t)), and � = {γ ∈ C([0, 1], X) : γ (0) = 0, γ (1) = e} .

Before we go further, we establish an important result for our analysis, which is related
with the characterization of “vanishing sequences” in X . Define � on X as

�(u, v) = u2 + (v′)2,

and for ζ ∈ R and r > 0 we will denote by Br (ζ ) the ball in R of center ζ and radius r .

Theorem 4.2 Let q ≥ 2. If {(un, vn)}n is a bounded sequence in X and there is a positive
constant r > 0 such that

lim
n→∞ sup

ζ∈R

∫
Br (ζ )

�(un, vn) dx = 0. (32)

Then we have that

lim
n→∞ ‖vn‖Mq (R) = lim

n→∞ ‖un‖Lq (R) = 0.

Proof First suppose that {wn}n is a bounded sequence in H1(R) and assume there is a positive
constant r > 0 such that

lim
n→∞ sup

ζ∈R

∫
Br (ζ )

w2
n dx = 0. (33)

We will see that limn→∞ ‖wn‖Lq (R) = 0. In fact, let {wn}n be a bounded sequence in H1(R)

satisfying the limit (33). Then we have for q ≥ 2 that

‖wn‖qLq (Br (ζ )) ≤ ‖wn‖L2(Br (ζ ))‖wn‖q−1
L2(q−1)(Br (ζ ))

≤ ‖wn‖L2(Br (ζ ))‖wn‖q−1
H1(R)

.

Covering R by a countable number of balls of radius r in a such way that every point in R is
contained in at most two balls Br (ζ ), we obtain that

‖wn‖qLq (R) ≤ 2 sup
ζ∈R

‖wn‖L2(Br (ζ ))‖wn‖q−1
H1(R)

.

We conclude using the hypothesis and that {wn}n is a bounded sequence in H1(R) that

lim
n→∞ ‖wn‖Lq (R) = 0.

Now suppose that {(un, vn)}n is a bounded sequence in X and that it satisfies (32). Then
un, v′

n ∈ H1(R). Hence, for wn being defined as either un or v′
n we see that wn satisfies
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in each case the condition (33). By the previous observation, we conclude for q ≥ 2 that
limn→∞ ‖wn‖Lq (R) = 0. In other words, we have for q ≥ 2 that

lim
n→∞ ‖un‖Lq (R) = lim

n→∞ ‖v‖Mq (R) = 0.

Now, we want to verify the mountain pass theorem hypotheses given in Theorem 4.1 and
to build a Palais–Smale sequence for Jω.

Theorem 4.3 Let 0 < |ω| < ω0. Then

(1) There exists ρ > 0 small enough such that β(ω) : = inf‖z‖X =ρ Jω(z) > 0.
(2) There is e ∈ X with ‖e‖X ≥ ρ such that Jω(e) ≤ 0.
(3) If δ(ω) is defined as

δ(ω) = inf
γ∈�

max
t∈[0,1] Jω(γ (t)), � = {γ ∈ C([0, 1],X )| γ (0) = 0, γ (1) = e},

then δ(ω) ≥ β(ω) and there is a sequence (Un)n ∈ X such that

Jω(Un) → δ, J ′
ω(Un) → 0 in X ′.

Proof From inequalities (30)–(31), we have for any (u, v) ∈ X that

Jω(u, v) ≥ K1‖(u, v)‖2X − K2‖(u, v)‖p+2
X

≥ (K1 − K2‖(u, v)‖p
X )‖(u, v)‖2X .

Then for ρ > 0 small enough such that

K1 − ρ pK2 > 0,

we conclude for ρ = ‖(u, v)‖X that

Jω(u, v) ≥ (K1 − ρ pK2)ρ
2 := α > 0.

In particular, we also have that

β(ω) = inf‖z‖X =ρ
Jω(z) ≥ α > 0. (34)

Now, it is not hard to prove that there exist u0, v0 ∈ C∞
0 (R) such that G(u0, v0) < 0. Then

for any t ∈ R we have that

Jω(tu0, tv0) = t2 Iω(u0, v0) + t p+2G(u0, v0)

= t2(Iω(u0, v0) + t pG(u0, v0)).

As a consequence of this, we have that

lim
t→∞ Jω(tu0, tv0) = −∞.

So, there is t0 > 0 such that e = t0(u0, v0) ∈ X satisfies that t0‖(u0, v0)‖X = ‖e‖X > ρ

and that Jω(e) ≤ Jω(0) = 0. The third part follows by applying Theorem 4.1.

Now we are in position to establish the main result in this section, in which we use the
existence of a local embedding result obtained by J. Quintero in the case two dimensional
(see [11]). First of all, we know for q ≥ 2 that the embedding H1(R) ↪→ Lq(R) is continuous
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and the embedding H1(R) ↪→ Lq
loc(R) is compact. Now, if we set for q ≥ 2 and Q ⊂ R the

Banach space

Mq(Q) : 〈
C∞
0 (Q), ‖ · ‖(q)

〉
, ‖ψ‖q(q) = ‖ψ ′‖qLq (Q).

Then the following embedding result holds (see [11]).

Lemma 4.1 For q ≥ 2 we have that

(1) The embedding V ↪→ Mq(R) is continuous and the embedding V ↪→ Mq
loc(R) is

compact.
(2) The embedding X ↪→ Lq(R) × Mq(R) is continuous and the embedding X ↪→

Lq
loc(R) × Mq

loc(R) is compact.

Using previous local embedding, we have the following existence result.

Theorem 4.4 Let 0 < |ω| < ω0. Then the system (25) has a nontrivial solution in X .

Proof We will see that δ(ω) is in fact a critical value of Jω. Let {(un, vn)} ⊂ X be the
sequence given by previous lemma. First note from (34) that δ(ω) ≥ β(ω) ≥ α. Using the
definition of Jω and (26) we have that

Iω(un, vn) = p + 2

p
Jω(un, vn) − 1

p
〈J ′

ω(un, vn), (un, vn)〉.

But from (31) we conclude for n large enough that

K1‖(un, vn)‖2X ≤ Iω(un, vn) ≤ p + 2

p
(δ(ω) + 1) + ‖(un, vn)‖X .

Then we have shown that {(un, vn)}n is a bounded sequence in X . We claim that

α∗ = lim
n→∞ sup

ζ∈R

∫
B1(ζ )

�(un, vn) dx > 0.

If we suppose that

lim
n→∞ sup

ζ∈R

∫
B1(ζ )

�(un, vn) dx = 0.

Hence from Lemma 4.2 we conclude for q ≥ 2 that

lim
n→∞ ‖un‖Lq (R) = 0, lim

n→∞ ‖v‖Mq (R) = 0.

Now, we have from (34), (26) and (30) that

0 < α ≤ δ(ω) = Jω(un, vn) − 1

2
〈J ′

ω(un, vn), (un, vn)〉 + o(1)

= p

2
G(un, vn) + o(1)

≤ C[‖un‖p+2
L p+2(R)

+ ‖vn‖p+2
Mp+2(R)

] + o(1)

≤ o(1).

But this is a contradiction. Thus, there is a subsequence of {(un, vn)}n , denoted the same,
and a sequence ζn ∈ R such that∫

B1(ζn)
�(un, vn) dx ≥ α∗

2
. (35)
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Now we define the sequence (ũn(x), ṽn(x)) = (un(x + ζn), vn(x + ζn)). For this sequence
we also have that

‖(ũn, ṽn)‖X = ‖(un, vn)‖X , Jω(ũn, ṽn) → d, J ′
ω(ũn, ṽn) → 0 in X ′.

Then {(ũn, ṽn)}n is a bounded sequence in X . Thus, for some subsequence of {(ũn, ṽn)}n ,
denoted the same, and for some (u, v) ∈ X we have that

(ũn, ṽn) ⇀ (u, v), as n → ∞ (weakly inX ).

Since the embedding X ↪→ Lq
loc(R) × Mq

loc(R) is locally compact for q ≥ 2 we see that

(ũn, ṽn) → (u, v) in Lq
loc(R) × Mq

loc(R).

Then (u, v) 
= 0 because using (35) we have that∫
B1(0)

�(u, v) dxdy = lim
n→∞

∫
B1(0)

�(ũn, ṽn) dxdy ≥ α∗

2
.

Moreover, if (z, w) ∈ C∞
0 (R) × C∞

0 (R) with supp z, w ⊂ � we have that

〈I ′
ω(u, v), (z, w)〉 = 2

∫
�

(uz + du′z′ + v′w′ + bv′′w′′)dx

− 2ω
∫

�

(uw′ + v′z + a(u′w′′ + v′′z′))dx

= 2 lim
n→∞

∫
�

(ũnz + dũ′
nz

′ + ṽ′
nw

′ + bṽ′′
nw

′′)dx

− 2ω lim
n→∞

∫
�

(ũnw
′ + ṽ′

nz + a(ũ′
nw

′′ + ṽ′′
n z

′))dx

= lim
n→∞〈I ′

ω(ũn, ṽn), (z, w)〉.

Now noting that the sequences {(ṽ′
n)

p+1}n and {ũn
(
ṽ′
n

)p}n are bounded in L2(R), then
(taking a subsequence, if necessary), we have that

(ṽ′
n)

p+1 ⇀ (v′)p+1, ũn
(
ṽ′
n

)p
⇀ u

(
v′)p in L2(R).

As a consequence of this, we have that∫
�

(
ṽ′
n

)p+1
zdx →

∫
�

(
v′)p+1

z dx,
∫

�

ũn
(
ṽ′
n

)p
w′dx →

∫
�

u
(
v′)p w′dx .

In other words, we have shown that〈
G ′(u, v), (z, w)

〉 = lim
n→∞〈G ′(ũn, ṽn), (z, w)〉

and also that

〈J ′
ω(u, v), (z, w)〉 = lim

n→∞〈J ′
ω(ũn, ṽn), (z, w)〉 = 0.

Now, let (z, w) ∈ X . By density, there is (zk, wk) ∈ C∞
0 (R)×C∞

0 (R) such that (zk, wk) →
(z, w) in X . Then

|〈J ′
ω(u, v), (z, w)〉| ≤ |〈J ′

ω(u, v), (z − zk, w − wk)〉| + |〈J ′
c(u, v), (zk , wk)〉| ≤ ‖J ′

ω(u, v)

× ‖X ′ ‖(z − zk, w − wk)‖X + |〈J ′
ω(u, v), (z − zk, w − wk)〉| → 0.

Thus we have already established that J ′
ω(u, v) = 0. In other words, (u, v) is a nontrivial

solution for the system (25).

123



Differ Equ Dyn Syst (July 2016) 24(3):367–389 389

Acknowledgments J. R. Quintero was supported by the Mathematics Department at Universidad del Valle
(Colombia) under the Project C.I. 7910. A.M.Monteswas supported by theUniversidad del Cauca (Colombia)
under the Project I.D. 3982.

References

1. Ambrosetti, A., Rabinowitz, P.: Dual variational methods in critical point theory and applications. J.
Funct. Anal. 14, 349–381 (1973)

2. Bona, J., Tzvetkov, N.: Sharp well-posedness results for the BBM equations. Discret. Contin. Dyn. Syst.
23, 1241–1252 (2009)

3. Kato, T.: Quasilinear equations of evolution, with applications to partial differential equations. In: Pro-
ceedings of the Symposium at Dundee. Lecture Notes inMathematics, vol. 448, pp. 25-70. Springer, New
York (1975)

4. Kato, T.: On the Korteweg–De Vries equation. Manuscr. Math. 28, 89–99 (1979)
5. Kato, T.:On theCauchy problem for the (generalized)Korteweg–DeVries equation. In: Studies inApplied

Mathematics, Advances in Mathematics, Supplementary Studies, vol. 8, pp. 92–128. Academic Press,
New York (1983)

6. Montes, A.: Boussinesq–Benney–Luke type systems related with water waves models. Doctoral thesis,
Universidad del Valle, Colombia (2013)

7. Quintero, J., Montes, A.: Strichartz estimates for some 2D water wave models. Appl. Math. Inf. Sci. 7(6),
2159–2173 (2013)

8. Quintero, J., Montes, A.: Existence, physical sense and analyticity of solitons for a 2D Boussinesq–
Benney–Luke System. Dyn. Partial Differ. Equ. 10(4), 313–342 (2013)

9. Quintero, J.: Solitary water waves for a 2D Boussinesq type system. J. Partial. Differ. Equ. 23–3, 251–280
(2010)

10. Quintero, J.: The Cauchy problem and stability of solitary waves for a 2D Boussinesq–KdV type system.
Differ. Integral Equ. 24(3–4), 325–360 (2011)

11. Quintero, J.: Solitons and periodic travelling waves for the 2D-generalized Benney–Luke equation. J.
Appl. Anal. 86(3), 331–351 (2007)

12. Quintero, J.: Nonlinear stability of a one-dimensional Boussinesq equation. J. Dyn. Differ. Equ. 15(1),
125–141 (2003)

13. Quintero, J.R., Angulo, J.: Existence and orbital stability of cnoidal waves for a 1D Boussinesq equation.
Int. J. Math. Math. Sci. 1, 1–36 (2007)

14. Quintero, J., Muñoz, J.: Instability of periodic travelling waves with mean zero for a 1D Boussinesq
system. Commun. Math. Sci. 10(4), 1173–1205 (2012)

15. Willem, M.: Minimax Theorems, Progress in Nonlinear Differential Equations and Their Applications,
vol. 24, Springer, New York (1996)

123


	On the Cauchy Problem and Solitons for a Class of 1D Boussinesq Systems
	Abstract
	Introduction
	Local Existence
	Global Existence for a=c
	Existence of Solitons
	Acknowledgments
	References




