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Abstract In this paper, a new numerical method for solving multi-delay and piecewise con-
stant delay systems is presented. The method is based upon hybrid functions approximation.
The properties of hybrid functions consisting of block-pulse functions and Bernoulli poly-
nomials are presented. The operational matrices of integration, product and delay are given.
These matrices are then utilized to reduce the solution of multi-delay systems and the piece-
wise constant delay systems to the solution of algebraic equations. Illustrative examples are
included to demonstrate the validity and applicability of the technique.
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Introduction

Delays occur frequently in biological, chemical, electronic and transportation systems. Time-
delay systems are therefore a very important class of systems whose control and optimization
have been of interest to many investigators [1–4]. It is well known that it is difficult to
analytically solve a delay system. Several numerical methods have been used to obtain an
approximate solution for delay differential equations [5].

The available sets of orthogonal functions can be divided into three classes. The first class
includes sets of piecewise constant basis functions (e.g., block-pulse, Haar, Walsh, etc.). The
second class consists of sets of orthogonal polynomials (e.g., Chebyshev, Laguerre, Legen-
dre, etc.). The third class is the set of sine–cosine functions in the Fourier series. Orthogonal
functions have been used when dealing with various problems of the dynamical systems.
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The main advantage of using orthogonal functions is that they reduce the dynamical system
problems to those of solving a system of algebraic equations. The approach is based on
converting the underlying differential equation into an integral equation through integration,
approximating various signals involved in the equation by truncated orthogonal functions,
and using the operational matrix of integration P to eliminate the integral operations. The
matrix P can be uniquely determined based on the particular orthogonal functions. Typical
examples are given in [6–11].

Among piecewise constant basis functions, block-pulse functions are found to be very
attractive, in view of their properties of simplicity and disjointedness. Bernoulli polyno-
mials and Taylor series are not based on orthogonal functions, nevertheless, they possess
the operational matrix of integration. However, since the integration of the cross product
of two Taylor series vectors is given in terms of a Hilbert matrix [12], which are known
to be ill conditioned, the applications of Taylor series are limited. Furthermore, the oper-
ational matrix P , in Bernoulli polynomials βm(t), m = 0, 1, 2, . . . , where 0 ≤ t ≤ 1,

has less errors than P for Taylor series in 1
2 ≤ t ≤ 1 and 1 < m < 8. This is because

for P in βm(t) we ignore the term βm+1(t)
m+1 while for P in Taylor series we ignore the term

tm+1

m+1 .
For approximating an arbitrary time function the advantages of Bernoulli polynomi-

als βm(t), over shifted Chebyshev polynomials Tm(t), and shifted Legendre polynomials
Lm(t), m = 0, 1, 2, . . ., where 0 ≤ t ≤ 1, are:

(a) the operational matrix P , in Bernoulli polynomials has less errors than P for shifted
Chebyshev and shifted Legendre polynomials for 1 < m < 10. This is because for P in
Tm(t) we ignore the term Tm+1(t)

4(m+1)
; and for P in Lm(t) we ignore the term Lm+1(t)

2(2m+1)
;

(b) the Bernoulli polynomials have less terms than shifted Chebyshev polynomials and
shifted Legendre polynomials. For example β6(t) has 5 terms, while T6(t) and L6(t) have
7 terms, and this difference will increase by increasing m. Hence for approximating an
arbitrary function we use less CPU time by applying Bernoulli polynomials as compared
to shifted Chebyshev and shifted Legendre polynomials;

(c) the coefficient of individual terms in Bernoulli polynomials are smaller than the coef-
ficient of individual terms in the shifted Chebyshev and shifted Legendre polynomials.
Since the computational errors in the product are related to the coefficients of individual
terms, the computational errors are less by using Bernoulli polynomials.

In recent years different types of hybrid functions have been shown to be mathematical
power tools for discretization of selected problems [13–17]. In the present paper we introduce
a new direct computational method to solve delay systems. The method consists of reducing
the delay differential equations to a set of algebraic equations by first expanding the solution
of delay differential equations as a hybrid function with unknown coefficients. These hybrid
functions, which consist of block-pulse functions and Bernoulli polynomials, are introduced.
The operational matrices of integration, product, and delay are given. These matrices are
then used to evaluate the coefficients of the hybrid functions for the solution of the delay
differential equations.

The outline of this paper is as follows: In “Properties of Hybrid Functions” section we
introduce the basic properties of the hybrid functions of block-pulse and Bernoulli polynomi-
als required for our subsequent development. Section “Problem Statement” is devoted to the
problem statement. In “The Numerical Method” section we apply the proposed numerical
method to approximate the multi-delay systems and piecewise constant delay systems. In
“Discussion” section a discussion of the present method is given and in “Illustrative Exam-
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ples” section we report our numerical findings and demonstrate the accuracy of the proposed
numerical scheme by considering four numerical examples.

Properties of Hybrid Functions

Hybrid of Block-Pulse and Bernoulli Polynomials

Hybrid functions bnm(t), n = 1, 2, . . . , N , m = 0, 1, . . . , M are defined on the interval
[0, t f ) as

bnm(t) =
{

βm

(
N
t f
t − n + 1

)
, t ∈ [ n−1

N t f ,
n
N t f

)
,

0, otherwise,
(1)

where n andm are the order of block-pulse functions and Bernoulli polynomials, respectively.
In Eq. (1), βm(t), m = 0, 1, 2, . . . , are the Bernoulli polynomials of order m, which can be
defined by [18]

βm(t) =
m∑

k=0

(
m
k

)
αk t

m−k,

where αk, k = 0, 1, . . . ,m, are Bernoulli numbers. These numbers are a sequence of signed
rational numbers, which arise in the series expansions of trigonometric functions [19] and
can be defined by the identity

t

et − 1
=

∞∑
n=0

αn
tn

n! .

The first few Bernoulli numbers are

α0 = 1, α1 = −1

2
, α2 = 1

6
, α4 = −1

30
,

with α2k+1 = 0, k = 1, 2, 3, . . . .

The first few Bernoulli polynomials are

β0(t) = 1, β1(t) = t − 1

2
, β2(t) = t2 − t + 1

6
, β3(t) = t3 − 3

2
t2 + 1

2
t.

According to [20], Bernoulli polynomials form a complete basis over the interval [0,1].

Function Approximation

Suppose that H = L2[0, 1] and {b10(t), b20(t), . . . , bNM (t)} ⊂ H be the set of hybrid of
block-pulse and Bernoulli polynomials and

Y = span{b10(t), b20(t), . . . , bN0(t), b11(t), b21(t), . . . , bN1(t), . . . , b1M (t),

b2M (t), . . . , bNM (t)},
and f be an arbitrary element in H . Since Y is a finite dimensional vector space, f has the
unique best approximation out of Y such as f0 ∈ Y, that is

∀y ∈ Y, || f − f0|| ≤ || f − y||.
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Since f0 ∈ Y, there exist unique coefficients c10, c20, . . . , cNM such that

f � f0 =
M∑

m=0

N∑
n=1

cnmbnm(t) = CT B(t), (2)

where

BT (t) = [
b10(t), b20(t), . . . , bN0(t), b11(t), b21(t), . . . , bN1(t), . . . , b1M (t),

b2M (t), . . . , bNM (t)
]
, (3)

and
CT = [

c10, c20, . . . , cN0, c11, c21, . . . , cN1, . . . , c1M , c2M , . . . , cNM
]
. (4)

Approximation Errors

In this section we obtain bounds for the error of best approximation in terms of Sobolev
norms. This norm is defined in the interval (a, b) for μ ≥ 0 by

|| f ||Hμ(a,b) =
⎛
⎝ μ∑

k=0

b∫
a

| f (k)(x)|2dx
⎞
⎠

1
2

=
(

μ∑
k=0

|| f (k)||2L2(a,b)

) 1
2

, (5)

where f (k) denotes the kth derivative of f . The symbol | f |Hμ;M (0,1) which is introduced in
[21] was defined by

| f |Hμ;M (0,1) =
⎛
⎝ μ∑

k=min(μ,M+1)

|| f (k)||2L2(0,1)

⎞
⎠

1
2

.

The seminorm [22] is

| f |Hr;μ;M;N (0,1) =
⎛
⎝ μ∑

k=min(μ,M+1)

N 2r−2k ||u(k)||2L2(0,1)

⎞
⎠

1
2

,

where
| f |Hr;μ;M;N (0,1) = Nr−μ|| f (μ)||L2(0,1), (6)

M ≥ μ−1, and if N = 1, | · |Hr;μ;M;N coincides with | · |Hμ;M which was introduced in [21].
To state our main results, the following theorem and lemma will be required.

Theorem 1 Suppose that f ∈ Hμ(0, 1) with μ ≥ 0. If PM f = ∑M
m=0 cmβm is the best

approximation of f then

|| f − PM f ||L2(0,1) ≤ cM−μ| f |Hμ;M (0,1), (7)

and for 1 ≤ r ≤ μ,

|| f − PM f ||Hr (0,1) ≤ cM2r− 1
2 −μ| f |Hμ;M (0,1), (8)

where c depends on μ.
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Proof Let f ∈ Hμ(0, 1) with μ ≥ 0 and
∑M

m=0 ćm Lm be the best approximation of f , which
is constructed by using shifted Legendre polynomials Lm, m = 0, . . . , M in the interval
[0, 1]. Then [21] ∣∣∣∣

∣∣∣∣ f −
M∑

m=0

ćm Lm

∣∣∣∣
∣∣∣∣
L2(0,1)

≤ cM−μ| f |Hμ;M (0,1), (9)

and for 1 ≤ r ≤ μ,

∣∣∣∣
∣∣∣∣ f −

M∑
m=0

ćm Lm

∣∣∣∣
∣∣∣∣
Hr (0,1)

≤ cM2r− 1
2 −μ| f |Hμ;M (0,1). (10)

Since the best approximation is unique [20], we have

∣∣∣∣
∣∣∣∣ f −

M∑
m=0

ćm Lm

∣∣∣∣
∣∣∣∣
L2(0,1)

=
∣∣∣∣
∣∣∣∣ f − PM f

∣∣∣∣
∣∣∣∣
L2(0,1)

,

∣∣∣∣
∣∣∣∣ f −

M∑
m=0

ćm Lm

∣∣∣∣
∣∣∣∣
Hr (0,1)

=
∣∣∣∣
∣∣∣∣ f − PM f ||Hr (0,1),

(11)
and by using Eqs. (9–11) we can obtain Eqs. (7) and (8). 	


Lemma 1 For n = 1, 2, . . . , N suppose fn : ( n−1
N , n

N ) → R is a function in Hμ( n−1
N , n

N ).

Consider the function Fn fn : (0, 1) → R such that (Fn fn)(x) = fn(
1
N (x + n − 1)) for all

x ∈ (0, 1), then for 0 ≤ l ≤ μ, we have

||(Fn fn)(l)||L2(0,1) = N
1
2 −l || f (l)

n ||L2( n−1
N , n

N ).

Proof For 0 ≤ l ≤ μ, we have

||(Fn fn)(l)||2L2(0,1)
=

1∫
0

|(Fn fn)(l)(x)|2dx =
1∫

0

∣∣∣∣ f (l)
n

(
1

N
(x + n − 1)

)∣∣∣∣
2

dx

=
n
N∫

n−1
N

N−2l | f (l)
n (t)|2Ndt = N 1−2l || f (l)

n ||2
L2

(
n−1
N , n

N

),

where for the third equality, we used the change of variable rule by setting t = 1
N (x +n−1).

	


By using the following Theorem we can obtain error for the approximation function.

Theorem 2 Suppose f ∈ Hμ(0, 1) with μ ≥ 0, then

|| f − PN
M f ||L2(0,1) ≤ cM−μ| f |H0;μ;M;N (0,1), (12)

and for 1 ≤ r ≤ μ,

|| f − PN
M f ||Hr (0,1) ≤ cM2r− 1

2 −μ| f |Hr;μ;M;N (0,1). (13)

123



6 Differ Equ Dyn Syst (January 2016) 24(1):1–20

Proof For n = 1, 2, . . . , N we consider the function fn : ( n−1
N , n

N ) → R such that fn(x) =
f (x) for all x ∈ ( n−1

N , n
N ). By using Lemma 1 and Eq. (7) we have

|| f −PN
M f ||2L2(0,1)

=
N∑

n=1

∣∣∣∣
∣∣∣∣ fn −

M∑
m=0

cnmbnm

∣∣∣∣
∣∣∣∣
2

L2( n−1
N , n

N )

=cN−1
N∑
n=1

∣∣∣∣Fn fn − PM (Fn fn)
∣∣∣∣2
L2(0,1)

≤ cN−1M−2μ

N∑
n=1

μ∑
k=min(μ,M+1)

||(Fn fn)(k)||2L2(0,1)

= cN−1M−2μ

μ∑
k=min(μ,M+1)

N∑
n=1

N 1−2k || f (k)
n ||2

L2( n−1
N , n

N )

= cM−2μ

μ∑
k=min(μ,M+1)

N−2k || f (k)||2L2(0,1)
,

Also, for 1 ≤ r ≤ μ, by using Lemma 1 and Eq. (8) we have

|| f − PN
M f ||2Hr (0,1) =

N∑
n=1

∣∣∣∣
∣∣∣∣ fn −

M∑
m=0

cnmbnm

∣∣∣∣
∣∣∣∣
2

Hr
(
n−1
N , n

N

)

= c
N∑

n=1

r∑
p=0

N 2p−1||(Fn fn)(p) − (PM (Fn fn))
(p)||2L2(0,1)

≤ cN 2r−1M4r−1−2μ
N∑

n=1

μ∑
k=min(μ,M+1)

||(Fn fn)(k)||2L2(0,1)

= cN 2r−1M4r−1−2μ

μ∑
k=min(μ,M+1)

N∑
n=1

N 1−2k || f (k)
n ||2

L2
(
n−1
N , n

N

)

= cM4r−1−2μ

μ∑
k=min(μ,M+1)

N 2r−2k || f (k)||2L2(0,1)
.

	


Conclusion Suppose f ∈ Hμ(0, 1) with μ ≥ 0, and M ≥ μ − 1, then by using Eq. (6) and
Theorem 2 we get

|| f − PN
M f ||L2(0,1) ≤ cM−μN−μ|| f (μ)||L2(0,1), (14)

and for r ≥ 1,
|| f − PN

M f ||Hr (0,1) ≤ cM2r− 1
2 −μNr−μ|| f (μ)||L2(0,1). (15)

This result shows that in the case f is infinitely smooth, the rate of convergence of PN
M f

to f is faster than 1
N to the power of M + 1 − r and any power of 1

M , which is superior to
that for the classical spectral methods [21].
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Operational Matrix of Integration and Product

The integration of the B(t) defined in Eq. (3) is given by

t∫
0

B(t ′)dt ′ � PB(t), (16)

where P is the N (M + 1) × N (M + 1) operational matrix of integration. The matrix P for
t f = 1 is given in [23] by

P = 1

N

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

P0 I O . . . O
−1
2 α2 I O 1

2 I . . . O

...
...

...
. . .

...

−1
M αM I O O . . . 1

M I
−1
M+1αM+1 I O O . . . O

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where I and O are N × N identity and zero matrices respectively, and

P0 =

⎡
⎢⎢⎢⎢⎢⎣

−α1 1 . . . 1 1
0 −α1 . . . 1 1
...

...
. . .

...
...

0 0 . . . −α1 1
0 0 . . . 0 −α1

⎤
⎥⎥⎥⎥⎥⎦ .

It is seen that P is more sparse than operational matrices of integration for the hybrid of block-
pulse and Chebyshev polynomials [13], the hybrid of block-pulse and Legendre polynomials
[14], and the hybrid of block-pulse and Taylor series [15].

The product of two hybrid functions with the vector C is given by

B(t)BT (t)C � C̃ B(t), (17)

where C̃ is a N (M + 1) × N (M + 1) product operational matrix which is given in [24].

The Operational Matrix of Multi-delay Systems

The delay function B(t − η j ), j = 1, 2, . . . , r, is the shift of the function B(t) defined in
Eq. (3), along the time axis by η j , where η1, η2, . . . , ηr are rational numbers in (0, 1). It is
assumed that without loss of generality that η1 < η2 < · · · < ηr . The general expression is
given by

B(t − η j ) = Dj B(t), t > η j , 0 < t < 1, (18)

where Dj is the operational matrix of delay of hybrid functions corresponding to η j . To find
Dj , for j = 1, 2, . . . , r, we first choose N in the following manner:

We define w as the smallest positive integer number for which wη j ∈ Z for j =
1, 2, . . . , r, where Z is the set of all integer numbers. Next we choose λ as the greatest
common divisor of the integers wη j , j = 1, 2, . . . , r . That is

λ = g.c.d(wη1, wη2, . . . , wηr ).

123



8 Differ Equ Dyn Syst (January 2016) 24(1):1–20

Let

N =
{

w
λ
, w

λ
∈ Z ,[

w
λ

] + 1, otherwise,
(19)

where [·] denotes the greatest integer value. Thus we have different subintervals given by[
0,

1

N

)
,

[
1

N
,

2

N

)
, . . . ,

[
N − 1

N
, 1

)
.

With the aid of Eq. (1), it is noted that bim(t),m = 0, 1, . . . , M, are non zero in the interval
[ i−1

N , i
N ). Thus bim(t−η j ) are non-zero in the [ i−1

N +η j ,
i
N +η j ). If we expand bim(t−η j ) in

terms of the element of B(t) in Eq. (3), we have bim(t−η j ) = bβi j m(t) where βi j = [Nη j+i].
Thus, if we expand B(t − η j ) in terms of B(t) we find N (M + 1) × N (M + 1) delay matrix
Dj as

Dj =

⎡
⎢⎢⎢⎢⎢⎣

ψ j O O · · · O
O ψ j O · · · O
...

. . .
. . .

. . .
...

O O O ψ j O
O O O O ψ j

⎤
⎥⎥⎥⎥⎥⎦ ,

where O is N × N zero matrix, and ψ j is N × N matrix which is given by

ψ j =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 1 0 · · · 0
0 0 · · · 0 1 · · · 0
...

...
... · · · ...

...
...

0 0 0 · · · 0 · · · 1
...

...
... · · · ...

...
...

0 0 0 · · · 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

It is noted that the first one in the first row is located at the β1 j th column.

The Operational Matrix of Piecewise Constant Delay Systems

In this section we obtain the operational matrix of delay Q for piecewise constant delay
systems. The general expression is given by

B(t − a(t)) = QB(t), 0 < t < 1, (20)

where a(t) is considered as follows:

a(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ξ1, 0 ≤ t < T1,

ξ2, T1 ≤ t < T2,
...

...

ξs, Ts−1 ≤ t < 1.

It is assumed that ξ1, ξ2, . . . , ξr are rational numbers in [0, 1), and ξ1 < ξ2 < · · · < ξr . We
first choose N in the following manner: Let

K = {i : ξi 
= 0},

123
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and define γ as the smallest positive integer number for which

γ ξi ∈ Z , γ Tj ∈ Z , i ∈ K , j = 1, 2, . . . , s − 1.

Next suppose |K | = α, and choose δ as the greatest common divisor of the integers γ ξi and
γ Tj , i ∈ K , j = 1, 2, . . . , s − 1. That is

δ = g.c.d(γ ξ1, γ ξ2, . . . , γ ξα, γ T1, γ T2, . . . , γ Ts−1).

Let h = δ
γ

and select N to minimize the number of subintervals as

N =
{ 1

h , 1
h ∈ Z ,[ 1

h

] + 1, otherwise.
(21)

Thus we have different subintervals given by

[0, h), [h, 2h), . . . , [(N − 1)h, Nh).

For these subintervals we can redefine a(t) as

a(t) = ξi for h

(
i−1∑
l=0

Nl

)
≤ t < h

(
i∑

l=0
Nl

)
, i = 1, 2, . . . , s,

where

N0 = 0, N j = Tj − Tj−1

h
, T0 = 0, Ts = 1,

clearly
∑s

j=1 N j = N . Therefore the problem has been reduced to find the delay operational
matrix for the following delay function:

B(t − a(t)) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

B(t − v1h), 0 ≤ t < t1,
B(t − v2h), t1 ≤ t < t2,

...
...

B(t − vNh), tN−1 ≤ t < tN .

For evaluating v j first we choose i as the smallest positive integer number such that

1 +
i−1∑
l=0

Nl ≤ j ≤
i∑

l=0

Nl .

Then we choose v j in such a way that

ti = ih, v j = ξi

h
, i = 1, 2, . . . , s, j = 1, 2, . . . , N .

In order to construct the matrix Q, we first find the matrix Qi for i = 1, 2, . . . , N in such a
way that the following relation is satisfied:

B(t − vi h) = Qi B(t), ti−1 ≤ t < ti .

With the aid of Eq. (1), it is noted that for the case ti−1 ≤ t < ti , the only terms with nonzero
values are b(i−vi )m(t − vi h), for m = 0, 1, . . . , M . Since

b(i−vi )m(t − vi h) = bim(t), m = 0, 1, . . . , M,

we have
Qi = IM+1 ⊗ Si , i = 1, 2, . . . , N , (22)
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where IM+1 is the (M + 1) dimensional identity matrix and Si is an N × N matrix in which
the only nonzero entry is equal to one and located at the (i − vi )th row and i th column and
⊗ denotes Kronecker product [25]. It is noted that if i − vi ≤ 0, then Si is a zero matrix of
order N × N . Thus, if we expand B(t − a(t)) in terms of hybrid functions B(t), we get

Q = Q1 + Q2 + · · · + QN .

Problem Statement

Consider the following linear time-varying delay system:

Ẋ(t) = E(t)X (t)+κ1

r∑
j=1

Fj (t)X (t−η j )+κ2H(t)X (t−a(t))+G(t)U (t), 0 ≤ t ≤ 1, (23)

X (0) = X0, (24)

X (t) = φ(t), t < 0, (25)

where X (t) ∈ Rl , U (t) ∈ Rq , E(t), Fj (t) j = 1, 2, . . . , r, H(t) and G(t) are matrices of
appropriate dimensions, X0 is a constant specified vector, κ1 and κ2 are either 0 or 1 such
that if κ1 = 1 then κ2 = 0 and vice versa, also if κ1 = 0 then φ(t) = 0. The problem is to
find X (t), 0 ≤ t ≤ 1, in Eq. (23) satisfying Eqs. (24) and (25). The method of this paper
can also be extended to cases with delays in both state and control.

The Numerical Method

We approximate X (t) in Eq. (23) as follows:

X (t) = [x1(t), x2(t), . . . , xl(t)]T , U (t) = [u1(t), u2(t), . . . , uq(t)]T , (26)

B̂(t) = Il ⊗ B(t), B̂1(t) = Iq ⊗ B(t), (27)

where Il and Iq are the l- and q-dimensional identity matrices. Also, B̂(t) and B̂1(t) are
l(M + 1)N × l and q(M + 1)N × q matrices, respectively. By using Eq. (2) each of xi (t)
and each of u j (t), i = 1, 2, . . . , l, j = 1, 2, . . . , q, can be written in terms of hybrid
functions as

xi (t) = BT (t)Xi , u j (t) = BT (t)Uj .

From Eqs. (26) and (27) we get

X (t) = B̂T (t)X, U (t) = B̂T
1 (t)U, (28)

where X and U are vectors of order l(M + 1)N × 1 and q(M + 1)N × 1, respectively, given
by

X = [X1, X2, . . . , Xl ]T , U = [U1,U2, . . . ,Uq ]T .

Similarly we have

X (0) = B̂T (t)d, φ j (t − η j ) = B̂T (t)R j , (29)
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where d and R j , j = 1, 2, . . . , r are vectors of order l(M + 1)N × 1. We expand
E(t), Fj (t), H(t) and G(t) by hybrid functions as follows:

E(t) = ET B̂(t), Fj (t) = FT
j B̂(t), H(t) = HT B̂(t), G(t) = GT B̂1(t),

where ET , FT
j , HT and GT are of dimensions l×l(M+1)N , l×l(M+1)N and l×q(M+1)N ,

respectively. We can write X (t − η j ) and X (t − a(t)) in terms of hybrid functions as

X (t − η j ) =
{
B̂T (t)R j , 0 ≤ t ≤ η j ,

B̂T (t)D̂T
j X, η j ≤ t ≤ 1,

and

X (t − a(t)) = B̂T (t)Q̂T X,

where

D̂ j = Il ⊗ Dj , Q̂ = Il ⊗ Q,

Dj , and Q are the delay operational matrices given in Eqs. (18) and (20). Now we have

E(t)X (t) = ET B̂(t)B̂T (t)X = B̂T (t)ẼT X, (30)

G(t)U (t) = GT B̂1(t)B̂1
T
(t)U = B̂T (t)G̃TU, (31)

H(t)X (t − a(t)) = HT B̂(t)B̂T (t)Q̂T X = B̂T (t)H̃ T Q̂T X, (32)

where Ẽ, G̃ and H̃ can be calculated similarly to matrix C̃ in Eq. (17). Also we have

t∫
0

B̂T (t ′)dt ′ = (Il ⊗ BT (t))(Il ⊗ PT ) = B̂T (t)P̂T , (33)

t∫
0

Fj (t
′)X (t ′ − η j )dt

′ =
{
B̂T (t)P̂T F̃j

T
R j , 0 ≤ t≤η j ,

B̂T (t)Z j F̃j
T
R j + B̂T (t)P̂T F̃j

T
D̂ j

T
X, η j ≤ t≤1,

(34)

where P is the operational matrix of integration given in Eq. (16) and

τ j∫
0

B̂T (t)dt = B̂T (t)Z j ,

where Z j is a constant matrix of order l(M + 1)N × l(M + 1)N . By integrating Eq. (23)
from 0 to t and using Eqs. (24–34) we have

B̂T (t)X − B̂T (t)d = B̂T (t)P̂T ẼT X + κ1

r∑
j=1

(B̂T (t)P̂T F̃j
T
R j

+ B̂T (t)Z j F̃j
T
R j + B̂T (t)P̂T F̃j

T
D̂ j

T
X)

+ κ2 B̂
T (t)P̂T H̃ T Q̂T X + B̂T (t)P̂T G̃TU. (35)
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From Eq. (35) we get X as

X =
⎡
⎣I − P̂T ẼT − κ1

r∑
j=1

P̂T F̃j
T
D̂ j

T − κ2 P̂
T H̃ T Q̂T

⎤
⎦

−1

×
⎡
⎣d + κ1

r∑
j=1

(P̂T F̃j
T
R j + Z j F̃j

T
R j ) + P̂T G̃TU

⎤
⎦ .

Hence, X (t) in Eq. (28) can be obtained.

Discussion

Due to the nature of time-delay systems, the exact solutions of these systems are different
functions on the distinct subintervals. In such situations, neither the continuous basis functions
nor piecewise constant basis functions taken alone would form an efficient basis in the
representation of such solutions. Datta and Mohan [26] have correctly pointed out that, in
general, the computed response of the delay systems via continuous or piecewise constant
basis functions is not in good agreement with the exact response of the system. To meet these
situations, we choose a suitable hybrid system of basis functions inherently possessing the
required features of the solutions corresponding to delay systems. In the proposed method,
with the aid of Eqs. (19) and (21) we determine the appropriate value for N , the order of
block-pulse functions for multi-delay and piecewise constant delay systems respectively. To
select M, we first choose an arbitrary number depending on the problem. If the exact solutions
in each subinterval are polynomials we increase the value of M by 1 until two consecutive
results are the same in each subinterval. When the exact solutions in each subinterval are not
polynomials, we evaluate the results for two consecutive M for different t in [0, 1] until the
results are similar up to a required number of decimal places for each subinterval.

Illustrative Examples

In this “The Numerical Method” section, examples are given to demonstrate the applicability
and accuracy of our method. Example 1 is a two-dimensional time-varying multi-delay system
which was considered in [26]. The exact solutions in Examples 1 are polynomials for each
subinterval. Example 2 is a delay system with delay in both control and state. Example 2 was
first considered in [26] and also solved in [13–15] by using the hybrid of block-pulse with
Chebyshev polynomials, with Legendre polynomials, and with Taylor series respectively. In
this example we compare the solution obtained using the proposed method with [13–15].
The CPU time in each case are also given. Example 3 is a time-varying piecewise constant
delay system whose solution is a polynomial for each subinterval and was considered in [5].
Example 4 is a piecewise constant delay system which was first considered in [26] and also
solved in [5] by using the hybrid of block-pulse and Chebyshev polynomials. For example
4, we compare our findings with the numerical results in [5] together with the CPU time.

Example 1

Consider the multi-delay systems described by [26]

(
ẋ1(t)
ẋ2(t)

)
=
(
t 1
t 2t

)(
x1
(
t − 1

3

)
x2
(
t − 1

3

)
)

+
(

2 t
t2 0

)(
x1
(
t − 2

3

)
x2
(
t − 2

3

)
)

+
(

0
1

)
u(t), (36)
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with

x1(t) = x2(t) = u(t) = 0, t ∈
[
−2

3
, 0

]
. (37)

u(t) = 2t + 1, t > 0. (38)

The exact solutions are [26]

x1(t) =

⎧⎪⎪⎨
⎪⎪⎩

0, 0 ≤ t < 1
3 ,

7
162 − 2

9 t + 1
6 t

2 + 1
3 t

3, 1
3 ≤ t < 2

3 ,

11
162 − 58

243 t + 31
162 t

2 + 1
9 t

3 + 7
72 t

4 + 1
6 t

5, 2
3 ≤ t ≤ 1.

x2(t) =

⎧⎪⎪⎨
⎪⎪⎩
t + t2, 0 ≤ t < 1

3 ,

5
486 + t + 7

9 t
2 + 2

9 t
3 + 1

2 t
4, 1

3 ≤ t < 2
3 ,

1
486 + t + 200

243 t
2 + 20

81 t
3 + 29

72 t
4 − 1

9 t
5 + 1

6 t
6, 2

3 ≤ t ≤ 1.

By using Eq. (19) we have ω = 3 and λ = 1, so we select N = 3. We also choose M = 6.
Let

x1(t) = CT
1 B(t), x2(t) = CT

2 B(t). (39)

By using Eq. (2) we get

u(t) =
⎡
⎣4

3
,

6

3
,

8

3
,

2

3
,

2

3
,

2

3
, 0, . . . , 0︸ ︷︷ ︸

15

⎤
⎦
T

B(t) = UT
1 B(t) (40)

and

t =
⎡
⎣1

6
,

1

2
,

5

6
,

1

3
,

1

3
,

1

3
, 0, . . . , 0︸ ︷︷ ︸

15

⎤
⎦
T

B(t) = Y T
1 B(t), (41)

t2 =
⎡
⎣ 1

27
,

7

27
,

19

27
,

1

9
,

1

3
,

5

9
,

1

9
,

1

9
,

1

9
, 0, . . . , 0︸ ︷︷ ︸

12

⎤
⎦
T

B(t) = Y T
2 B(t). (42)

Also we have

x1

(
t − 1

3

)
= CT

1 D1B(t), x2

(
t − 1

3

)
= CT

2 D1B(t), (43)

x1

(
t − 2

3

)
= CT

1 D2B(t), x2

(
t − 2

3

)
= CT

2 D2B(t), (44)

where D1 and D2 are the delay operational matrices given in Eq. (18). By integrating Eq.
(36) from 0 to t and using Eqs. (37–44) we have

CT
1 = CT

1 D1Ỹ1P + CT
2 D1P + 2CT

1 D2P + CT
2 D2Ỹ1P, (45)

CT
2 = CT

1 D1Ỹ1P + 2CT
2 D1Ỹ1P + CT

2 D2Ỹ2P +UT
1 P, (46)

where Ỹ1 and Ỹ2 can be obtained similarly to Eq. (17). Solving Eqs. (45) and (46), the same
values as the exact values of x1(t) and x2(t) would be obtained.
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Example 2

Consider the following delay system with delay in both control and state [26]

ẋ(t) = −x(t) − 2x

(
t − 1

4

)
+ 2u

(
t − 1

4

)
, u(t) = 1, t > 0, (47)

x(t) = u(t) = 0, −1

4
≤ t < 0. (48)

The exact solution is

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ t ≤ 1
4 ,

2 − 2 exp
[− (

t − 1
4

)]
, 1

4 ≤ t ≤ 1
2 ,

−2 − 2 exp
[− (

t − 1
4

)] + (2 + 4t) exp
[− (

t − 1
2

)]
, 1

2 ≤ t ≤ 3
4 ,

6 − 2 exp
[− (

t − 1
4

)] + (2 + 4t) exp
[− (

t − 1
2

)]
− ( 17

4 + 2t + 4t2
)

exp
[− (

t − 3
4

)]
, 3

4 ≤ t < 1.

By using Eq. (19) we have ω = 4 and λ = 1, so we select N = 4. We also choose M = 5.
Let

x(t) = CT
3 B(t), (49)

by using Eq. (2) we have

u(t) = [1, 1, 1, 1, 0, . . . , 0︸ ︷︷ ︸
20

]T B(t) = UT
2 B(t). (50)

Also we have

x

(
t − 1

4

)
= CT

3 D3B(t), (51)

u

(
t − 1

4

)
= UT

2 D3B(t), (52)

where D3 is the delay operational matrix given in Eq. (18). By integrating Eq. (47) from 0
to t and using Eqs. (48–52) we have

CT
3 = −CT

3 P − 2CT
3 D3P + 2UT

2 D3P. (53)

By solving Eq. (53) we obtain C3. In Table 1, the solution obtained using the hybrid of
block-pulse and Chebyshev polynomials in [13] with N = 4 and M1 = 7 and the hybrid
of block-pulse and Legendre polynomials in [14] with N = 4 and M2 = 7 together with
CPU time are given. In this table M1 and M2 denote the order of Chebyshev and Legendre
polynomials respectively. In Table 2, the solution obtained using the hybrid of block-pulse
and Taylor series in [15] with N = 4 and M3 = 7 and the proposed method with N = 4 and
M = 5 together with CPU time and the exact solution of x(t) for 1

4 ≤ t ≤ 1 are given. In
this table M3, denotes the order of Taylor series. In Tables 1 and 2, the approximate value of
x(t) on [0, 1

4 ] is equal to zero, which is the same as the exact solution.
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Table 1 The solution obtained using the hybrid of block-pulse with Chebyshev and Legendre polynomials
for Example 1

t Block-pulse and Chebyshev CPU Block-pulse and Legendre CPU
N = 4 and M1 = 7 N = 4 and M2 = 7

0.25 0 0.235 0 0.171

0.40 0.27858404 0.219 0.27858404 0.157

0.55 0.51352714 0.234 0.51352714 0.166

0.70 0.65465130 0.203 0.65465130 0.180

0.85 0.70892964 0.204 0.70892964 0.183

1.00 0.71174280 0.202 0.71174280 0.190

Table 2 The solution obtained using the hybrid of block-pulse with Taylor and Bernoulli polynomials for
Example 1

t Block-pulse and Taylor CPU Present method CPU Exact value
N = 4 and M3 = 7 N = 4 and M = 5

0.25 0 0.188 0 0.126 0

0.40 0.278584046 0.172 0.278584047 0.132 0.278584047

0.55 0.513527142 0.172 0.513527141 0.141 0.513527141

0.70 0.654651249 0.171 0.654651311 0.135 0.654651311

0.85 0.708929644 0.187 0.708929636 0.151 0.708929636

1.00 0.711741219 0.218 0.711742826 0.168 0.711742826

Example 3

Consider the following piecewise constant delay system [5]

ẋ(t) = t2x(t − a(t)) + u(t), 0 ≤ t ≤ 1, (54)

x(0) = 1, (55)

u(t) = 2t + 1, t ≥ 0, (56)

a(t) =
{

0.2, 0 ≤ t < 0.3,

0.7, 0.3 ≤ t ≤ 1
(57)

The exact solution is

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 + t + t2, 0 ≤ t < 0.2,

62341
62500 + t + t2 + 7

25 t
3 + 3

20 t
4 + 1

5 t
5, 0.2 ≤ t < 0.3,

1006717
1000000 + t + t2, 0.3 ≤ t < 0.7,

2720369
3000000 + t + t2 + 79

300 t
3 − 1

10 t
4 + 1

5 t
5, 0.7 ≤ t < 0.9,

76256550101
84000000000 + t + t2 + 693817

3000000 t
3 + 459

40000 t
4

+ 167
5000 t

5 + 7
50 t

6 − 11
140 t

7 + 1
40 t

8, 0.9 ≤ t ≤ 1.
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By using Eqs. (21) and (57) we have γ = 10 and δ = 1, so we choose N = 10. We also
choose M = 8. Let

x(t) = CT
4 B(t), (58)

by using Eq. (2) we have

u(t) =
⎡
⎢⎣11

10
,

13

10
,

3

2
,

17

10
,

19

10
,

21

10
,

23

10
,

5

2
,

27

10
,

29

10
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
,

1

5
, 0, . . . , 0︸ ︷︷ ︸

70

⎤
⎥⎦
T

B(t)

= UT
3 B(t), (59)

t2 =
[

1

300
,

7

300
,

19

300
,

37

300
,

61

300
,

91

300
,

127

300
,

169

300
,

217

300
,

271

300
,

1

100
,

3

100
,

1

20
,

7

100
,

9

100
,

11

100
,

13

100
,

3

20
,

17

100
,

19

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
,

1

100
, 0, . . . , 0︸ ︷︷ ︸

60

⎤
⎥⎦
T

B(t)

= Y T
3 B(t), (60)

1 = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, . . . , 0︸ ︷︷ ︸
80

]T B(t) = Y T
4 B(t). (61)

Also we have

x(t − a(t)) = CT
4 D4B(t), (62)

where D4 is the delay operational matrix given in Eq. (20) and is obtained from

D5 = Q
1
+ Q

2
+ · · · + Q

10
,

where Q
i
, 1 ≤ i ≤ 10 are calculated similarly to Eq. (22). For example Q

3
is

Q
3

= I9 ⊗ S3,

where I9 is the 9 dimensional identity matrix and S3 is a 10 × 10 matrix given by

S3 =

⎡
⎢⎢⎢⎣

0 0 1 0 . . . 0
0 0 0 0 . . . 0
...

...
...

... . . .
...

0 0 0 0 . . . 0

⎤
⎥⎥⎥⎦ .

By integrating Eq. (54) from 0 to t and using Eqs. (55–62) we have

CT
4 − Y T

4 = CT
4 D4Ỹ3P +UT

3 P, (63)

where Ỹ3 can be obtained similarly to Eq. (17). By solving Eq. (63) the same value as the
exact value of x(t) would be obtained.
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Example 4

Consider the following piecewise constant delay system [26]

ẋ(τ ) = −5x(τ ) − 5x(τ − a(τ )) + 2u(τ ), 0 ≤ τ ≤ 2,

x(0) = 1,

u(τ ) = 1, τ ≥ 0,

a(τ ) =

⎧⎪⎪⎨
⎪⎪⎩

0, 0 ≤ τ < 0.8,

0.3, 0.8 ≤ τ < 1.4,

0.6, 1.4 ≤ τ < 1.7,

0.9, 1.7 ≤ τ ≤ 2.

The exact solution is

x(τ ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.2 + 0.8e−10τ , 0 ≤ τ < 0.8,

0.2 + 0.8e3−10τ + 0.8e−4(1 − e3)e−5τ , 0.8 ≤ τ < 1.1,

0.2 + 0.8e6−10τ − 4e−2.5(1 − e3)τe−5τ 1.1 ≤ τ < 1.4,

+ 0.8(1 − e3)(6.5e−2.5 + e−4)e−5τ ,

0.2 + 0.8e9−10τ − 4e−1(1 − e3)τe−5τ

+ 0.8(1 − e3)(8e−1 − 0.5e−2.5 + e−4)e−5τ , 1.4 ≤ τ < 1.7,

0.2 + 0.8e12−10τ − 4e0.5(1 − e3)τe−5τ

+ 0.8(1 − e3)(9.5e0.5 − 0.5e−1 − 0.5e−2.5 + e−4)e−5τ , 1.7 ≤ τ ≤ 2.

By using transformation τ = 2t, 0 ≤ t ≤ 1, we have

ẋ(t) = 2(−5x(t) − 5x(t − a(t)) + 2u(t)), 0 ≤ t ≤ 1, (64)

x(0) = 1, (65)

u(t) = 1, t ≥ 0, (66)

a(t) =

⎧⎪⎪⎨
⎪⎪⎩

0, 0 ≤ t < 0.4,

0.3, 0.4 ≤ t < 0.7,

0.6, 0.7 ≤ t < 0.85,

0.9, 0.85 ≤ t ≤ 1.

(67)

From Eqs. (21) and (67) we have γ = 100 and δ = 5, so we select N = 20. We also
choose M an arbitrary positive integer number. Let M = 1 and

x(t) = CT
5 B(t), (68)

Table 3 The solution obtained using the hybrid of block-pulse with Chebyshev and Bernoulli polynomials
for Example 4

Block-pulse and Chebyshev Emax CPU Present method Emax CPU
with N = 20 and with N = 20 and

M1 = 1 2.7199e−1 0.150 M = 1 1.0156e−1 0.124

M1 = 2 3.9068e−2 0.275 M = 2 4.7036e−3 0.196

M1 = 4 1.7269e−4 0.567 M = 3 1.9876e−5 0.492

M1 = 6 3.5338e−7 0.952 M = 5 1.5674e−7 0.780

M1 = 8 3.8955e−10 1.582 M = 7 2.8654e−10 1.092
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by using Eq. (2) we have

1 = [1, 1, . . . , 1︸ ︷︷ ︸
20

]T B(t) = Y T
5 B(t), u(t) = [1, 1, . . . , 1︸ ︷︷ ︸

20

]T B(t) = UT
4 B(t). (69)

Also we have

x(t − a(t)) = CT
5 D5B(t), (70)

where D5 is the delay operational matrix given in Eq. (20). By integrating Eq. (64) from 0
to t and using Eqs. (65–70) we have,

CT
5 − Y T

5 = 2
(
−5CT

5 P − 5CT
5 D5P + 2UT

4 P
)

. (71)

By solving Eq. (71) we obtain C5. In Table 3, we compare maximum error obtained using
the proposed method with the hybrid of block-pulse and Chebyshev polynomials in [5]. The
approximate solution of x(t), obtained by the proposed method for M = 1 and 2, are shown
in Figs. 1 and 2 respectively.

Exact   
Approximate

0.5 1.0 1.5 2.0

0.4

0.6

0.8

1.0

Fig. 1 Exact and approximate solution of x(t) for M = 1

Exact
Approximate

0.5 1.0 1.5 2.0

0.4

0.6

0.8

1.0

Fig. 2 Exact and approximate solution of x(t) for M = 2
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Conclusion

In the present work, hybrid of block-pulse functions and Bernoulli polynomials are used
to solve delay systems. The problem has been reduced to a problem of solving a system of
algebraic equations. The matrix P given in Eq. (16) has a large number of zero elements and is
sparse. Hence, the present method is very attractive and reduces the CPU time and computer
memory. Illustrative examples are given to demonstrate the validity and applicability of the
proposed method. It is noted that the exact solutions obtained in the examples 1, 2 and 4
can not be obtained either with piecewise constant basis functions nor with continuous basis
functions.
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