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Abstract
The aspect sentiment triplet extraction (Triplet) aims at extracting aspect terms (AE), extracting aspect-oriented opinion terms
(AOE), and discriminating aspect-level sentiment polarity (ASC) from the comments. To address the current study, the end-
to-end framework-based approach suffers from the problem of contribution distribution among multiple components, while
the pipeline framework-based approach is susceptible to error propagation. Moreover, the complexity of the model limits the
detection of long-distance aspect terms and opinion terms. In this paper, we propose a framework based on multi-task shared
cascade learning and machine reading comprehension (MRC), which is called Triple-MRC. The multi-task shared cascade
learning can effectively avoid the problem of contribution distribution among components. The MRC approach leverages
the prior knowledge from the question to reduce the error propagation between tasks and mitigate the limitation associated
with model complexity. We conduct experiments on publicly available two benchmark datasets for the Triplet task. The
experimental results demonstrate the superior performance of the Triple-MRC framework compared to the baseline model,
which better achieves the Triplet task. Through the analysis of the comparison study, model training process, error analysis,
ablation study, attention visualization, and case study, we have confirmed the effectiveness of introducing the multi-task
shared cascade learning method and MRC method into the model.

Keywords Asepct sentiment triplet extraction · Multi-task shared cascade learning · Machine reading comprehension · Prior
knowledge

Introduction

With the rapid development of e-commerce, users share com-
ments on the application platforms, providing a wealth of
valuable information. For manufacturers, the information
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within customer comments encapsulates valuable insights
into consumer opinions and emotional attitudes towards their
products. Mining the value information from comments can
serve as feedback to aid in product improvement. For con-
sumers, the details provided in product comments enable
them to assess the product’s quality and make informed
choices. Hence, it is crucial to employ efficient techniques
for extracting valuable information from reviews.

Utilizing the aspect-based sentiment analysis (ABSA) [1]
technique allows for a comprehensive extraction of senti-
ment polarity and opinion attitudes related to specific aspect
terms in the comments. Consequently, it finds extensive
applications in extracting user feedback in various domains,
including sales and services such as restaurants, electron-
ics, clothing, and automobiles. Triplet [2] technology is a
research direction within the ABSA task, with the goal of
extracting aspect terms and opinion terms, as well as distin-
guishing the sentiment polarity of aspect terms. As illustrated
in the example shown in Fig. 1, consider the sentence “The
wine was delicious, but the service was not so great.” In this
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Fig. 1 An illustrative example
of the Triplet task, where we
decompose it into three
subtasks: AE, AOE, and ASC

example, the aspect terms are “wine” and “service,” the opin-
ion terms are “delicious” and “not so great,” and their sen-
timent polarities are “positive” and “negative,” respectively.
TheTriplet extraction can acquire the triples (wine, delicious,
positive) (service, not so great, negative) from the given
sentence. According to the objective, we divide the Triplet
task into three subtasks for execution: aspect term extrac-
tion (AE), aspect-oriented opinion extraction (AOE), and
aspect-level sentiment classification (ASC) tasks. The AE
task involves extracting aspect terms from the sentences, the
AOE task focuses on extracting corresponding opinion terms
based on the aspect terms, and the ASC task aims to identify
the sentiment polarity to which the aspect terms belong.

In response to the current ABSA research landscape, most
researchers concentrate on the ASC task, overlooking the
role of opinion terms in a sentence. We contend that there
exists a connection among aspect terms, opinion terms, and
sentiment polarity. The end-to-end method [3] encounters
challenges related to the distribution of contributions among
multiple components, whereas the pipeline-based method
[4] has the problem of error propagation. In this paper,
we propose a multi-task shared cascade learning method
based on machine reading comprehension (MRC) [5] for the
Triplet task. The method utilizes the BERT-MRC model as
its foundation and leverages the benefits of both multi-task
shared parameter learning and multi-task cascade learning.
Specifically, the MRC model accomplishes the AE, AOE,
and ASC tasks individually through a question-answer (QA)
[6] training methodology. The multi-task shared parameter
learning [7] effectively avoids the problem of contribution
distribution. Concurrently, multi-task cascade learning [8]
maximizes the utilization of prior knowledge in the question,

thereby alleviating the problem of error propagation among
tasks. The MRC model approach circumvents limitations in
detecting aspect terms and opinion terms over long distances.

The main contributions of this paper are listed below:

1. We incorporate the multi-task learning (MTL) [9] and
theMRC approach into the Triplet task. Additionally, we
innovatively combine the respective advantages of multi-
task shared parameter learning and multi-task cascade
learning.

2. We introduce a multi-task shared cascade learning model
based on MRC, called Triple-MRC.1 The approach sub-
divides the Triplet task into AE, AOE, and ASC tasks,
employing three BERT-MRCmodels with shared param-
eters to execute all subtasks. Additionally, we incorporate
dependency syntactic features [10] into the model to help
it better understand sentence structures.

3. This paper conducts a comparison study, error analy-
sis, ablation experiment, attention visualization study,
and case study to demonstrate the performance of
our proposed model. The experimental results indicate
that Triple-MRC outperforms the current state-of-the-art
methods.

RelatedWork

In this section, we first present the current state of research on
traditional ABSA task. Next, we introduce ABSA based on

1 The code is available at: https://github.com/ZouWang-spider/Triple-
MRC
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multi-task learning. Finally, we focus on the state of research
in the recently proposed Triplet task.

To establish a connection between AE and ASC, resear-
chers proposed employing the pipeline approach to address
the ABSA task. Dai and Song [11] proposed a pipeline
approach that leverages rule mining and a weakly supervised
neural network model to perform AE and ASC. To tackle the
issue of error propagation in practical applications with the
pipeline method, Wu et al. [12] introduced a novel grid tag-
ging scheme for the ASC model. The model also designs
an effective grid tagging scheme inference strategy, leverag-
ing mutual indications between different opinion factors to
achieve more accurate extraction. Some scholars have sug-
gested employing a tagging scheme to execute the ABSA
task. Ji et al. [13] annotated sentiment polarity on aspect
term labels, combining boundary informationwith sentiment
polarity. They employed a conditional random field (CRF)
[14] tominimize empirical risk and assigned each token in the
given label set based on the learned transition matrix. Kumar
et al. [15] proposed a BERT-based ensemble adversarial
training interactive learning method to address the complete
ABSA problem through a unified tagging scheme. Zhang et
al. [16] employed a span-based annotation scheme, extract-
ing multiple entities under the supervision of span boundary
detection and accurately predicting sentiment polarity based
on span distances. In response to the issue of overfitting
and underfitting caused by imbalanced labels, He et al. [17]
proposed a meta-based self-training and reweighting ABSA
method. They trained a teacher model to generate domain-
specific knowledge, while the student model was used for
supervised learning. Subsequently, the meta-weights of the
model were jointly trained with the student model, provid-
ing task-specific weights for each instance to coordinate their
convergence speed and balance label categories.

In recent years, researchers have proposed introducing the
MTL approach to mitigate the problem of error propagation
between tasks. Wang et al. [18] proposed a novel multi-task
neural learning framework to simultaneously addressAE and
ASC subtasks. Huan et al. [19] proposed a multi-task dual-
encoder framework. Firstly, they constructed dual encoders
to encode and fuse sentence information and semantic infor-
mation separately. Then, they utilized implicit symbols and
constraints between word pairs to accomplish multi-task
inference and triplet decoding. Ma et al. [20] designed the
hierarchical stacked bidirectional gated recurrent unit (HSBi-
GRU) joint model to capture abstract features of both tasks,
allowing the target label to influence the sentiment label.

The Triplet taskwas initially introduced by Peng et al. [21]
in 2020, and it has garnered increasing attention recently. To
address the issue of researchers not fully leveraging opin-
ion term information, they proposed a two-stage framework.
The first stage contains a unified AE-oriented sequence tag-
ging model and an opinion term extraction (OE) oriented

graph convolutional neural network (GCN) [22]. In the sec-
ond stage, all potential aspect-opinion pairs are enumerated,
and a binary classifier is employed to determine whether
aspect terms and opinion terms match. Finally, the senti-
ment polarity is computed by combining the aspect terms
with the corresponding opinion term information. However,
themethod is computationally inefficient and necessitates the
separate training of models in the two phases. Xu et al. [23]
introduced the first location-aware tagging scheme with a
novel end-to-end joint model to concurrently extract triplets.
Additionally, the model employs CRF and semi-Markov
CRF-based models [24] to predict sequence labels. Yan et al.
[25] proposed using the pre-trained bidirectional and auto-
regressive transformers model (BART) [26] to address all
ABSA subtasks within a unified generative framework. They
redefined the goals of all subtasks in ABSA as a sequence
composed of pointer indexes and sentiment class indexes.
This transformation unifies all subtasks into a generative for-
mula and employs the BART model for learning. However,
the time complexity of the model hinders the detection of the
aspect terms with long-distance opinion terms. Mao et al.
[27] employed a pipeline framework to devise a two-step
MRCmodel. In this model, the MRCmodel on the left facil-
itates aspect term extraction, and the MRC model on the
right handles both aspect sentiment recognition and opinion
term extraction. Additionally, two unified questions are also
customized in the model for both left- and right-side tasks.
Due to the length of sentences and the complexity of the
model, the current model struggles to effectively detect opin-
ion terms that are distant from aspect terms in the sentence. Li
et al. [28] proposed the bidirectional encoder representations
from the transformers-based MRC (BERT-MRC) model in
the named-entity recognition (NER) [29] task. This model
adopted the MRC approach instead of the traditional CRF
model and demonstrated superior performance. The results
indicate that the MRC-based approach can accurately iden-
tify aspect terms and opinion terms in sentences.

To summarize the current state of ABSA research, con-
temporary scholars have employed MTLmethods to address
the issue of error propagation inherent the pipeline frame-
work. The design of a unified tagging scheme in multiple
task models has gained popularity. Additionally, the MRC
approach is being utilized to overcome the limitations of the
models in effectively detecting long-distance aspect terms
and opinion terms in sentences.

Proposed Framework

In this section, we first provide a detailed description of the
overall structure of the Triplet-MRCmodel. We then present
the computational process of multi-task shared cascade
learning for the Triplet task and Triple-MRC model, respec-
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tively. Finally, we introduce the training inference process
to illustrate how the model is trained and implements the
Triplet task.

The overall structure of the Triple-MRCmodel is depicted
in Fig. 2, comprising three primary BERT-MRCmodels: bot-
tomBERT-MRC for the AE task, middle BERT-MRC for the
AOE task, and top BERT-MRC for the ASC task. Addition-
ally, syntactic features are incorporated into the model to
enhance its ability to learn the dependency syntax of sen-
tences. Table 1 provides a comprehensive overview of the
specific inputs and outputs for the three BERT-MRC mod-
els. Given the input sentence, “The food was pretty good !”,
the input for the bottom BERT-MRC model is [CLS] Ques-
tion 1 [SEP] Sentence [SEP], with the design of Question
1 being “Find the aspect terms in the text.” Subsequently,
the output hidden vectors are concatenated with the syntac-
tic feature vectors and fed into the multi-layer perceptron
layer (MLP). The resulting output signifies the starting and

ending positions of the aspect term food. The middle BERT-
MRC model receives an input of [CLS] Question 2 [SEP]
Sentence [SEP], with Question 2 designed as “Find the opin-
ion terms for the {food} in the text.” Subsequently, an MLP
is utilized to learn the concatenated output hidden vectors
with the syntactic feature vectors. The resulting output sig-
nifies the starting and ending positions of the opinion term
pretty good. The top BERT-MRC model is fed with an input
of [CLS] Question 3 [SEP] Sentence [SEP], with Question
3 formulated as “Find the sentiment polarity of the {pretty
good} related to the {food} in the text.” Subsequently, the
output vectors are concatenatedwith syntactic feature vectors
and fed into anMLP and fully connected layers. The softmax
function is employed to compute the probability distribution
of sentiment polarity.

Besides, the comprehensive model structure also includes
the design of multi-task shared cascade learning, aiming to
establishing connections among the three tasks through the

Fig. 2 The overall structure of
Triple-MRC model
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Table 1 Methodology summary

Task Component Input Output
Prior knowledge (question) Sentence

AE Bottom Find the aspect terms The food was food

BERT-MRC in the text. pretty good !

AOE Middle Find the opinion term The food was pretty good

BERT-MRC for the {food} in the text. pretty good !

ASC Top Find the sentiment polarity of the {pretty good} The food was positive

BERT-MRC related to the {food} in the text. pretty good !

utilization of shared parameters across the three BERT-MRC
models. Cascade learning is implemented by employing the
output of the previous task as the input for the subsequent
task. The design of both Question 2 and Question 3 is based
on the output of the preceding model, enabling the model to
leverage prior knowledge in the questions, therebymitigating
the error propagation between tasks.

Multi-task Shared Cascade Learning for Triplet Task

The MTL framework is employed to learn the relationships
between multiple tasks, which is widely used in multi-modal
domains [30]. In devising the multi-task shared cascade
learning, we amalgamate two frameworks: shared parameter
learning and cascade learning within the MTL paradigm. As
depicted in Fig. 3, the multi-task shared parameter learning
framework in panel a comprises multiple independent mod-
els, each dedicated to executing distinct tasks. These models
are interconnected y shared parameter to establish relation-

ships among multiple tasks. The multi-task cascade learning
framework in panel b also comprises multiple independent
models, but with a key distinction-here, the framework uti-
lizes the output or feature vector of the current model as the
input for the subsequent model. This approach is employed
to establish connections between independent models and
enhance the learning of relationships among multiple tasks.
The multi-task shared cascade learning framework in panel
c integrates the strengths of both frameworks. While con-
ducting cascade learning, it incorporates shared parameter
between models, facilitating a more robust learning of cor-
relations among multiple tasks.

The implementation ofmulti-task shared cascade learning
for the Triplet task is computed as follows. Given a sentence
x j with a maximum length of n as the input, the output of the
given triplet with annotations is Tj = {(a, o, s)}, where (a, o,
s) respectively denote (aspect term, opinion term, sentiment
polarity) and s ∈ {Positive, Neutral, Negative}. For the
training dataset D = {(x j , Tj )}, the objective function of the
model is as follows.

Fig. 3 Multi-task shared
cascade learning framework
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L(D) =
|D|∏

j=1

∏

(a,o,s)∈Tj

P((a, o, s)|x j ) (1)

Calculate the log-likelihood of x j , where given sentence
x j and aspect term a, opinion term o, and sentiment polarity
s are conditionally independent.

�(x j ) =
∑

(a,o,s)∈Tj

log P
(
(a, o, s)|x j

)

=
∑

a∈Tj

∑

(o,s)∈Tj |a
log P

(
a|x j

) + log P
(
(o, s)|a, x j

)

=
∑

a∈Tj

∑

(o,s)∈Tj |a
log P(a|x j )

+
∑

a∈Tj

∑

o∈Tj |a
log P(o|a, x j )

+
∑

a∈Tj

∑

o∈Tj |a

∑

s∈Tj |a,o

log P(s|(a, o, x j ))

(2)

We sum the above equation x j ∈ D and normalize both
sides, and then we obtain a log-likelihood of the following
form:

�(D) = α ·
|D|∑

j=1

∑

a∈Tj

∑

(o,s)∈Tj |a
log P(a|x j )

+ β ·
|D|∑

j=1

∑

a∈Tj

∑

o∈Tj |a
log P(o|a, x j )

+ γ ·
|D|∑

j=1

∑

a∈Tj

∑

o∈Tj |a

∑

s∈Tj |a,o

log P(s|(a, o, x j ))

(3)

where α, β, γ ∈ [0, 1], which are obtained by training the
Triple-MRC model.

Triple-MRCModel

The use of syntactic features in the Triple-MRC model
contributes to a better understanding of sentence structure.
Firstly, the BiAffine2 model [31] is employed to compute
the dependency relationships between words in the sentence.
The BiAffine model is a dependency syntactic parsing tool
proposed by NLP researchers at Stanford University. Sub-
sequently, the Deep Graph Library (DGL3) tool is used to

2 The BiAffine model is available at https://github.com/chantera/
biaffineparser
3 The DGL Framework is available at https://www.dgl.ai/pages/start.
html

construct a graph with words as node features and depen-
dency relationships as edges. DLG is a graph neural network
framework launched by New York University and Amazon.
Finally, the graph is fed into the GCNmodel to learn the syn-
tactic features and output hidden vectors. When inputting a
sentence X = {xi , i ∈ [1, n]}, the syntactic features are com-
puted as follows.

(xi , di , x j ) = Bi A f f ine(X) (4)

G =
n∑

i, j

DGL(xi , x j ) (5)

V = GCN (G) (6)

where xi , x j denotes the word in the sentence, and i, j ∈ [1,
n] and i �= j , n is the number of words. di is the depen-
dency relationship between xi and x j . G = (N , E) denotes
graph, where N ∈ [x1, xn] is the set of nodes and E is the
set of edges. Each edge ei ∈ E connects two nodes xi and
x j , usually denoted by ei = (xi , x j ). V = {v1, ..., vn} and
V ∈ R

n×h is the syntactic feature hidden vector, and h rep-
resents the dimension of the vector.

The following will describe in detail how to fine-tune and
design the bidirectional encoder representations from trans-
formers (BERT) [32]model for application toMRC task. The
central component of the Triple-MRC model is the BERT-
MRCmodel, which employsBERT as the backbonemodel to
encode the contextual information and MRC as the learning
training method. When given a sentence X and the Question
1 Q1 = {qi , i ∈ [1,m]}, the output aspect term start position
and end position are denoted as gsa and gea , respectively. The
model performs AE task computation as shown below.

Ha = BERT − MRCaspect (Q1, X) (7)

hsa, h
e
a = MLP(Concat(Ha, V )) (8)

gsa = so f tmax(ha
s) (9)

gea = so f tmax(hea) (10)

where BERT−MRCaspect indicates that themodel performs
theAE task.Concat denotes the concatenated operation. The
hsa ∈ R

n×d and hea ∈ R
n×d denote the model calculates to

obtain the hidden vectors of the sequence of aspect term start
position and end position. The gsa ∈ R

n and gea ∈ R
n denote

the probability distributions of the sequence of aspect term
start position and end position, respectively.

The prediction of the start and end position is typically
achieved through a span-based approach, involving a binary
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classification task for each position in the sequence. The
cross-entropy loss function is employed to compute the loss
at the starting position and the loss at the ending position
separately. Subsequently, these two losses are summed up to
form the loss function for the AE task.

Laspect = −
∑

i

ysi log(g
s
ai ) −

∑

i

yei log(g
e
ai ) (11)

where ys ∈ {1, 0} denotes the starting position of the anno-
tated aspect term and ye is the ending position. The i ∈ [1, n]
and n is the length of the sentence.

The AOE task is analogous to the AE task, as both tasks
leverage the BERT-MRCmodel for sequence prediction. The
process of calculating the AOE task is shown below.

Ho = BERT − MRCopinion(Q2, X) (12)

hso, h
e
o = MLP(Concat(Ho, V )) (13)

gso = so f tmax(hso) (14)

geo = so f tmax(heo) (15)

where X denotes the input sentence and Q2 is the question
designed for extracting opinion term. BERT − MRCopinion

denotes the model performs the AOE task. The hso ∈ R
n×d ,

heo ∈ R
n×d denote the hidden vectors of the model out-

put start position and end position sequences. The gso ∈ R
n ,

geo ∈ R
n denote the probability distributions of the calculated

start position and end position sequences.
The loss function for the opinion term extraction task is

calculated as follows.

Lopinion = −
∑

i

ksi log(g
s
oi ) −

∑

i

kei log(g
e
oi ) (16)

where ks ∈ {1, 0} denotes the starting position of the anno-
tated opinion term and ke is the ending position.

Different from the other two types of tasks, the ASC
task is essentially a classification task using the BERT-MRC
model. Therefore, we fine-tune the supervised training of
the model, where the input is a sentence and Question 3
Q3 = {qi , i ∈ [1, k]}, and the output is the sentiment polar-
ity label E ∈ {Positive, Negative, Neutral}. The process
of calculating the ASC task is shown below.

Hs = BERT − MRCsentiment (Q3, X) (17)

hs = MLP(Concat(Hs, V )) (18)

fs = FC(hs) (19)

ps = so f tmax( fs) (20)

where hs ∈ R
n×h denotes the hidden layer vector of the

model output, and h is the dimension of the vector. The FC
is the computation of the fully connected layer, and the ps is
the sentiment probability distribution.

The ASC task is essentially a multi-classification task,
which is calculated using the cross-entropy loss function and
L2 regularization as follows.

Lsentiment = CE(ps, E) + λ
∑

θ∈�

θ2 (21)

where CE is the cross-entropy loss function and E is the
annotated sentiment polarity. The λ is the weighting coeffi-
cient, and� is the parameter-set of the model. Then, the final
multi-task training loss function is as follows.

ζ = α · Laspect + β · Lopinion + γ · Lsentiment (22)

where α, β, γ ∈ [0, 1] are hyper-parameters to control the
contributions of objectives.

Training Process Inference

Question 1 = “Find the aspect terms in the text.” (23)

Question 2 = “Find the opinion term for the

{aspect term} in the text.” (24)

Question 3 = “Find the sentiment polarity of the

{opinion term} related to the

{aspect term} in the text.”
(25)

Typically, a sentence in the dataset will contain multi-
ple aspect terms and opinion terms. To tackle the training
problem that sentences contain multiple aspect terms and
opinion terms, we have designed questions in the Triple-
MRC framework to address each aspect term individually.
First, themodel leverages the prior knowledge fromQuestion
1 to extract all the aspect terms in the sentence. Subsequently,
it utilizes each aspect term to craft a specific Question 2. The
generic sentence pattern for Question 2 is illustrated in Eq.
(24), wherein each aspect term replaces the “{aspect term}”
in Question 2. Finally, the output aspect terms and their
corresponding opinion terms are employed as prior knowl-
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Fig. 4 The dataset training
process. The sentences contain
two aspect terms: “wine” and
“service.” We have designed
common Questions 2 and 3 to
facilitate the specific training of
each aspect term

edge to formulate Question 3. The generic sentence pattern
for Question 3 is depicted in Eq. (25), using the aspect
term and opinion term instead of “{opinion term}” and
“{aspect term}” in the Question 3. Algorithm 1 provides
a details description of the training inference process within
the Triple-MRC framework (Fig. 4).

Algorithm 1 The inference process for Triplet task of the
Triple-MRC framework
Require: Sentence x,Question 1 Q1,Question 2 Q2,Question 3 Q3
Ensure: T = {(a, o, s)} tr i ples
1: I ni tiali ze T = { };
2: D = Bi A f f ine(x);
3: G = DGL(D);
4: h1 = BERT − MRC(x, Q1);
5: A = MLP(Concat(h1,G));
6: if A = { } then
7: Return T ;
8: end if
9: for ai ∈ A do
10: ho = BERT − MRC(x, Q2), where Q2 contain ai ;
11: oi = MLP(Concat(ho,G));
12: hm = BERT − MRC(x, Q3), where Q3 contain ai and oi ;
13: hs = MLP(Concat(hm ,G));
14: si = FC(hs);
15: T ⇐ T ∪ {(ai , oi , si )};
16: end for
17: Return T .

Experiments

Datasets

The original datasets are sourced from Pontiki et al. [33–35]
in SemEval challenges, comprising 14restaurant, 14laptop,

15restaurants, and 16restaurants. The datasets include anno-
tations for aspect terms along with their corresponding
sentiment polarities. The datasets pertain to the comments
from both the restaurant and laptop domains. However, for
the Triplet task, annotations of the opinion terms in the
datasets are required. To fulfill this requirement, we utilize
the publicly available datasets provided by Peng et al. [21]4.
Those datasets are annotatedwith (aspect term, opinion term,
sentiment) triplet, building upon the foundation of the origi-
nal datasets. Additionally, we utilized the publicly available
datasets published by Xu et al. [23]5, a corrected version
of Peng et al.’s datasets. Within these datasets, we identi-
fied overlapping opinion items and missing triples, and we
have thoroughly rectified these issues.6 The statistics for both
datasets are presented in Table 2.

Baselines

To evaluate the performance of our proposed Triple-MRC
model, we use the aspect sentiment triplet extraction model
proposed in recent years as the baseline model. All of these
models are capable of implementing the Triplet task, and
their details are described below.

4 Datasets available at https://github.com/xuuuluuu/SemEval-Triplet-
data
5 Datasets available at https://github.com/xuuuluuu/Position-Aware-
Tagging-for-ASTE/tree/master/data/triplet_data
6 Corrected dataset available: https://github.com/ZouWang-spider/
Triple-MRCdatasets
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Table 2 The statistics of datasets

Datasets 14res 14lap 15res 16res

Peng et al. train 1300 920 593 842

dev 323 323 148 210

test 496 339 318 320

Xu et al. train 1266 906 605 857

dev 310 219 148 210

test 492 328 322 326

• RINATE (Bai et al. 2020 [10]) is aweakly supervised co-
extraction method for AE and AOE tasks that make use
of the dependency relations among words in a sentence.

• CMLA (Wang et al. 2017 [36]) is a multi-layer attention
network designed for AE and AOE tasks. Each layer in
the network is composed of pairs of attentionswith tensor
operators.

• Li-unified-R (Peng et al. 2020 [21]) is a modified ver-
sion of Li-unified, initially designed for AESC through a
unified tagging scheme. Li-unified-R specifically adjusts
the original module for the AOE task.

• Peng-two-stage (Peng et al. 2020 [21]) is a two-stage
framework employing distinct models for various sub-
tasks in ABSA, standing out as the state-of-the-art
method for the Triplet task.

• JET-BERT (Xu et al. 2020 [23]) is based on an end-to-
end framework model, featuring a novel location-aware
tagging scheme that facilitates the joint extraction of
triplet.

• GTS-BERT (Wu et al. 2020 [12]) designs an effective
grid tagging scheme (GTS) inference strategy, leveraging
the mutual indication between different opinion factors
to achieve more accurate opinion term extraction.

• BART-ABSA (Yan et al. 2021 [25]) transforms allABSA
subtasks into a unifiedgenerative formulation and addres-
ses themwithin an end-to-end framework, employing the
pre-trained sequence-to-sequence BART model.

• MEC-GCN (Chen et al. 2022 [37]) introduces an
efficient refining strategy for word-pair representation
refinement based on dependent syntactic features. This
approach takes into consideration the implicit results
of AE and AOE when determining whether word pairs
match.

• Dual-MRC (Mao et al. 2021 [27]) is a dual BERT-MRC
model based on the pipeline framework. In this model,
the left model is employed for AE task, while the right
component is dedicated to ASC and AOE tasks.

• BMRC (Chen andQian 2020 [38]) transforms the Triplet
task into a multi-round machine reading comprehen-
sion task and introduces a bidirectional machine read-
ing comprehension (BMRC) framework to address this
challenge.

Hyper-parameter Setting

We employed the shared parameter learning approach in the
Triple-MRCmodel. As a result, identical parameters are uti-
lized for each segment of the BERT-MRCmodel, while other
fine-tuning components are configured based on the specific
tasks.We conducted an analysis of the experimental results to
optimize the hyper-parameter settings. The hyper-parameter
settings are shown in Table 3. The hyper-parameters α, β,
and γ of computing multi-task learning are not sensitive to
the results, so we fix them at 1/3 in our experiments.

EvaluationMetrics

For all tasks in our experiments, we employ the F1 score as
an evaluation metric. The F1 score involves the calculation
of the precision and recall for each category separately. The
F1 score represents the harmonic mean when the precision
is equal to the recall and is computed as follows.

Pr ecision = T P

T P + FP
(26)

Recall = T P

T P + FN
(27)

F1 = 2 × Pr ecision × Recall

Pr ecision + Recall
(28)

where TP is the number of samples that are positive and the
predicted outcome is positive. FP is the number of samples
that are negative, and the predicted outcome is positive. FN
is the number of samples that are positive, and the predicted
outcome is negative.

Table 3 The hyper-parameter settings

Hyper-parameter Setting

BERT dim 768

Multi-Head 12

GCN layer 2

epochs 50

batch_size 32

Fully connected layer 128

L2 regularization 0.01

learning_rate 2e−5

dropout 0.1

optimizer Adam
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Table 4 Comparison of the F1 score (%) for the Triplet task on the Peng et al. (2020) annotated datasets. The baseline results with “†” are retrieved
from Mao et al. (2021), and results with “
” are from Yan et al. (2021)

Frameworks Models 14res 14lap 15res 16res

Pipeline RINATE† 34.03 20.00 28.00 23.30

CMLA† 43.12 32.90 35.90 41.60

Li-unified-R† 51.68 42.47 46.69 44.51

Peng-two-stage† 51.89 43.50 46.79 53.62

End-to-end JET-BERT
 63.92 50.00 54.67 62.98

GTS-BERT
 70.33 54.38 55.74 66.73

BART-ABSA
 72.46 57.59 60.11 69.98

MEC-GCN
 77.64 62.67 65.79 72.19

MRC Dual-MRC† 70.32 58.58 57.21 67.40

BMRC
 75.20 61.68 63.88 69.61

Our Triple-MRC 78.52 63.25 66.42 72.85

Comparison Study

In the comparison experiment section, we conduct Triplet
task on the two datasets using the baseline model and the
proposed Triple-MRC model in this paper. The F1 scores
obtained are presented in Tables 4 and 5. Analyzing the
model’s performance from the comparative results in Tables
5 and 6, we can obtain several observational conclusions.
Firstly, the Triple-MRC model surpasses the majority of
baseline models on the datasets res14, lap14, res15, and
res16. We attribute this superior performance to our model
effectively leveraging the benefits of multi-task shared cas-
cade learning and BERT-MRC models. Secondly, when
compared to the Dual-MRC and BMRCmodels utilizing the
MRCmethod, our Triple-MRCmodel demonstrates superior
performance. This indicates that multi-task shared cascade
learning contributes to establishing connections between
the training of each task. Thirdly, in comparison to the
JET-BERT, GTR-BERT, and BART-ABAS models based on

end-to-end methods, the Triple-MRC model exhibits supe-
rior performance. This shows that multi-task shared cascade
learning can effectively mitigate the issue of contribution
allocation. Finally, the Triple-MRC model outperforms the
CMLA, Li-unified-R, and Peng-two-stage models based on
the pipeline approach. This suggests that multi-task cascade
learning can make full use of the prior knowledge in the
questions, reducing the error propagation problem among
tasks. Additionally, the assistance of the MRC method and
dependency syntactic features benefits the model in the long-
distance learning of aspect terms and opinion terms.

Model Training Process

In themodel training process section,we present the variation
curves of the loss function for the Triple-MRCmodel trained
on the 14res, 14lap, 15res, and 16res datasets (Peng et al.). To
validate the effectiveness of multi-task shared cascade learn-
ing, the experiments showcase the loss function variation

Table 5 Comparison of the F1 score (%) for the Triplet task on the Xu et al. (2020) annotated datasets. The baseline results with “†” are retrieved
from Yan et al. (2021), and results with “
” are from Chen et al. (2022)

Frameworks Models 14res 14lap 15res 16res

Pipeline RINATE† 34.95 20.07 29.97 23.87

CMLA† 42.79 33.16 37.01 41.72

Li-unified-R† 51.10 42.34 47.82 44.31

Peng-two-stage† 51.46 42.87 52.32 54.21

End-to-end JET-BERT† 62.40 51.04 57.53 63.83

GTS-BERT
 68.81 55.42 58.60 67.58

BART-ABSA† 65.25 58.69 59.26 67.62

MEC-GCN
 71.78 58.81 61.93 68.33

MRC Dual-MRC† 67.03 57.63 60.15 67.42

BMRC
 67.99 57.82 60.02 65.75

Our Triple-MRC 72.45 60.72 62.86 68.65
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Fig. 5 Loss value variation
curves of the Triple-MRC model
training process on 14res, 14lap,
15res, and 16res (Peng et al.)
datasets

curves of the Triple-MRC model for the AE task, AOE task,
ASC task, and Triplet Task throughout the training process.
Upon analyzing the experimental results depicted in Figs. 5,
6, 7, and 8, it is observed that the model exhibits significantly
larger loss values for AE and AOE compared to ASC dur-
ing training. To analyze the reason, the AE and AOE tasks

belong to the sequence annotation task, essentially involving
binary classification for each sequence position to determine
whether it is the start or end position. The cross-entropy
function is then employed to calculate the loss value for
the probability of all sequence positions concerning the true
value. Consequently, the loss value of all predicted sequence

Fig. 6 F1 score variation curves
of the Triple-MRC model
training process on 14res, 14lap,
15res, and 16res (Peng et al.)
datasets
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Fig. 7 Loss value variation
curves of the Triple-MRC model
training process on 14res, 14lap,
15res, and 16res (Xu et al.)
datasets

positions is summed, resulting in larger loss values. In con-
trast, the ASC task is the sentiment triple classification task
using the cross-entropy loss function, which calculates the
loss value for the sentiment probability distribution between
0 and 1.Additionally, from the change in the loss value graph,
it is evident that the multi-task shared cascade model effec-
tively reduces the overall loss value of the Triple-MRCmodel
across the four datasets.

From the data in Tables 6 and 7, it is evident that the F1
score achieved on theAOE task is higher than on theAE task.
Analyzing the reason, the result of extracting aspect terms
from the AE task was utilized as prior knowledge when the
model was trained for the AOE task. Therefore, the AOE
task attains a higher F1 score compared to the AE task. Sim-
ilarly, the ASC task demonstrates superior performance as
aspect terms and opinion terms are serve as prior knowl-

Fig. 8 F1 score variation curves
of the Triple-MRC model
training process on 14res, 14lap,
15res, and 16res (Xu et al.)
datasets
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Table 6 The Triple-MRC model of each task’s achieved F1 score (%)
on the Peng et al. datasets

Datasets AE task AOE task ASC task Triplet task

14res 77.40 77.71 78.50 78.52

14lap 61.70 62.33 62.75 63.25

15res 65.18 65.75 66.19 66.42

16res 71.73 72.25 72.47 72.85

Table 7 The Triple-MRC model of each task’s achieved F1 score (%)
on the Xu et al. datasets

Datasets AE Task AOE Task ASC Task Triplet Task

14res 71.55 70.62 71.79 72.45

14lap 57.85 58.00 60.35 60.72

15res 62.04 62.30 62.70 62.86

16res 67.43 67.79 68.60 68.65

edge during model training. The Triple-MRC model attains
an enhanced F1 score on the Triplet task compared to the
ASC task, indicating that the extraction opinion terms assist
the model in discerning the aspect terms sentiment polarity.
This also validates the effectiveness of using a multi-task
learning approach for the Triplet task.

Error Analysis

To evaluate the model’s performance in computing senti-
ment polarity, we conducted an error analysis experiment.
The experimental results, depicted in Figs. 9 and 10, illus-
trate the confusion matrices of the Triple-MRC, MEC-GCN,
and BMRC models on the test datasets, where the “POS”
represents positive sentiment, “NEU” represents neutral sen-

timent, and “NEG” represents negative sentiment. In Fig. 9,
the predictions of the Triple-MRC model on the Peng et al.
test datasets exhibit a significant advantage over those of the
MEC-GCN and BMRCmodels. The performance ranking of
the models is Triple-MRC >MEC-GCN >BMRC. Turning to
the comparison in Fig. 10, it is evident that on theXu et al. test
datasets, the predictions of theTriple-MRCmodel are consis-
tently optimal. The predictions of theMEC-GCNandBMRC
models are similar in performance. The visualization of the
confusion matrices on the test datasets indicates the overall
superior performance of our proposed Triple-MRC model.

Ablation Study

The ablation study aims to assess the impact of syntactic fea-
tures and multi-task shared cascade learning on the overall
model performance. The results of the ablation experiment
are presented in Tables 8 and 9, along with Figs. 11 and 12,
where “w/o” denotes components removed from the model.
In the “w/o multi-task shared cascade learning” design, we
employ the strategy of removing prior knowledge from the
queries. Query 2 is “Find the opinion terms for the aspect
terms in the text,” and Query 3 is “Find the sentiment polar-
ity of the opinion terms related to the aspect terms in the
text.” Ablation experiment results on Peng et al. datasets
reveal that removing the syntactic features component leads
to an average performance decrease of 1.13%, while remov-
ing the multi-task shared cascade learning component results
in an average decrease of 3.96%. In the ablation experiment
results on Xu et al. datasets, removing the two components
led to an average performance decrease of 1.08% and 3.84%,
respectively. The findings suggest that both components can
effectively enhance the model’s performance, with multi-
task shared cascade learning exerting a greater impact on
the model.

Fig. 9 The experimental results
of the confusion matrix on Peng
et al. datasets
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Fig. 10 The experimental results of the confusion matrix on Xu et al. datasets

Table 8 The F1 score (%) achieved by ablation experiment on the Peng et al. datasets

Model 14res 14lap 15res 16res

Triple-MRC 78.52 63.25 66.42 72.85

w/o syntactic features (77.27)↓1.25 (62.10)↓1.15 (65.52)↓0.90 (71.62)↓1.23
w/o multi-task shared cascade learning (74.02)↓4.50 (59.63)↓3.62 (62.97)↓3.45 (68.58)↓4.27

AttentionVisualization

To verify the impact of designing three types of questions in
the BERT-MRC model on training improvement, the exper-
iments demonstrate the visualization of attention [39] distri-
bution for questions and sentences. The BERT-MRC model
comprises 12 attention heads, and the experiments present
results depicting representative attention distributions among
them. The attention visualization for Question 1 and the sen-
tence during the training of the AE task is depicted in Fig. 13.
The observation reveals higher attention scores for “aspect
terms” and “food,” indicating the effectiveness of the Ques-

tion 1 design. The attention visualization for Question 2 and
the sentence during the training of the AOE task is illustrated
in Fig. 14. Notably, the scores of “opinion terms” and “pretty
good” are higher. The term “food” inQuestion 2 also receives
a relatively high attention score along with “pretty good” in
the sentence. This verifies that incorporating “food” as prior
knowledge in Question 2 contributes to the model in learn-
ing the relationship between aspect terms and opinion terms.
The attention visualization of Question 3 and the sentence
when training the ASC task is depicted in Fig. 15. The atten-
tion scores of “sentiment polarity” in Question 3 and “pretty
good” in the sentence are higher. Additionally, the scores

Table 9 The F1 score (%) achieved by ablation experiment on the Xu et al. datasets

Model 14res 14lap 15res 16res

Triple-MRC 72.45 60.72 62.86 68.65

w/o syntactic features (71.35)↓1.10 (59.52)↓1.20 (61.91)↓0.95 (67.57)↓1.08
w/o multi-task shared cascade learning (67.28)↓5.17 (56.90)↓3.82 (60.11)↓2.75 (65.03)↓3.62
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Fig. 11 The results of the ablation experiment on the Peng et al. datasets

Fig. 12 The results of the ablation experiment on the Xu et al. datasets

Fig. 13 Attention visualization for AE task in the Triple-MRC model

between aspect terms and opinion terms are also elevated.
This confirms that the prior knowledge in Question 3 signif-
icantly aids the model in determining sentiment polarity.

Case Study

The case study selected the MEC-GCN model and BMRC
model as the comparison models. The case sentences were
respectively chosen from the computer domain and the
restaurant domain, andwere extracted fromonline reviewson
the website. The experimental results for the case study are
presented in Table 10, where the MEC-GCN model failed
to accurately determine the sentiment polarity of the “din-
ner special” in the fifth sentence. The BMRCmodel failed to
accurately extract themulti-word aspect terms such as “blond
wood decor” in the second sentence and “17 inch screen” in
the sixth sentence. Furthermore, BMRC struggled to accu-

Fig. 14 Attention visualization
for AOE task in the Triple-MRC
model
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Fig. 15 Attention visualization
for ASC task in the Triple-MRC
model

Table 10 Case study of Triplet task, where the wrong predictions are
marked with ✗. The blue highlighted words are aspect terms, and the
red highlighted words are opinion terms

id Sentence

1 The speed is incredible and I am more than satisfied.

MEC-GCN: (speed, satisfied, POS)

BMRC: (speed, satisfied, POS)

Triple-MRC: (speed, satisfied, POS)

2 The blond wood decor is very soothing, the premium sake is
excellent and the service is great.

MEC-GCN: (blond wood decor, soothing, POS), (premium
sake, excellent, POS), (service, great, POS)

BMRC: (blond wood, soothing, NEU)✗, (premium sake,
excellent, POS), (service, great, POS)

Triple-MRC: (blond wood decor, soothing, POS), (premium
sake, excellent, POS), (service, great, POS)

3 The service is excellent, the decor is great, and the
textcolorbluefood is delicious.

MEC-GCN: (service, excellent, POS), (decor, great, POS),
(food, delicious, POS)

BMRC: (service, excellent, POS), (decor, great, POS), (food,
delicious, POS)

Triple-MRC: (service, excellent, POS), (decor, great, POS),
(food, delicious, POS)

4 Sometimes the screen even goes black on this computer.

MEC-GCN: (screen, goes black, NEG)

BMRC: (screen, goes black, NEG)

Triple-MRC: (screen, goes black, NEG)

5 Similar to other Indian restaurants, they use the dinner special
to attract customers at the door.

MEC-GCN: (dinner special, attract customers, POS)✗

BMRC: (dinner special, attract customers, NEU)

Triple-MRC: (dinner special, attract customers, NEU)

6 The 17 inch screen is very large , but the computer is very light.

MEC-GCN: (17 inch screen, very large, NEU),(computer, very
light, POS)

BMRC: (screen, very large, POS)✗, (computer, very light, POS)

Triple-MRC: (17 inch screen, very large, NEU) (computer,
very light, POS)

rately determine the sentiment polarities of these two aspect
terms. In contrast, our Triple-MRC model excelled in accu-
rately extracting both aspect terms and opinion terms while
determining sentiment polarity. Analyzing the reasons, both
the MEC-GCN model and our Triple-MRC utilize syntac-
tic features. This is advantageous for the models to better
learn the dependency relationships between words, thereby
accurately extracting aspect terms and opinion terms. More-
over, ourmodel employs amulti-task shared cascade learning
structure that integrates prior knowledge, allowing for accu-
rate sentiment polarity determination. The case study results
once again validate the superior overall performance of the
Triple-MRC model.

Conclusion

In this paper, we propose a Triple-MRC framework for
aspect sentiment triplet extraction. The model subdivides
the Triplet task into AE, AOE, and ASC tasks, employing a
multi-task shared cascade learning framework and the MRC
method to implement all sub-tasks. The dependency syntac-
tic features contribute to the model’s better understanding
of the syntactic information in sentences. Additionally, we
have also designed three questions as prior knowledge in
the BERT-MRC model to train the model. The compari-
son study, model training process, error analysis, ablation
study, attention visualization, and case study are conducted
to demonstrate the performance of the Triple-MRC model.
The experimental results demonstrate the superiority of our
proposed framework over all compared baselines. In future
work,we consider introducingpart-of-speech features [40] of
sentences. This enhancement aims to assist the BERT-MRC
model in achieving a more accurate extraction of multi-word
aspect terms and multi-word opinion terms.
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