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Abstract
Autism spectrum disorder (ASD) is notoriously difficult to diagnose despite having a high prevalence. Existing studies have 
shifted toward using neuroimaging data to enhance the clinical applicability and the effectiveness of the diagnostic results. 
However, the time and financial resources required to scan neuroimages restrict the scale of the datasets and further weaken 
the generalization ability of the statistical results. Furthermore, multi-site datasets collected by multiple worldwide institu-
tions make it difficult to apply machine learning methods due to their heterogeneity. We propose a deep learning approach 
combined with the F-score feature selection method for ASD diagnosis using a functional magnetic resonance imaging 
(fMRI) dataset. The proposed method is evaluated on the worldwide fMRI dataset, known as ABIDE (Autism Brain Imag-
ing Data Exchange). The fMRI functional connectivity features selected using our method can achieve an average accuracy 
of 64.53% on intra-site datasets and an accuracy of 70.9% on the whole ABIDE dataset. Moreover, based on the selected 
features, the network topology analysis showed a significant decrease in the path length and the cluster coefficient in ASD, 
indicating a loss of small-world architecture to a random network. The altered brain network may provide insight into the 
underlying pathology of ASD, and the functional connectivity features selected by our method may serve as biomarkers.

Keywords  Autism Spectrum Disorder · Functional Connectivity · F-score · Autoencoder

Introduction

Autism spectrum disorder (ASD), a lifelong neurodevelop-
mental disorder, is characterized by a lack of social inter-
action and emotional intelligence, as well as repetitive, 

aberrant, stigmatized and fixated behavior [1]. Early diag-
nosis is crucial to control and treat this disorder [2]. How-
ever, due to the overlapping nature of its symptoms, the 
current psychiatric diagnostic procedure, lacking biological 
evidence, is largely based on narrative interactions between 
individuals and clinical professionals [3], which not only are 
prone to generate a high variance during the diagnosis [4] 
but also require a long period of time to detect abnormali-
ties [5].

Noninvasive brain imaging techniques, such as functional 
magnetic resonance imaging (fMRI) and electroencephalog-
raphy (EEG), have been extensively applied to explore the 
functional characteristics and properties of the brain [6]. 
Quantitative analysis of brain imaging data can reveal sub-
tle variations in neural patterns or networks which can help 
in diagnosing brain disorders such as Alzheimer’s disease 
or ADHD [7–12].

Recently, a worldwide open-source multi-site neuro-
imaging database, Autism Brain Imaging Data Exchange 
(ABIDE), made it possible to detect ASD using machine 
learning methods applied on fMRI data. The ABIDE data-
set is a collaborative effort involving 1,112 structural, 
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resting-state fMRI datasets and phenotypic information 
obtained from 17 sites, of which 539 datasets are from ASD 
patients and 573 are from typical controls [13]. Many efforts 
such as using convolutional neural networks (CNNs), recur-
rent neural networks (RNNs) and autoencoders (AEs) have 
been made to identify ASD with the ABIDE dataset [14–16].

The ABIDE dataset presents a potential for the extrac-
tion of functional biomarkers for ASD classification and 
gains a lot of attention, but the ASD classification accuracy 
on this dataset is infancy, which may be caused by its own 
characteristics:

Insufficient samples  Since scanning neuroimages is time-
consuming and costly, the average number of samples in 
each site is less than 100. For fMRI neuroimaging, func-
tional connectivity (FC) is one of the most common analysis 
methods used to investigate the functionally integrated rela-
tionships between spatially separated brain regions. Accord-
ing to different brain atlases, there are at least tens of thou-
sands of functional connectivity features for each sample. 
However, in machine learning problems that involve learn-
ing rules in a high-dimensional feature space, an enormous 
amount of data is typically required to ensure that there are 
enough samples with each combination of values. Training 
models on such small, high-dimensional MRI datasets is not 
quite easy. Not enough samples with thousands of features 
in each site may cause over-fitting and non-generalizability 
of the model [8], which may lead to a worse performance in 
ASD classification.

Heterogeneity  Heterogeneity in etiology, phenotype and 
outcome are hallmarks of ASD [17], which makes it unlikely 
for the sites to cover a wide spectrum of autism, as ASD 
patients in different regions may have different character-
istics. On the other hand, with different fMRI acquisition 
devices or scan parameters, such a multi-site, agglomerative 
dataset is also heterogeneous. Training a model with only 
samples from multi-sites may also make it difficult for the 
network to capture the complex patterns in the functional 
connectivity, thereby reducing the classification accuracy.

The multi-site dataset has a data heterogeneity problem, 
while the single intra-site dataset is not efficient for train-
ing classification models. In this paper, we propose a deep 
learning approach with the F-score feature selection strategy 
for ASD diagnosis using fMRI functional connectivity data. 
With the F-score method applied on each site, the number of 
raw fMRI functional connectivity features are significantly 
reduced by 75% on average, which benefits the subsequent 
autoencoder training. The fMRI functional connectivity fea-
tures selected by our method can achieve an average accu-
racy of 64.53% on intra-site datasets and an accuracy of 
70.9% on the whole ABIDE dataset. Furthermore, based on 

the selected functional connectivity features, we also inves-
tigate the underlying pathology of ASD by using network 
topology analysis. The resulting decrease in the path length 
and the cluster coefficient in ASD indicates a loss of small-
world architecture to a random network, which may provide 
insight into ASD diagnosis.

The rest of the paper is organized as follows: before 
introducing the pipeline of our method, related studies will 
be briefly outlined in Sect. 2. A detailed description of the 
proposed method will be discussed in Sect. 3. Results of 
the classification accuracy on intra-site and on the whole 
dataset will be presented in Sect. 4. Hyperparameters and the 
brain network topology patterns in ASD will be discussed in 
Sect. 5. Finally, a conclusion will be drawn in Sect. 6.

Related Work

ASD Diagnosis based on Neuroimaging

Previous ASD studies based on neuroimaging have exam-
ined anatomical and functional abnormalities associated 
with ASD. Monk et al. [18] found that poorer social func-
tioning in ASD subjects was correlated with connectivity 
between the posterior cingulate cortex and the superior fron-
tal gyrus. Assaf et al. [19] discovered that adolescent ASD 
patients showed a decrease in the functional connectivity 
between the precuneus and the medial prefrontal cortex/
anterior cingulate cortex, default mode network (DMN) 
core areas and other default mode sub-network areas. These 
findings indicated that ASD altered the intrinsic connec-
tivity within the default network, and that the connectivity 
between these structures is associated with specific ASD 
symptoms.

It has been shown that ASD disrupts the functional con-
nectivity between multiple brain regions, which affects 
global brain networks. Thus, it is possible to classify ASD 
subjects and control subjects by exploring the neural pat-
terns of the functional connectivity [3, 16, 20–22]. For 
example, [3] developed a classifier which achieved a high 
accuracy of 85% for a Japanese discovery cohort and dem-
onstrated a remarkable degree of generalization (75% accu-
racy) for two independent validation cohorts in the USA and 
in Japan. Parisot et al. [21] introduced the novel concept of 
graph convolutional networks (GCNs) for brain analysis in 
populations, combining functional connectivity features and 
demographic attributes leading to an accuracy of 69.5% for 
the ABIDE dataset. Aghdam et al. [20] used a deep belief 
network (DBN) to exploit the latent or abstract high-level 
features inside rs-fMRI (resting-state functional magnetic 
resonance imaging) and sMRI (structural magnetic reso-
nance imaging) data from a subsample comprised of 185 
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individuals (116 ASD and 69 TC) and achieved an accuracy 
of 65.56%.

Classification of the ABIDE Dataset

In the field of ASD diagnosis, the Autism Brain Imag-
ing Data Exchange (ABIDE) initiative has gained a lot of 
attention, as it offers a great potential for the extraction of 
functional biomarkers for ASD classification. However, it 
also makes the ASD classification task itself much more 
challenging due to its multi-site and multi-protocol aspects, 
which bring up significant issues related to patient hetero-
geneity, statistical noise and experimental differences in the 
rs-fMRI data [23]. Many studies and methods have been 
developed based on this dataset [1, 16, 23, 24]. Nielsen et al. 
[25] was the first one to use the ABIDE dataset to classify 
ASD, achieving an accuracy of 60%.

Machine learning techniques such as support vector 
machines (SVMs) and random forests have been explored in 
multiple studies [26, 27]. Fredo et al. [26] used conditional 
random forests to reduce the FC matrix and build random 
forests with 143 features to classify the ASD and control 
groups, achieving an accuracy of 65% on the whole dataset.

Recently, using neural networks and deep learning meth-
ods such as autoencoders (AEs), deep neural networks 
(DNNs), long short-term memory (LSTM) and convolu-
tional neural networks (CNNs) has also become very popular 
for diagnosing ASD [16, 28, 29]. Brown et al. [28] obtained 
a 68.7% classification accuracy on 1,013 subjects using an 
element-wise layer for DNNs.

Most recently, [7] proposed a deep learning approach 
which achieved a maximum accuracy of 82% (only on the 
OHSU site) for classifying 26 subjects. In their method, half 
of the pairwise Pearson’s correlation coefficients, compris-
ing of the 1/4 largest and 1/4 smallest values, were consid-
ered as features. Data augmentation was applied to generate 
synthetic samples using linear interpolation. Two stacked 
denoising autoencoders were first pre-trained in order to 
extract lower-dimensional data. After that, the autoencoder’s 
weights were applied to a single-layer perceptron classifier 
for the final classification. They evaluated their model on 
each site separately, and the average accuracy obtained was 
63.8%.

In general, most studies related to classifying the ABIDE 
dataset using machine learning techniques either only con-
sidered a subset of the dataset or incorporate other informa-
tion together with fMRI data. There are few studies that 
have only used fMRI data without any assumptions on the 
demographic information. To the best of our knowledge, 
ASD-DiagNet [7] is currently a state-of-the-art technique for 
ASD diagnosis and is therefore used as one of the baseline 
methods for evaluating the method proposed in this paper.

Methodology

In this section, the feature engineering approaches, such as 
the functional connectivity feature extraction method and the 
F-score feature selection method, will first be introduced in 
detail. Then, the classification model with its training and 
evaluation strategies will also be outlined.

Feature Extraction: Functional Connectivity 
Correlation Coefficient

Functional connectivity (FC) between brain regions is an 
important concept in fMRI analysis, and it has been shown 
to contain discriminatory patterns for fMRI classifica-
tion [7]. The functional connectivity features are usually 
extracted from pairs of brain regions of interest (ROIs) based 
on the fMRI time series data by estimating the fluctuating 
coupling of the brain regions with respect to time, which is 
known as correlation. Among correlation measures, Pear-
son’s correlation coefficient is generally used for approxi-
mating the functional connectivity in fMRI data. It shows 
the linear relationship between the time series of two differ-
ent ROIs. Given two time series, u and v, each of length T, 
the Pearson’s correlation coefficient can be computed using 
the following equation:

where u and v are the means of times series u and v, respec-
tively. The Pearson’s correlation coefficient ranges from -1 to 
1, where values close to −1 indicate that the time series are 
anti-correlated and values close to 1 indicate that the time 
series are positively correlated.

Computing all pairwise correlations generates a correla-
tion matrix �n×n , where n is the number of regions. Due to 
the symmetric property of Pearson’s correlation, we only 
considered the top upper triangle part of the correlation 
matrix. The main diagonal of the matrix was also removed, 
since it represents a region correlating to itself. Later on, 
the remaining triangle was vectorized to retrieve a vector of 
features, with the purpose of using it for ASD classification. 
Thus, considering a brain atlas in which the brain is parceled 
into n regions, the number of original FC feature vectors is 
m = n × (n − 1)∕2.

Feature Selection: F‑score

In order to reduce the number of functional connectiv-
ity features, we applied F-score [30] to preliminarily dis-
criminate which features can characterize ASD. F-score is a 

(1)�uv =

∑T

t=1
(ut − u)(vt − v)

�

∑T

t=1
(ut − u)2

�

∑T

t=1
(vt − v)2
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simple technique used to measure the discrimination capability 
between two sets of real numbers. Given training feature vec-
tors �j, j = 1, ...,m , if the number of ASD and control subjects 
are a and c, respectively, then the F-score of the ith feature can 
be defined as:

where xi , x
a

i
 , xc

i
 are the averages of the ith feature of the 

whole, ASD and control dataset, respectively; xa
j,i

 is the ith 
feature of the jth ASD subject, and xc

j,i
 is the ith feature of 

the jth control subject. The numerator indicates the discrimi-
nation between the ASD and control sets, while the denomi-
nator indicates the discrimination within each of the two 
sets. The larger the F-score is, the more likely it is that the 
feature is discriminative. Therefore, F-score can be used as 
a feature selection criterion.

In this part, the F-score feature selection method was only 
applied on the training dataset. After calculating the F-score 
value for each functional connectivity feature item, these 
values were sorted in descending order. Then, a threshold 
was set and the indices corresponding to the top-k largest 
values were picked up to form a feature selection mask. The 
mask was applied on both the FC vector training set and the 
test set to extract the FC feature vector.

Classification: Autoencoder and SLP

An autoencoder (AE) [31] is used to extract a lower- 
dimensional feature representation, which corresponds to 
the bottleneck layer in the network. An AE is a type of feed-
forward neural network model, which first encodes its input 
x to a lower-dimensional representation:

where � is the tanh activation function, and Wenc and benc are 
the weight matrix and the bias for the encoder, respectively. 
Then, the decoder reconstructs the original input data:

where Wdec and bdec are the weight matrix and the bias for 
the decoder, respectively.

For the classification task, a single-layer perceptron (SLP) 
was applied, which uses the bottleneck layer of the autoen-
coder henc as input and computes the probability of a sample 
belonging to the ASD patient class using a sigmoid activa-
tion function Sigmoid:

(2)

F(i) =

�

�
(a)

i
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�2

+
�

�
(c)

i
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(3)henc = �enc(x) = tanh(Wencx + benc)

(4)x� = �dec(henc) = Wdechenc + bdec

(5)f (x) = Sigmoid(Wslphenc + bslp)

where Wslp and bslp are the weight matrix and the bias for the 
SLP network, respectively.

The autoencoder can be trained to minimize its recon-
struction error, which is computed as the mean squared error 
(MSE) between x and its reconstruction x′ . The SLP network 
can be trained by minimizing the binary cross-entropy loss. 
Thus, the ASD classification problem can be described as:

where LMSE and LBCE are the loss of the autoencoder and the 
SLP, respectively. The hyperparameter � is used to balance 
the importance of these two items.

The whole pipeline of our method for ASD classification 
is shown in Fig. 1. With the help of a brain atlas, the time 
series for each brain region are extracted from the raw fMRI 
dataset. Then, pairwise Pearson correlation coefficients for 
each sample are calculated. After removing the lower trian-
gular matrix and vectorizing, the FC vectors are extracted 
for further feature selection. Before applying the F-score 
method, the original FC vector dataset must be split into 
a training set and a test set. Then, the F-score method is 
applied on the training set to extract the feature mask, which 
can be used to extract feature vectors for both the training 
and test sets. With a proper training strategy, we can evalu-
ate the quality of the selected features and the classification 
performance of the developed model.

Two phases are executed to train the model, which is 
shown in Fig. 2. For the joint training phase, the weights of 
the AE and the weights of SLP are trained simultaneously. 
In this phase, the inputs for SLP are the hidden outputs of 
AE model for each epoch. For the SLP optimizing phase, 
the weights of the AE in the are frozen, which means only 
SLP is trained during this phase. Other details in the training 
process, such as optimization method and its parameters, use 
the default settings [7].

Network Topology Analysis: Clustering Coefficient 
and Average Path Length

The graph theory can be used to check the brain network 
topology differences between normal and ASD. In general, 
graph can be represented by sets of nodes and edges between 
these nodes [32]. The functional connectivity matrix can be 
derived by calculating the correlation between paired brain 
regions, which can be easily transformed to a graph or net-
work. In this case, the brain area is treated as the node and 
the value of correlation between brain regions is the edge, 
which is called weighted graph.

In this study, we constructed a weighted graph for each 
subject. For each weighted graph, the node set was a sub-
set of all brain regions selected by F-score feature selec-
tion, and the edge weight between nodes was assigned as 

(6)argmin
�
{LMSE + � × LBCE}
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the correlation coefficient between the corresponding fMRI 
time series.

Topology features of weighted graph can be characterized 
by some network indexes [32]. In the network analysis field, 
the clustering coefficient and average path length are two most 

fundamental measures. These two measures depend on net-
work structure but also connectivity values. In weighted graph, 
the clustering coefficient of a node indicates the proportion 
of its neighbors that are also connected with each other and 
quantifies the tendency to form local clusters. The clustering 
coefficient of node i in weighted graph is defined as

where w is the edge weight between paired nodes. And clus-
tering coefficient of the whole network can be calculated by

The average path length can be computed by the harmonic 
mean of the shortest path between all pairs of nodes in the 
graph [32], which is defined as the path with the largest total 
weight. Average weighted path length of the whole network 
can be calculated by

where lij is the length of shortest path between nodes i and j.

(7)CCi =

∑

k≠i

∑

l≠i,l≠k wikwilwkl
∑

k≠i

∑

l≠i,l≠k wikwil

(8)CC =
1

N

N
∑

i=1

CCi

(9)PL =
1

1

N(N−1)

∑N

i=1

∑N

j≠i
(1∕lij)

Fig. 1   Pipeline of the proposed method for ASD classification: (a) 
The original fMRI dataset is segmented by using a brain atlas, and 
pairwise Pearson’s correlations for each subject in the dataset are 
computed. The vectorized upper triangular FC matrix is used for 
further feature selection. (b) Firstly, the original FC vector dataset is 
split into a training set and a test set. Then, using the F-score feature 
selection method, the FC items in the training set with the top k larg-

est F-score values are picked to form a feature mask, which is applied 
on the training set to select the discriminative FC features. After that, 
the mask is also applied to the test set to ensure that the indices and 
the dimensions of the features are consistent with the training set. 
Finally, the selected feature vector in the training set is used for neu-
ral network training, while the selected feature vector in the test set is 
used for model evaluation

Encoder SLP
Joint Training

Phase
SLP Optimizing

Phase

Weights
Frozen

Encoder SLP

Fig. 2   The training model strategy consists of joint training phase 
and SLP optimizing phase. For the first phase, an AE and a SLP are 
trained together and both of their weights are optimized. Note that the 
inputs for the SLP are the outputs of the AE’s hidden layer. For the 
SLP optimizing phase, the weights of AE are frozen so that only SLP 
is modified during the following training epochs



1111Cognitive Computation (2023) 15:1106–1117	

1 3

Experiments and Results

Experimental Paradigm

Datasets

To evaluate the proposed approach, we performed experi-
ments on ABIDE-I datasets provided by the ABIDE ini-
tiative, which is a consortium that provides previously 
collected rs-fMRI ASD and matched controls data for the 
purpose of data sharing in the scientific community. We 
included data from 505 ASD individuals and 530 typical 
controls (TC). The ABIDE datasets were collected at 17 
different imaging sites and included rs-fMRI images, T1 
structural brain images and phenotypic information for each 
patient. Parameters such as repetition time (TR), echo time 
(TE), number of voxels, number of volumes and openness or 
closeness of the eyes while scanning were different among 
sites. Table 1 shows the class information for each site.

ABIDE-I datasets provided the average time series 
extracted from ROIs based on different atlases. The atlas 
used in our experiments was generated by the spatially con-
strained spectral clustering algorithm (CC-200) [33]. The 
preprocessed rs-fMRI data were downloaded from the Pre-
processed Connectomes Project. The fMRI data were slice-
time corrected, motion corrected, and the voxel intensity was 
normalized. Nuisance signal removal was performed using 
24 motion parameters and the global signal as the regressors. 
Functional data were band-pass filtered (0.01-0.1 Hz) and 

spatially registered using a nonlinear method to a template 
space (MNI152). The mean time series for each ROI was 
extracted for each subject.

Baseline Methods

We compared the proposed method with two baseline 
approaches: ASD-DiagNet [7] and stacked autoencoder 
(AE) [1]. Both methods are based on autoencoders.

ASD‑DiagNet  The ASD-DiagNet [7] method involves com-
bining an autoencoder and a SLP together. The autoencoder 
and SLP are trained jointly. Linear interpolation data aug-
mentation methods are also introduced. For the feature selec-
tion method, ASD-DiagNet treated the 1/4 largest and 1/4 
smallest Pearson’s correlation values as the features.

Stacked autoencoder  The stacked AE [1] trains a stacked 
denoising autoencoder model, which did not use any feature 
selection methods.

Evaluation Methods

The proposed model was evaluated using k-fold cross- 
validation. The original dataset was randomly partitioned 
into k equal sized subsamples. During the evaluation, a single  
subsample was retained as the validation data for testing the 
model, and the remaining k − 1 subsamples were used as 
training data. The process was then repeated k times, with 
each of the k subsamples used exactly once as the valida-
tion data. In the intra-site scenario, we executed the five-
fold cross-validation with stratified sampling on each site 
separately. Besides, for the whole dataset evaluation, ten-
fold cross-validation was utilized on the whole samples. In 
this case, data in each fold were randomly selected from the 
whole dataset without stratified sampling.

Three metrics were employed to evaluate the classifica-
tion performance of the different methods, including clas-
sification accuracy (ACC), sensitivity (SEN) and specific-
ity (SPE). Accuracy measures the proportion of correctly 
classified subjects (actual ASD subjects classified as ASD 
and actual healthy subjects classified as healthy). Sensitivity 
represents the proportion of actual ASD subjects which are 
correctly classified as ASD, and specificity measures the 
proportion of actual healthy subjects which are classified 
as healthy.

In detail, the equations of accuracy, sensitivity and speci-
ficity are computed as follows:

(10)ACC =
TP + TN

TP + FP + FN + TN

Table 1   Class information of ABIDE-I datasets for each site

Site ASD TC Male Female
Count Count Count Count

Caltech 19 18 29 8
CMU 14 13 21 6
KKI 20 28 36 12
Leuven 29 34 55 8
MaxMun 24 28 48 4
NYU 75 100 139 36
OHSU 12 14 26 0
OLIN 19 15 29 5
PITT 29 27 48 8
SBL 15 15 30 0
SDSU 14 22 29 7
Stanford 19 20 31 8
Trinity 22 25 47 0
UCLA 54 44 86 12
UM 66 74 113 27
USM 46 25 71 0
Yale 28 28 40 16
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TP, TN, FP, FN are the number of positive samples pre-
dicted as positive, negative samples predicted as negative, 
negative samples predicted as positive and positive samples 
predicted as negative, separately.

In order to examine the abnormal changes in the brain 
network topology of ASD subjects using features selected 
by our method, the weighted graph analysis method was 
adopted. In the weighted graph analysis, a graph of 200 
nodes (i.e., 200 brain regions from the CC200 brain atlas) 
was constructed in which the edge weight between nodes 
was assigned as the functional connectivity between the 
corresponding brain regions. The topology features of the 
weighted graph can be characterized by some network 
indexes. The clustering coefficient [32] and the average 
shortest path length [32], which are the two most funda-
mental measures, were used to analyze the brain functional 
network.

Hyperparameters

For our proposed method, the two most important param-
eters are the threshold k, selecting the top-k most discrimina-
tive features during the feature selection, and the loss bal-
ance item � , balancing the AE and the SLP during the model 
training phase.

In the classification performance evaluation for each site 
step, the optimal parameters k and � are not the same for 

(11)SPE =
TP

TP + FN

(12)SEN =
TN

FP + TN

each site, as shown in Table 2. This is because of the het-
erogeneity of the multi-site dataset. For evaluating the clas-
sification performance on the whole site, in this study the 
parameter k was set to 2000 and the parameter � was set to 
10, which are values that were chosen based on the discus-
sion results of the two parameters outlined in Sect. 5.

Intra‑Site Evaluation Results

In this step, fivefold cross-validation was performed on 
each site with our proposed method. For each site, the same 

Table 2   The optimal parameters k and � with their respective accura-
cies

Site Accuracy Optimal k Optimal �

Yale 65.14 4000 10
USM 74.09 4000 10
UM 68.01 8000 1
UCLA 74.84 400 10
Trinity 55.46 2000 1
Stanford 65.92 400 1
SDSU 63.42 400 1
SBL 57.06 1000 1
PITT 63.35 8000 1
OLIN 72.85 2000 100
NYU 71.45 1000 100
MaxMun 40.44 9950 1
Leuven 67.13 1000 1
KKI 61.24 2000 1
Caltech 58.00 400 1
OHSU 74.06 1000 100

Fig. 3   The accuracy for each 
site using fivefold cross- 
validation with AE, ASD-
DiagNet and the proposed 
method (AE+F-score). Note 
that parameters k and � are not 
the same for each site due to 
dataset heterogeneity. For most 
sites, our method has achieved 
better accuracy
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epochs were set in both the joint training phase (300 epochs) 
and the SLP optimizing phase (100 epochs).

The number of features k and the loss balance item � 
vary for each site (Table 2). The accuracy of each method is 
shown in Fig. 3 and Table 3.

Based on the results in intra-site situation, it can be 
observed that, in most sites, the proposed model achieves 
a better performance than other methods. In addition, for 
the USM, UCLA and OHSU sites, our proposed method 
can achieve an accuracy of over 74%. It should be noted 
that for the original ASD-DiagNet method, an augmentation 
method was imported to generate more training samples. 
In order to compare these three methods under the same 

dataset conditions, here for the ASD-DiagNet method only 
its accuracy was reported without using data augmentation.

Moreover, the stability of the accuracy among all sites 
was also investigated, as presented in Fig. 4. In this box-
plot figure, the bar ranges from the first quartile (Q1) to the 
third quartile (Q3) of the percentage accuracy, the width 
between the upper and lower quartile represents the inter-
quartile range (IQR), and the median value is indicated by a 
black line across the bar, while the outliers are represented 
as black diamonds. It shows that our method has more higher 
median value and smaller difference between upper and 
lower boundary, which indicates that our method is more 
stable among all sites.

In Fig. 4, it can be seen that for our proposed method 
(AE+F-score), the median accuracy is higher than that of 
the other methods. Furthermore, the IQR is smaller than that 
of the other methods, which shows that our model is more 
stable compared to the baseline methods.

Whole Dataset Evaluation Results

Despite the heterogeneity of the multi-site dataset, the 
accuracy performance was still investigated with tenfold 
cross-validation for comparison purposes. In this case, the 

Table 3   Classification accuracy evaluated on each site

Site AE+F-score Stacked AE ASD-DiagNet
[1] [7]

Yale 65.14 64.66 63.6
USM 72.00 70.41 68.2
UM 66.60 66.36 63.8
UCLA 74.84 71.92 73.2
Trinity 55.46 53.37 54.1
Stanford 65.92 64.92 64.2
SDSU 63.42 62.83 63
SBL 57.06 54.2 51.6
PITT 63.35 57.76 67.8
OLIN 72.85 71.71 65.1
NYU 71.45 68.91 68
MaxMun 40.44 35.68 48.6
Leuven 67.13 63.28 61.3
KKI 61.24 61.64 69.5
Caltech 58.00 50.8 52.8
OHSU 74.06 73.53 82

Stacked AE ASD-DiagNet AE+F-score

30

40
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70

80
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Fig. 4   The average accuracy among each site using AE, ASD-
DiagNet and the proposed method (AE+F-score). In this case, we 
calculated the average of the accuracy of each site. The IQR for our 
method is much smaller than other methods, which indicates our 
method is better in stability among these sites. Note that parameters k 
and � are not the same for each site due to dataset heterogeneity

Table 4   Accuracy evaluation on the whole dataset

Method Accuracy Sensitivity Specificity

Stacked AE 65.4 69.3 61.0
ASD-DiagNet 70.1 67.8 72.8
AE+F-score 70.9 70.7 75.5

Fig. 5   The accuracy results with different number of features among 
all sites. The smaller the IQR, the more stable the method is. Thus, 
we set k = 2000 when evaluating the accuracy on whole dataset
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parameter k was set to 2000, while the parameter � was set 
to 10, which are values based on the discussion results of 
the two parameters, as outlined in Sect. 5. Note that our 
proposed model achieves the highest accuracy (70.9%) out 
of the three methods.

The results presented in Table 4 show that the proposed 
method can achieve an accuracy of 70.9% on the whole 
dataset, which is the highest accuracy among the compared 
methods. Moreover, the whole dataset accuracy is even 
higher than the median accuracy on each site, which may 
indicate that a certain site does not cover all types of ASD. 
The sensitivity and specificity are also superior than those 
of the other methods, which shows that our method can deal 
with the heterogeneity present in multi-site datasets.

Discussion

In this section, the impact of two hyperparameters on the 
classification accuracy is first investigated; these two are 
the number of selected features k and the loss balance item 
� . Then, the weighted graph analysis is used to examine 
the abnormal changes in the brain network topology of 
ASD subjects with two indicators: the cluster coefficient 
and the average shortest path length.

The Effect of the Hyperparameters

In Fig. 5, it can be observed that the median accuracy can be 
maximized when the number of features k is set to 2000. Not 
enough features make the model unable to properly capture 
the characteristics of ASD, which in turn leads to a decrease 
in accuracy. However, an excessive number of features cause 
too much noise in the feature vectors, which in turn leads to 
an increase in errors.

When it comes to the second hyperparameter, it can be 
seen in Fig. 6 that the median accuracy is maximized when 
the value of the loss balance item � is set to 10.

The Abnormal Network Topology Pattern in ASD 
Subjects

The weighted graph method is employed to analyze the brain 
function network. A graph of 200 nodes based on the 200 
brain regions segmented by the CC200 brain atlas was con-
structed, and the functional connectivity was used as the 
edges between the nodes.

Note that for these edges, not all functional connectivities 
were used to construct the graph; instead, only those func-
tional connectivities selected using the F-score feature selec-
tion method were used to build the graph network. There 

Fig. 6   The accuracy results with different values of the loss balance 
parameter among all sites. Based on the results, the loss balance 
parameter � was set to 10 when evaluating the whole dataset

Fig. 7   There was no signifi-
cant difference between ASD 
and control group in terms 
of age for each site. Error 
bars represent the standard 
error. The independent t 
test (Fisher LSD) is used to 
determine the significant dif-
ference between the two groups 
and marked with asterisks 
( ∗ p ≤ 0.05, ∗∗ p ≤ 0.01, ∗∗∗

p ≤ 0.001 ). The outliers are 
represented as black diamonds
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are 200*(200 − 1)/2 = 19900 functional connectivities in 
total. After the F-score feature selection, the top-2000 con-
nectivities are kept as the reserved edges and the weights of 
the other edges are set as 0.

In the ABIDE dataset, there are significantly more male 
patients than female patients (Table 1), and some sites even 
does not contain any female patient. Therefore, we only selected 
the same number of male patients and ordinary people for each 
site. In terms of age, there was no significant difference between 
the ASD group and the control group for each site (Fig. 7).

We used an independent t test, with significant dif-
ferences p ≤ 0.05, p ≤ 0.005, p ≤ 0.001 , to evaluate the 

differences between ASD and TD subjects in each site 
separately. Boxplots of the clustering coefficient and the 
path length are illustrated for the two groups in each site 
in Figs. 8 and 9, respectively. It can be observed that in 
those sites with significant differences, the ASD group 
showed a significant decrease in the clustering coefficient 
together with a decreasing trend in the average shortest 
path length. These findings suggest a disrupted segrega-
tion and an integration organization in their brain net-
works, which indicates that the brain network topology 
in ASD subjects went from a small-world network to a 
random network.

Fig. 8   The cluster coeffi-
cients for the males in ASD 
(black) and TD (red) groups 
for each site. Error bars 
represent the standard error. 
Significant differences identi-
fied by an independent t test 
( ∗ p ≤ 0.05, ∗∗ p ≤ 0.01, ∗∗∗

p ≤ 0.001 ) between the two 
groups are marked by asterisks 
(Fisher LSD). The outliers are 
represented as black diamonds
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Fig. 9   The average shortest path 
lengths for males in the ASD 
(black) and TD (red) groups 
for each site. Error bars are the 
standard error. Significant dif-
ferences with independent t test 
( ∗ p ≤ 0.05, ∗∗ p ≤ 0.01, ∗∗∗

p ≤ 0.001 ) between the two 
groups are marked by asterisks 
(Fisher LSD). The outliers are 
represented as black diamonds
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Conclusion

Autism is a complex neurodevelopmental disorder that 
affects multiple cognitive domains and brain systems. In this 
study, the problem of correctly identifying and classifying 
subjects with ASD from healthy subjects was addressed. A 
deep learning approach combined with the F-score feature 
selection method was proposed for fMRI functional connec-
tivity data analysis. Our model was evaluated on the ABIDE 
dataset, with experimental results suggesting a superiority of 
the proposed method in ASD diagnosis, not only for intra-
site datasets but also for the whole dataset. Furthermore, we 
attempted to investigate the brain network topology in ASD 
using the features selected by our method and found that it 
departed from a small-world network to a random network, 
which may be a discriminative feature in patients with ASD. 
This finding also proves that the features selected by our 
method can characterize ASD and may serve as biomarkers 
for contributing to the diagnosis of the disorder.
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