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Abstract
Hate Speech and harassment are widespread in online communication, due to users’ freedom and anonymity and the lack 
of regulation provided by social media platforms. Hate speech is topically focused (misogyny, sexism, racism, xenophobia, 
homophobia, etc.), and each specific manifestation of hate speech targets different vulnerable groups based on character-
istics such as gender (misogyny, sexism), ethnicity, race, religion (xenophobia, racism, Islamophobia), sexual orientation 
(homophobia), and so on. Most automatic hate speech detection approaches cast the problem into a binary classification 
task without addressing either the topical focus or the target-oriented nature of hate speech. In this paper, we propose to 
tackle, for the first time, hate speech detection from a multi-target perspective. We leverage manually annotated datasets, 
to investigate the problem of transferring knowledge from different datasets with different topical focuses and targets. Our 
contribution is threefold: (1) we explore the ability of hate speech detection models to capture common properties from 
topic-generic datasets and transfer this knowledge to recognize specific manifestations of hate speech; (2) we experiment 
with the development of models to detect both topics (racism, xenophobia, sexism, misogyny) and hate speech targets, 
going beyond standard binary classification, to investigate how to detect hate speech at a finer level of granularity and how 
to transfer knowledge across different topics and targets; and (3) we study the impact of affective knowledge encoded in 
sentic computing resources (SenticNet, EmoSenticNet) and in semantically structured hate lexicons (HurtLex) in determin-
ing specific manifestations of hate speech. We experimented with different neural models including multitask approaches. 
Our study shows that: (1) training a model on a combination of several (training sets from several) topic-specific datasets is 
more effective than training a model on a topic-generic dataset; (2) the multi-task approach outperforms a single-task model 
when detecting both the hatefulness of a tweet and its topical focus in the context of a multi-label classification approach; 
and (3) the models incorporating EmoSenticNet emotions, the first level emotions of SenticNet, a blend of SenticNet and 
EmoSenticNet emotions or affective features based on Hurtlex, obtained the best results. Our results demonstrate that multi-
target hate speech detection from existing datasets is feasible, which is a first step towards hate speech detection for a specific 
topic/target when dedicated annotated data are missing. Moreover, we prove that domain-independent affective knowledge, 
injected into our models, helps finer-grained hate speech detection.
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Introduction

Nowadays, people increasingly use social networking sites, 
not only as their main source of information, but also as 
media to post content, sharing their feelings and opinions. 
Social media is convenient, as sites allow users to reach peo-
ple worldwide, which could potentially facilitate a positive 
and constructive conversation between users. However, this 
phenomenon has a downside, as there are more and more 
episodes of hate speech (HS hereafter) and harassment in 
online communication [10]. This is due especially to the 
freedom and anonymity given to users and to the lack of 
effective regulations provided by the social network plat-
forms. There has been a growing interest in using artificial 
intelligence and Natural Language Processing (NLP) to 
address social and ethical issues. Let us mention the latest 
trends on AI for social good [40, 41], where the emphasis 
is on developing applications to maximize “good” social 
impacts while minimizing the likelihood of harm and dis-
paragement to those belonging to vulnerable categories. See, 
for example, the literature on suicidal ideation detection, 
devoted to early intervention [48]. There are also recent 
works on the prevention of sexual harassment [68], sexual 
discrimination [67], cyberbullying and trolling [81], devoted 
to contrasting different kinds of abusive behavior targeting 
different groups and preventing unfair discrimination.

In spite of there being no universally accepted defini-
tion of HS, this study employs the most common one. HS is 
defined here as any type of communication that is abusive, 
insulting, intimidating, and/or that incites violence or dis-
crimination, and that disparages a person or a vulnerable 
group based on characteristics such as ethnicity, gender, 
sexual orientation and religion [33]. Accordingly, HS may 
have different topical focuses: misogyny, sexism, racism, 
xenophobia and homophobia or Islamophobia, which we 
refer to as topics. For each topic, hateful content is directed 
towards specific targets that represent the community (indi-
viduals or groups) receiving the hatred. For example, black 
people and white people are possible targets when the topi-
cal focus is racism [117], while women are the targets when 
the topical focus is misogyny or sexism [78]. HS is thus, by 
definition, target-oriented, as shown in the following tweets 
taken from [5, 25, 133], where the targets are underlined. 
These examples also show that different targets involve dif-
ferent ways of linguistically expressing hateful content such 
as references to racial or sexist stereotypes, the use of nega-
tive and positive emotions, swearing terms, and the presence 
of other phenomena such as envy and ugliness.1

(1)	 Women who are feminist are the ugly bitches who cant 
find a man for themselves

(2)	 Islam is 1000 years of contributing nothing to mankind 
but murder and hatred.

(3)	 Illegals are dumping their kids heres o they can get 
welfare, aid and U.S School Ripping off U.S Taxpayers 
#SendThemBack ! Stop Allowing illegals to Abuse the 
Taxpayer #Immigration

(4)	 Seattle Mayoral Election this year. A choice between a 
bunch of women, non-whites, and faggots/fag lovers.

Given the vast amount of social media data produced 
every minute2, manually monitoring social media content 
is impossible. It is, instead, necessary to detect HS auto-
matically. To this end, many studies in the field exploit 
supervised approaches generally casting HS detection as a 
binary classification problem (i.e., abusive/hateful vs. not 
abusive/not hateful) [43, 64, 115] relying on several manu-
ally annotated datasets that can be grouped into one of these 
categories:

–	 Topic-generic datasets, with a broad range of HS without 
limiting it to specific targets [21, 44, 52]. For example, 
[21] consider aggressive and bullying in their annotation 
scheme, while [44] looks, in addition, for other expres-
sions of online abuse such as offensive, abusive and hate-
ful speech.

–	 Topic-specific datasets, where the HS category (rac-
ism, sexism, etc.) is known in advance (i.e., drives the 
data gathering process) and is often labeled. The HS 
targets, either person-directed or group-directed3, can 
be considered as oriented, containing, as they do, hate-
ful content towards groups of targets or specific targets. 
For example, in [132] scholars sampled data for multi-
ple targets, that is racism and sexism for, respectively, 
religious/ethnic minorities HS and sexual/gender (male 
and female) HS. Others focus on single targets including, 
for instance, sampling for the misogyny topic, targeting 
women [23, 38, 39]. Similarly, for the xenophobia and 
racism topics the target are groups discriminated against 
on the grounds of ethnicity (e.g., immigrants [5], ethnic 
minorities [125, 133], religious communities [128], Jew-
ish communities [145], etc.).

Independently from the datasets that are used, all existing 
systems share two common characteristics. First, they are 
trained to predict the presence of general, target-independent 
HS, without addressing the problem of the variety of aspects 

1  See [79] for an interesting lexical, linguistic and psycho-linguistic 
analysis of hateful accounts on Twitter.

2  https://​www.​inter​netli​vesta​ts.​com/​twitt​er-​stati​stics/
3  In this paper, we do not make any distinction between HS directed 
towards a person/individual or a group, as done in previous studies 
[132, 143, 144].
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related to both the topical focus and target-oriented nature 
of HS. Second, systems are built, optimized, and evaluated 
based on a single dataset, one that is either topic-generic 
or topic-specific. In order to address this issue and in order 
to improve the performance of the models, recent studies 
propose cross-domain classification, where the domain is 
used synonymously with dataset [65, 99, 134, 137]. The idea 
consists in using a one-to-one configuration by training a 
system on a given dataset and testing the system on another 
one, using domain adaptation techniques. Most existing 
works map between fine-grained schemes (that are specific 
for each dataset) and a unified set of tags, usually composed 
of a positive and negative label to account for the hetero-
geneity of labels across datasets. Again, this binarization 
fails to discriminate among the multiple HS targets. Thus, 
it has become difficult to measure the generalization power 
of such systems and, more specifically, their ability to adapt 
their predictions in the presence of novel or different topics 
and targets [126].

An immediate but rather expensive solution for handling 
a new specific target is that of building new target-oriented 
datasets from scratch; as has been done in previous studies 
[61]. In this paper, we propose instead a novel multi-target 
HS detection approach by leveraging existing manually 
annotated datasets. These will enable the model to trans-
fer knowledge from different datasets with different topics 
and targets. In the context of offensive content moderation, 
identifying the topical focus and the targeted community of 
hateful contents would be of great interest for two important 
reasons. First, it will allow us to detect HS for specific top-
ics/targets when dedicated data are missing. Second, it will 
prevent widespread stereotypes and help to develop social 
policies for protecting victims, especially in response to trig-
ger events [69]. For example, with the recent outbreak of 
COVID-19, a spike in racist and xenophobic messages tar-
geting Asians in Western countries was observed. A system 
specifically designed to detect HS that targets migrants in 
a pre-COVID-19 context would most likely have failed at 
picking out this post-COVID-19 HS. Indeed, most of the 
messages would not have been moderated as the type of 
language learned during training was for other groups, the 
most frequent targets of HS in pre-COVID times.

In this paper, we consider different manifestations of HS 
with different topical focuses, including sexism, misogyny, 
racism, and xenophobia. Each specific instance targets 
different vulnerable groups based on characteristics such 
as gender (sexism and misogyny), ethnicity, religion and 
race (xenophobia and racism). The focus on gendered and 
ethnicity-based HS is due, in part, to the wide availabil-
ity of English corpora developed by the computational lin-
guistics community for those targets. But it also depends 
on the fact that most monitoring exercises by institutions 
countering online HS in different countries and territories 

(e.g., European Commission [34]) report ethnic-based hatred 
(including anti-migrant hatred) and gender-based hatred as 
the most common type of online HS [22]. We propose to 
undertake the following challenges: 

1.	 Explore the ability of HS detection models to capture 
common properties from generic HS datasets and to 
transfer this knowledge to recognize specific mani-
festations of hate. We propose several deep learning 
models and experiment with binary classification using 
two generic corpora. We evaluate their ability to detect 
HS in four topically focused datasets: sexism, misogyny, 
racism, and xenophobia. Our results show that training 
on topic-generic datasets generally fails to account for 
topic-specific linguistic properties.

2.	 Experiment with the development of models for 
detecting both the topics (racism, xenophobia, sex-
ism, misogyny) and the targets (gender, ethnicity) 
of HS going beyond standard binary classification. 
We aim to investigate (a) how to detect HS at a finer 
level of granularity and (b) how to transfer knowledge 
across different types of HS. We rely on multiple topic-
specific datasets and develop, in addition to the deep 
learning models designed to address the first challenge, 
a multitask architecture that has been shown to be quite 
effective in cross-domain sentiment analysis [12, 146]. 
We consider several experimental scenarios: first, ones 
where the topics/targets that will be classified in a multi-
label fashion are present in the training data; and second, 
in cross-topic/target scenarios, where we try to predict a 
specific target/topic, training on data where that particu-
lar topic/target is unseen. Our results demonstrate that 
learning HS classification (main task) and the topic/tar-
get of HS (auxiliary task) simultaneously achieves very 
good results. This result is an encouraging first step, 
demonstrating that multi-target HS detection from exist-
ing datasets is feasible. This is true even in the absence 
of target-specific data towards a given target, something 
which can be of crucial importance when annotated data 
about the target are missing.

3.	 Study the impact of affective semantic resources in 
determining specific manifestations of HS. Affects 
and emotions were proven to be useful in many NLP 
tasks such as irony and sarcasm detection [57, 98, 120], 
stance classification [71, 72], information credibility 
assessment [49, 50], and also sentiment analysis [20, 
76] in general. In this work, we also want to explore the 
affective characteristics of the language used in HS, con-
tinuing the very recent work by [109], which suggests 
a strong relationship between abusive behavior and the 
emotional state of the speaker. We experiment with three 
affect resources as extra-features on top of several deep 
learning architectures: sentic computing [14] resources 
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(SenticNet [18], EmoSenticNet [106]) and semanti-
cally structured hate lexicons (HurtLex [6]). SenticNet 
has not, to the best of our knowledge, been used in HS 
detection. For each resource, we propose a systematic 
evaluation of the emotional categories that are the most 
productive for our tasks. Our results show that inject-
ing domain-independent affective knowledge into our 
models helps finer-grained HS detection.

The remainder of this paper is organized as follows. In the 
next section, we present an overview of the main works on 
HS detection. Datasets describes the datasets used in this 
study. Generalizing Hate Speech Phenomena Across Multi-
ple Datasets, Multi-target Hate Speech Detection, Emotion-
aware Multi-target Hate Speech Detection detail, respec-
tively: the experiments carried out and the results obtained 
when generalizing HS phenomena across multiple data-
sets; predicting multi-target HS; and building emotionally 
informed models. We end this paper by discussing our main 
findings and by providing directions for future work.

Related Work

We present the related work in four parts. First, we briefly 
introduce the affective computing and sentiment analysis 
research field, in order to provide readers with a broader 
context for NLP literature related to the analysis and to the 
recognition of affective states and emotions in texts. Sec-
ond, relevant prior works specifically related to HS detec-
tion are presented. Third, we review the domain adaptation 
study in sentiment analysis and abusive language detection, 
something particularly important in bringing out the novelty 
of our contribution. Finally, we provide an overview of the 
few attempts to exploit affective information in improving 
abusive language detection.

Affective Computing and Sentiment Analysis

Affective computing, a development of the last decades, 
is the study and development of systems and devices that 
can recognize, interpret, process, and simulate human 
affects: i.e., the experience of feelings or emotions. Today, 
identifying affective states from text is regarded as being 
fundamental for several domains, from human-computer 
interaction to artificial intelligence, from the social sci-
ences to software engineering [13]. The wide popularity of 
social media, which facilitates users publishing and sharing 
contents—providing accessible ways for expressing feel-
ings and opinions about anything, anytime—also gave a 
major boost to this research area. This was especially true 
within the NLP field. Here, the abundance of data allowed 

the research community to tackle more in-depth, long-
standing questions such as understanding, measuring and 
monitoring the sentiment of users towards certain topics or 
events, expressed in mere texts or through visual and vocal 
modalities [107]. Indeed, robust and effective approaches 
are made possible by the rapid progress in supervised 
learning technologies and the huge amount of user-gener-
ated content available online. Such techniques are typically 
motivated by the need to extract user opinions on a given 
product or, say, in surveying political views and they often 
exploit knowledge encoded in affective resources, such as 
sentiment and emotion lexicons and ontologies.

The interest in lexical knowledge about the multi-fac-
eted and the fine-grained facets of affect encoded in such 
resources is, by no means, limited to sentiment analysis. 
The use of such affective resources has also recently been 
explored in other related tasks, such as personality [80, 86] 
and irony detection [35, 120] or author profiling [100]. Con-
cerning abusive language detection, which is the specific 
task of interest here, there are attempts at exploiting emotion 
signals to improve the detection of this kind of phenomena 
(cf. Affective Information in Abusive Language Detection 
Tasks). No one has investigated the impact of emotion fea-
tures on HS detection, which is one of the challenges tackled 
in our paper.

Supervised and Semi‑Supervised Learning for Social Data 
Analysis

The field has recently been surveyed in [7, 142]. The vast 
majority of the analyzed papers describe approaches to sen-
timent analysis based on supervised learning, where there 
is a text classification task at the sentence or message level, 
focused mostly on detecting from text valence or sentiment, 
either using a binary value or with a strength/intensity com-
ponent coupled with the sentiment [123]. In particular, deep 
learning-based methods are becoming very popular due to 
their high performance, and they have been increasingly 
applied in sentiment analysis [82, 142]. Furthermore, there 
is an ever-increasing awareness of the need to take a holistic 
approach to sentiment analysis [17] by handling the many 
finer-grained tasks involved in extracting meaning, polarity 
and specific emotions from texts. This includes the detection 
of irony and sarcasm [57, 66, 120].

Due to a large amount of available (but unlabeled) data, 
many studies have recently highlighted the importance of 
exploring unsupervised and semi-supervised machine learn-
ing techniques for sentiment analysis tasks. For example 
in [60], the authors exploited both labeled and unlabeled 
commonsense data. Their proposed affective reasoning 
architecture is based on Support Vector Machines (SVM) 
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and the merged use of random projection scaling in a vec-
tor space model and was exploited for emotion recognition 
tasks.

Emotion Categorization Models and Affective Resources

Still, despite the maturity of the field, choosing the right 
model for operationalizing affective states is not a trivial 
task. Research in sensing sentiment from texts has put the 
major emphasis on recognizing polarities (positive, nega-
tive, neutral orientation). However, comments and opinions 
are usually directed toward a specific target or aspect of 
interest, and as such, finer-grained tasks can be envisioned. 
For instance, aspect-based sentiment analysis identifies the 
aspects of given target entities and the sentiment expressed 
for each aspect [105]. At the same time, the stance detection 
emerging task focuses on detecting what particular stance 
a user takes toward a specific target, something that is par-
ticularly interesting in political debates [89].

Moreover, given the wide variety of affective states, 
recent studies advocate a finer-grained investigation 
of the role of emotions, as well as the importance of 
other affect dimensions such as emotional intensity or 
activation. Depending on the specific research goals 
addressed, one might be interested in issuing a discrete 
label describing the affective state expressed (frustra-
tion, anger, joy, etc.) in accordance with different con-
texts of interaction and tasks. Emotions are transient and 
typically episodic, in the sense that, over time, they can 
come and go. This depends, of course, on all sorts of 
factors, factors which researchers might be interested in 
understanding and modeling according to a domain or 
task-specific research objectives.

Both basic emotion theories, in the Plutchik-Ekman 
tradition [32, 104], and dimensional models of emo-
tions [112] provide a precious theoretical grounding for 
the development of lexical resources and computational 
models for affect extraction. Sentiment-related informa-
tion is, indeed, often encoded in lexical resources, such 
as affective lists and corpora, where different nuances 
of affect are captured, such as sentiment polarity, emo-
tional categories, and emotional dimensions [18, 90, 
106]. These kinds of lexicons are usually lists of words 
to which a positive or negative or/and an emotion-related 
label (or score) is associated. Besides flat lists of affec-
tive words, lexical taxonomies have also been proposed, 
enriched with sentiment and/or emotion information [3, 
106]. However, there is a general tendency to go towards 
richer, finer-grained models. These will very possibly 
include complex emotions. This is especially the case in 
the context of data-driven and task-driven approaches, 
where restricting automatic detection to only a small set 
of basic emotions is too limited, not least in terms of 

actionable affective knowledge. This general tendency 
is also reflected in the development of semantically 
richer resources. These include and model semantic, 
conceptual, and affective information associated with 
multi-word natural language expressions, by enabling 
the concept-level analysis of sentiment and emotions 
conveyed in texts, like the ones belonging to the Sentic-
Net family [15, 18]. Moreover, when the task addressed 
is related to a specific portion of the affective space, 
domain-specific affective resources and lexicons can be 
envisioned. This is the case with abusive language detec-
tion, where the use of lexicons of hateful words [6] can 
lead to interesting results.

Word Intensity and Polarity Disambiguation

All such resources represent a rich and varied lexical knowl-
edge about affect, under different perspectives, and virtu-
ally all sentiment analysis systems may incorporate lexical 
information derived from them4. However, many opinion 
keywords carry varying polarities in different contexts, pos-
ing huge challenges for sentiment analysis research. Con-
textual polarity ambiguity is an important still little stud-
ied problem in sentiment analysis. This has recently been 
addressed in [140], where a Bayesian model is proposed that 
uses opinion-level features to solve the polarity problem of 
sentiment-ambiguous words: intra-opinion features (i.e., the 
information that helps in thoroughly conveying the opinion); 
and inter-opinion features (i.e., the information connecting 
two or more opinions). The intra-opinion features resolve the 
polarity of most sentiment words. The inter-opinion features 
usually play a secondary role, either by improving the con-
fidence of a good prediction or by assisting in calculations 
when some of the features are missing.

Another interesting challenge for the field is related to the 
possibility of measuring sentiment and emotion intensity, 
which is of paramount importance in analyzing the finer-
level details of emotions and sentiments [85] in real-world 
applications. A novel solution to this problem is proposed 
in [2], where, in order to leverage the various advantages 
of different supervised systems, a Multi-Layer Perceptron 
(MLP)-based ensemble framework for predicting the inten-
sity of sentiments (in financial microblog messages and news 
headlines) and emotions (in tweets) is proposed. The ensem-
ble model combines the output of three deep learning models 
(Convolutional Neural Network (CNN), Long Short-Term 
Memory (LSTM), and Gated Recurrent Unit (GRU)) and a 
feature-based Support Vector Regression (SVR) model. The 
SVR model utilizes word and character TF-IDF, TF-IDF 

4  For a comprehensive description and an evaluation of the different 
ways lexicons have been employed in sentiment analysis systems, see 
[95].
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weighted word vectors, and a diverse set of lexicon features, 
such as the positive and negative word count (extracted from 
MPQA [135] and Bing Liu [29]), the positive, negative, and 
aggregate scores of each word extracted from NRC Hashtag 
Sentiment and NRC Sentiment140 [88], as well as the sum 
of the positive, negative and aggregate scores of each word 
computed from SentiWordNet [3]. For emotion intensity 
prediction, the authors also include: the word count of each 
of the emotions from NRC Word-Emotion Association lexi-
con [87]; the sum of association scores for the words with 
the emotions extracted from NRC Hashtag Emotion [84]; 
the aggregate of positive and negative word scores computed 
from AFINN [94]; and the sentiment score of each sentence 
returned by VADER [51]. The proposed framework shows 
good results with comparatively better performance over 
state-of-the-art systems.

Hate Speech Detection in Online Communication

The automatic detection of online HS is not a simple task, 
especially because of the thin line between abusive language 
and freedom of speech. For example, the use of swear words 
could become an issue in HS detection [96, 122], where their 
presence might lead to false positives: for instance, when 
they are used in a non-abusive way in humor, emphasis, 
catharsis, and when conveying informality. But they could 
also become a strong signal for spotting HS, when they are 
used in an abusive context.

Most studies that deal with automatic HS detection 
exploit supervised approaches to classify HS and non-
HS content. First studies in the field relied on traditional 
machine learning approaches with hard-coded features. Sev-
eral classifiers were used, such as Logistic Regression (LR) 
[4, 26, 30, 36, 83, 133], SVM [4, 9–11, 55, 124, 131], Naive 
Bayes (NB) [1, 70], Decision Tree (DT) [1, 9–11], and Ran-
dom Forest (RF) [1, 4, 9–11]. A wide range of features have 
been employed including lexical features (e.g., n-grams, 
Bag of Words, TF-IDF, lexicon-based); syntactic features 
(e.g., speech parts and typed dependency); stylistic features 
(e.g., number of characters, punctuation, text length); as well 
as some Twitter specific features (e.g., the number of user 
mentions, hashtags, URLs, social network information [83]; 
and other user features [36, 108, 133]). Recently, the task 
of automatic HS detection has focused on exploiting neural 
models such as LSTM [83, 129], Bidirectional Long Short-
Term Memory (Bi-LSTM) [108], GRU [91], and CNN [4] 
coupled with word embedding models such as FastText5, 
word2vec6, and ELMo [103].

A fair amount of works that deals with HS detection 
have come from teams that participated in recently shared 

tasks such as HatEval [5], Automatic Misogyny Identifica-
tion (AMI) [38, 39], and Hate Speech and Offensive Con-
tent Identification (HASOC) [77]. HatEval was introduced 
at SemEval 2019 and focused on the detection of hateful 
messages on Twitter directed towards two specific targets: 
immigrants and women. This was done from a multilingual7 
perspective (English and Spanish). The best-performing 
system in English HatEval [62] exploited a straightforward 
SVM with a Radial Basis Function (RBF) kernel that uses 
Google’s Universal Sentence Encoder [19] feature repre-
sentation. AMI, another shared task in two different evalu-
ation campaigns in 2018 (IberEval and Evalita8), focuses 
on detecting HS that targets women. In English, the best 
results were achieved by traditional models for both AMI-
IberEval (SVM with several handcrafted features [97]) and 
AMI-Evalita (LR coupled with vector representation that 
concatenates sentence embedding, TF-IDF and average word 
embeddings [113]). Finally, HASOC, an HS and offensive 
language identification shared task at FIRE 2019, covers 
three languages: English, German, and Hindi. For English, 
the best performance was achieved by an LSTM network 
with ordered neurons and an attention mechanism [130]. All 
the aforementioned shared tasks provided datasets in lan-
guages other than English: i.e., Italian, Spanish, Hindi, and 
German. Other languages used in shared tasks include Ital-
ian (HasSpeeDe [8] which focuses on detecting HS towards 
immigrants) and German (GermEval [138] which focuses 
on offensive language identification).

Most of the works listed here model their tasks as a binary 
classification, with the aim of predicting the abusiveness of a 
given utterance per se (i.e., without specifying either a topic 
or a target). In this work, we classify a message as hateful 
or not-hateful. But we go further. We want also to detect the 
HS topic and the target to whom the message is addressed. 
To the best of our knowledge, we are the first to address 
target-based computational HS detection, continuing recent 
corpus-based linguistic studies on categorizing HS and their 
associated targets [117].

Domain Adaptation in Abusive Language Detection

The study of HS detection is multifaceted, and available 
datasets feature different focuses and targets. Despite limi-
tations, some works have tried to bridge this range by pro-
posing a domain adaptation approach to transfer knowledge 
from one dataset to other datasets with different topical 
focuses.

5  https://​fastt​ext.​cc/
6  https://​code.​google.​com/​archi​ve/p/​word2​vec/

7  In this case, “multilingual” refers to the fact that two datasets were 
made available as part of the competition. The submitted systems 
were trained and tested separately on each language.
8  For more details regarding the collection and annotation of the 
data, the reader is invited to refer to Datasets.
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The first attempt to deal with this issue was reported in [134]. 
They used the multi-task learning (MTL) approach, arguing that 
it would be possible to share knowledge between two or more 
objective functions to leverage information encoded in one abu-
sive language dataset to better-fit others. [65] proposed using a 
traditional machine learning approach for classifying abusive 
language in a cross-domain setting, in order to get better system 
interpretability. This work also explored the use of the frustrat-
ingly simple domain adaptation (FEDA) framework [24] to facil-
itate domain sharing between different datasets. The main find-
ing of this work is that the model did not generalize well when 
applied to various domains, even when trained on a much bigger 
out-domain dataset. [111] adopted transfer learning as a domain 
adaptation approach by exploiting the LSTM network coupled 
with ELMo embeddings. LSTM has also been used by [99], who 
employed it with a list of abusive keywords from the Hurtlex 
lexicon [6], as a proxy for transferring knowledge across differ-
ent datasets. Their main findings are: (i) that the model trained 
on more than one general abusive language dataset will produce 
more robust predictions; and (ii) that HurtLex is able to boost the 
system performance in the cross-domain setting.

Bidirectional Encoder Representations from Transformers 
(BERT) [28] was also applied in cross-domain abusive lan-
guage detection [122]. This work found that BERT can share 
knowledge between one domain dataset and other domains, in the 
context of transfer learning. They argue that the main difficulty 
in the cross-domain classification of abusive language is caused 
by dataset issues and their biases. It is consequently impossible 
for datasets to capture the phenomenon of abusive language in its 
entirety. [92] also investigated BERT by using new fine-tuning 
methods based on transfer learning, relying on Waseem [133] 
and Davidson [26] datasets in their experiments. Finally, Hat-
Eval, a recently shared task [5], also provided an HS dataset that 
covers two different targets, women and immigrants. Therefore, 
participants are required to build a target-agnostic model able to 
detect HS with more than one target (cf. Hate Speech Detection 
in Online Communication).

Cross-domain classification approaches in abusive language 
detection share three common characteristics: (1) Dataset labels 
are aligned to deal with the varieties of annotation schemes. 
Hence, all datasets (be they topic-generic or topic-specific) 
share the same coarse-grained characterization of HS (i.e., hate-
ful vs. non-hateful). (2) Systems follow a one-to-one configura-
tion (i.e., they are trained on one dataset and tested on another) 
in order to analyze their robustness in generalizing the differ-
ent phenomena contained in each dataset. (3) Predictions are 
binary, ignoring the target/topic nature of HS. In this work, we 
intend to focus on the different topics/targets in several datasets 
by proposing a multi-target HS classification task.

To this end, instead of using the typical one-to-one configu-
ration, we propose to solve the problem using a many-to-many 

configuration capable of identifying a given topic/target when 
trained in topic-generic or topic-specific datasets. The many-to-
many configuration has already been shown to be quite effective 
in cross-domain aspect-based sentiment analysis [12, 46, 53, 74, 
102, 146] and is used here for the first time in an HS detection 
task.

Affective Information in Abusive Language 
Detection Tasks

Recently, some works exploiting emotion signals to improve abu-
sive language detection have been carried out. The study by [114] 
proposed an architecture that uses the Emotion-Aware Attention 
(EA) mechanism to quantify the importance of each word based 
on the emotion conveyed by the text. They used DeepMoji model 
[37] and NRC Emotion Lexicon [87] to extract emotion infor-
mation from the given texts. Their analysis of the results shows 
the importance of affective information in augmenting system 
performance. Similar conclusions have been drawn in [96] who 
exploited the NRC Emotion Lexicon [87] and EmoSenticNet 
[106]. Finally, the most recent work by [109] came up with a 
joint model of emotion and abusive language detection in a MTL 
setting. This led to significant improvements in abuse detection 
performance when evaluated in both the OffensEval 2019 [144] 
and Waseem and Hovy datasets [133].

As far as we know, no previous work has explored the impact 
of emotion features in predicting HS targets in a multi-target set-
ting. We propose to employ EmoSenticNet, HurtLex, and for the 
first time, SenticNet. For each resource, we identify the emotion 
categories that are the most suitable for predicting a given topic/
target of HS detection.

Datasets

We experiment with seven available HS corpora from previ-
ous studies among which two are topic-generic (Davidson 
[26] and Founta [44]), and four are topic-specific about four 
different topics: misogyny (the AMI dataset collection from 
both IberEval [39] and Evalita [38]), misogyny and xeno-
phobia (the HatEval dataset [5]), and racism and sexism (the 
Waseem dataset [133]). Each of these topics target either 
gender (sexism and misogyny) and/or ethnicity, religion or 
race (xenophobia and racism).

In this section, we first detail the characteristics of each of 
the seven datasets, then provide general statistics.

328 Cognitive Computation  (2022) 14:322–352

1 3



Datasets Description

–	 Davidson. The dataset has been built by [26] and con-
tains 24,783 tweets9 manually annotated with three labels 
including hate speech, offensive, and neither. These 
tweets were sampled from a collection of 85.4 million 
tweets gathered using the Twitter search API, focusing 
on tweets containing keywords from HateBase10. The 
dataset was manually labeled by using the CrowdFlower 
platforms11, where at least three annotators annotated 
each tweet. With an inter-annotator agreement of 92%, 
the final label for each instance was assigned according 
to a majority vote. Only 5.8% of the total tweets were 
labeled as hate speech (cf. (5)) and 77.4% as offensive 
(cf. (6)), while the remaining 16.8% were labeled as not 
offensive. 

(5)	 #DTLA is trash because of non-Europeans are 
allowed to live there

(6)	 What would y’all lil ugly bald headed bitches do 
if they stop making make-up & weave?

–	 Founta. The dataset consists of 80,000 tweets12 anno-
tated with four mutually exclusive labels including abu-
sive, hateful, spam and normal [44]. The original corpus 
of 30 millions tweets was collected from 30 March 2017 
to 9 April 2017 by using the Twitter Stream API. For 
each tweet, the authors also extracted the meta-informa-
tion and linguistic features in order to facilitate the filter-
ing and sampling process. Annotation was done by five 
crowdworkers and the final dataset was composed of 11% 
tweets labeled as abusive (cf. (7)), 7.5% as hateful (cf. 
(8)), 59% as normal, and 22.5% as spam (cf. (9)). 

(7)	 Benedict Cumberbatch is a damn stupid name. I 
hope history doesn’t remember him fondly. I hope 
his legacy becomes trash.

(8)	 Niggas worst than your side bitch always ques-
tioning they position

(9)	 Beats by Dr. Dre urBeats Wired In-Ear Head-
phones - White https://t.co/9tREpqfyW4 https://t.
co/FCaWyWRbpE

–	 Waseem. It consists of tweets collected over a period 
of two months by using representative keywords (com-
mon slurs) that target religious, sexual, gender and eth-
nic minorities [133]. The authors manually annotated 
the dataset with a third expert annotator reviewing their 
annotations. The final dataset consists of 16,914 tweets, 
with 3,383 instances from SexismWaseem targeting gender 
minorities (cf.(10)), 1,972 from RacismWaseem with racist 
instances (cf. (11)), and 11,559 tweets that were judged 
to be neither sexist nor racist13. 

	 (10)	  Sounds like we’ve got a well good ref’ today, 
bloody women should just stay in the kitchen!

	 (11)	  It’s not about any specific individuals, but about 
an ideology that will always produce terrorists.

–	 AMI corpora. The main goal of the AMI task consists in 
identifying tweets that convey hate or prejudice against 
women while categorizing forms of misogynous behav-
ior (stereotype & objectification, dominance, derailing, 
sexual harassment & threats of violence, discredit), as 
well as classifying the target of a given instance (spe-
cific individual or a generic group). The datasets used 
in these tasks were collected by employing three differ-
ent approaches: representative keywords and hashtags; 
monitoring potential victims; as well as by download-
ing the history of users that have explicitly misogynistic 
behavior on their Twitter profiles. We use in this study 
the two AMI datasets: IberEval [39] containing 3,977 
tweets collected over a period of four months (from 20th 
of July until 30th of November 2017) and Evalita  [38] 
that comprises 5,000 tweets. Below are two examples of 
tweets annotated as misogyny taken, respectively, from 
IberEval and Evalita. Their associated misogynisitic 
behavior are ”sexual harassment” in the first example 
and ”derailing” in the second. 

	 (12)	  I kinda want to see you again just so I can punch 
you in the kidney. #WomenSuck

	 (13)	  Yes yes Ann, lets continue to perpetuate the hys-
terical woman stereotype. Such a shame. You 
dont deserve your position of power. A disgrace 
to fellow women.

–	 HatEval. The dataset consists of 13,000 tweets distrib-
uted across two different targets: immigrants (cf. (14)) 
and women (cf. (15)) [5]. Most of the tweets that target 
women were derived from the AMI corpora, while the 
remainder of the dataset was collected over a period of 

13  When collecting the data, we were able to retrieve only 16,488 
instances (3,216 targeting gender minorities, 1,957 racist and 11,315 
that were neither racist nor sexist).

9  Although in the original paper the authors mention that the data-
set consists of 24,802 annotated tweets, we only found this number of 
instances in the shared GitHub repository: https://​github.​com/t-​david​son/​
hate-​speech-​and-​offen​sive-​langu​age
10  A multilingual repository, which allows for the identification of 
HS terms by region: https://​hateb​ase.​org
11  Now Figure Eight https://​www.​figure-​eight.​com/
12  At the moment of collecting the data, from the original dataset http://​ow.​
ly/​BqCf3​0jqffN we were able to retrieve only 44,898 tweets, though in a 
recent shared task (https://​sites.​google.​com/​view/​icwsm​2020d​atach​allen​ge/​
home) the full dataset was made available.
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three months (from July to September 2018) by employ-
ing the same approaches as AMI. The dataset was anno-
tated by using the Figure Eight crowdsourcing platform. 
In each instance, the annotators were asked to specify 
whether a tweet conveys HS or not towards any given tar-
gets. The annotators were also asked to indicate whether 
the author of the tweet was aggressive and to identify 
the target of the tweet (i.e., a specific individual or a 
group of people). Although the inter-annotator agreement 
obtained for each category (0.83, 0.73, and 0.70, respec-
tively) was quite high, the final label was assigned based 
on a majority vote by adding two expert annotations to 
the crowd-annotated data. The final distribution of the 
dataset includes 13,000 tweets (6,500 for each target). 

	 (14)	  Your boats shall drown in the Mediterranean Sea 
and the rest of you, which had not assimilated 

into our society will leave immediately. #Refu-
geesNotWelcome #IllegalAliens

	 (15)	  Its a good thing I always wear a glove on my left 
hand because if I EVER had to touch hands with 
a woman my IQ would totally drop to 0 Lol

Datasets Statistics

Table 1 provides a general overview of the datasets, along 
with the labels used in their annotation schemes. We can 
observe that the classes are imbalanced in most datasets, 
where the majority class is the negative class (non-HS), 
except for the AMI collection (AMI-IberEval and AMI-
Evalita) and Davidson.

For our experiments, the corpora have been divided into 
train and test sets keeping the same tweet distribution as 
the original papers. This was done in order to make bet-
ter comparisons with the state-of-the-art results14. Table 2 
and Table 3 provide the distribution of instances in these 
two sets. As one of the research questions that we want to 
address involves the possibility of transferring knowledge 
from several topic-specific datasets into another topic-spe-
cific dataset where the topic is unseen, we decided to merge 

Table 1   General overview of 
the datasets along with their 
topics and targets

Dataset Labels # of instances Topic Target

Davidson hate speech 1,430 24,783 generic none
offensive 19,190
neither 4,163

Founta abusive 27,037 99,799 generic none
hateful 4,948
spam 14,024
normal 53,790

Waseem racism 1,957 16,488 specific race, gender
sexism 3,216
none 11,315

Evalita misogyny 2,245 5,000 specific women
not misogyny 2,755

IberEval misogyny 1,851 3,977 specific women
not misogyny 2,126

HatEval immigrant 2,427 11,971 specific women, ethnic-
ity

women 2,608
not hate speech 6,936

Table 2   Distribution of instances in topic-generic datasets (used as 
training)

Dataset Labels # of instances

Founta hateful 1,930 39,700
not-hateful 37,770

Davidson hateful 1,430 5,593
not-hateful 4,163

14  The only difference with the original paper appears in the training 
set of the HatEval dataset as we found duplicate instances (already 
there in the AMI corpora).
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under the same topic (i.e., misogyny) both the AMI corpora 
and HatEval dataset15.

In the next three sections, we show how these datasets 
have been used to develop models that are able to gener-
alize HS across multiple datasets (cf. Generalizing Hate 
Speech Phenomena Across Multiple Datasets); transfer 
knowledge across topics and targets (cf. Multi-target Hate 
Speech Detection); and leverage emotions to improve multi-
target HS detection (cf. Emotion-aware Multi-target Hate 
Speech Detection). The various forms of bias introduced 
when building these datasets are discussed in Discussions 
and Error Analysis, as they may have a strong impact on the 
multi-target experiments proposed in this paper.

Generalizing Hate Speech Phenomena 
Across Multiple Datasets

Methodology

We aim to answer two main research questions:

–	 Are models able to capture common properties of HS 
and transfer this knowledge from topic-generic datasets 
to topic-specific datasets?

–	 How do these models compare with ones that are trained 
on topic-specific datasets?

To this end, we propose the following two configurations:

–	 TopG ⟶ TopS : Train on topic-general HS datasets (i.e., 
Davidson and Founta)16 and test on all topic-specific 
datasets (i.e., RacismWaseem, SexismWaseem, Misogy-
nyEvalita, MisogynyIberEval, MisogynyHatEval, and Xeno-
phobiaHatEval) without splitting them into train/test.

–	 TopS ⟶ TopS : Train on the combined training sets of all 
topic-specific datasets (i.e., Waseem, HatEval, Evalita, 
and IberEval) and test on the test set of each topic-spe-
cific dataset.

These two configurations are cast as a binary classification 
task, where the system needs to predict whether a given 
tweet is hateful (1) or not (0). To this end, we experiment 
with several performing state of the art models for HS detec-
tion. This is a necessary first step in measuring to what 
extent existing models are capable of transferring knowl-
edge across different HS datasets, be they topic-generic or 
topic-specific.

Models

Our models are as follows17:

Table 3   Distribution of instances in the train/test sets in topic-specific datasets

Topic
Racism (Waseem) Sexism (Waseem)

Racism Non-racism Total Sexism Non-sexism Total

Train 1,346 7,943 9,289 2,253 7,943 10,196
Test 611 3,373 3,984 963 3,373 4,336

Topic
Misogyny (AMI corpora + HatEval) Xenophobia (HatEval)

Misogyny Non-misogyny Total Hateful Non-hateful Total

Train

Evalita 1,785 2,215 4,000 1,988 3,012 5,000
HatEval 1,305 1,396 2,701
IberEval 1,568 1,683 3,251
Total 4,658 5,294 9,952

Test

Evalita 460 540 1,000 629 870 1,499
HatEval 623 849 1,472
IberEval 283 443 726
Total 1,366 1,832 3,198

17  In an exploratory attempt at finding the best way of representing 
the data, we included a standard pre-processing step (i.e., URLs and 
user mentions replacement with replacement tokens, RT removal) as 
well as emoji replacement with their detailed description [118]. How-
ever, the results were inconclusive.

15  We recall that these two datasets used the same approach for col-
lecting the data and for annotation guidelines.

16  We only use the hateful and not-hateful instances, although the 
data are annotated as hate speech, offensive and none (for the David-
son dataset) and annotated as hate speech, abusive, normal and spam 
(for the Founta dataset).
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– Baseline. This model is straight-forward based on a 
linear support vector classifier (LSVC). The use of linear 
kernel is based on [63], who argue that the linear kernel 
has an advantage for text classification. They observe that 
text representation features are frequently linearly separable. 
Hereby, the baseline is an LSVC with unigrams, bigrams, 
and trigrams TF-IDF.

– LSTM. This model uses a LSTM network [59] with 
an architecture consisting of several layers, starting with an 
embedding layer representing the input to the LSTM net-
work (128 units), followed by a dense layer (64 units) with 
ReLU activation function. The final layer consists of a dense 
layer with sigmoid activation producing the final prediction. 
In order to get the best possible results, we optimized the 
batch size (16, 32, 64, 128) and the number of epochs (1-5). 
We used as input either randomly initialized embeddings 
(LSTM) or FastText18 English word vectors with an embed-
ding dimension of 300 [54] pre-trained on Wikipedia and 
Common Crawl (LSTMFastText). LSTM, a type of Recurrent 
Neural Network, has already been proven as a robust archi-
tecture in HS detection [4].

– CNNFastText. This model was inspired by [4, 45]. It uses 
FastText English word vectors (with the dimension of 300) 
and three 1D convolutional layers, each one using 100 filters 
and a stride of 1, but with different window sizes (respec-
tively, 2, 3, and 4) in order to capture different scales of 
correlation between words, with a ReLU activation function. 

We further downsample the output of these layers by a 1D 
max-pooling layer and we feed its output into the final dense 
layer. All the experiments run for a maximum of 100 epochs, 
with a patience of 10 and a batch size of 3219.

– ELMo. This model employs ELMo [103], a deep con-
textualized word representation, which shows a significant 
improvement in the study of HS [111]. Since we implement 
ELMo as a Keras layer20, we were able to add more layers 
after the word embedding layer. The latter is followed by 
a dense layer (256 units) and a dropout rate of 0.1, before 
being passed to another dense layer (2 units) with a sigmoid 
activation function, which produces the final prediction. This 
architecture is fine-tuned based on the number of epochs 
(1-15) and batch size (16, 32, 64, and 128), and optimized 
by using Adam optimizer.21

– BERT. This model uses the pre-trained BERT model 
(BERT-Base, Cased), [28] on top of which we added an 
untrained layer of neurons. We then used the HuggingFace’s 
PyTorch implementation of BERT [139] that we trained for 
three epochs with a learning rate of 2e-5 and AdamW opti-
mizer. It is based on [122] where it achieved the best results 
for the task of abusive language detection.

Table 4   Results for TopG ⟶ TopS configuration when training on Founta 

Dataset Baseline LSTM LSTMFastText

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.680 0.601 0.638 0.850 0.613 0.533 0.570 0.842 0.666 0.585 0.623 0.846
SexismWaseen 0.555 0.516 0.534 0.760 0.585 0.517 0.549 0.771 0.624 0.543 0.581 0.773
XenophobiaHatEval 0.632 0.542 0.583 0.622 0.602 0.507 0.550 0.601 0.589 0.509 0.546 0.601
MisogynyEvalita 0.627 0.582 0.603 0.612 0.692 0.634 0.662 0.661 0.679 0.649 0.664 0.669
MisogynyIberEval 0.622 0.569 0.594 0.592 0.669 0.610 0.638 0.630 0.662 0.625 0.643 0.641
MisogynyHatEval 0.615 0.584 0.599 0.615 0.632 0.616 0.624 0.636 0.636 0.631 0.633 0.642
Misogynyall 0.645 0.584 0.613 0.616 0.655 0.619 0.636 0.643 0.651 0.632 0.641 0.649

Dataset CNN   BERT ELMo

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.700 0.627 0.661 0.855 0.705 0.742 0.723 0.840 0.584 0.568 0.575 0.806
SexismWaseem 0.622 0.563 0.591 0.767 0.528 0.501 0.514 0.712 0.543 0.524 0.533 0.736
XenophobiaHatEval 0.624 0.517 0.565 0.607 0.651 0.652 0.651 0.611 0.581 0.520 0.548 0.604
MisogynyEvalita 0.649 0.612 0.629 0.637 0.651 0.659 0.654 0.663 0.635 0.608 0.621 0.630
MisogynyIberEval 0.629 0.590 0.609 0.609 0.661 0.639 0.649 0.661 0.602 0.571 0.586 0.590
MisogynyHatEval 0.609 0.595 0.601 0.616 0.632 0.637 0.634 0.639 0.620 0.602 0.610 0.625
Misogynyall 0.628 0.615 0.621 0.630 0.643 0.637 0.639 0.647 0.627 0.597 0.612 0.621

18  https://​fastt​ext.​cc/

19  All the hyperparameters were tuned on the validation set (20% of 
the training dataset), such that the best validation error was produced.
20  https://​keras.​io/
21  We use the default parameter of Adam optimizer as described in 
https://​www.​tenso​rflow.​org/​api_​docs/​python/​tf/​keras/​optim​izers/​
Adam
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Results

Results for the TopG ⟶ TopS Configuration

Table 4 and Table 5 present our results when training, 
respectively, on Founta and Davidson. We provide our 
results in terms of accuracy (A), macro-averaged F-score 
( F

1
 ), precision (P) and recall (R) with the best results in 

terms of F
1
 presented in bold.

We recall here that we focus on learning topic-generic 
HS properties and test how neural models are able to 
extrapolate this information in order to detect topic-
specific HS. The results show that ELMo outperformed 
other models in the Waseem dataset (RacismWaseem, Sex-
ismWaseem) when trained on Davidson. When trained on 
Founta, CNNFastText obtained the best results for Sex-
ismWaseem and BERT for RacismWaseem. For most of the 
topic-specific testing datasets (AMI corpora in particu-
lar), the results are comparable across the two general 
HS training datasets (Davidson and Founta), with higher 
disparities being observed in the Waseem results.

Results for the TopS ⟶ TopS Configuration

Table 6 presents the results obtained when focusing on 
learning topic-specific HS properties by combining all 
training sets of all datasets. The overall picture of the 
results shows that our baseline (i.e., LSVC) performed 
quite well when compared to other models: it presents a 

decrease of anywhere in between 1% and 11% in terms of 
F1 score, when compared to the best-performing mod-
els for a specific topic. For most topics, the best results 
were obtained by BERT, with the only exception being 
for the MisogynyHatEval dataset, where ELMo obtained 
the best results (with a difference of almost 2% in terms 
of F1 score). We note that MisogynyHatEval is the only 
dataset for which ELMo achieved good results. For all 
the other datasets, the results are low, even lower than 
the baseline22. We also note that state of the art models 
achieved good results for both topics in the Waseem data-
set, whereas they attain lower results when tested on the 
xenophobia topic from the HatEval dataset. However, our 
results are similar to the ones obtained by state-of-the-
art baselines for Waseem (F1=0.739 [133]) and HatEval 
(F1=0.451 [5])23.

In order to assess whether training on topic-specific data 
improves the results beyond those achieved by training on 
topic-generic data, we compare our results with both the 
baselines and the best-submitted systems in the shared task 
competition where these data have been used (only available 
for AMI corpora). The comparison was made by training 
either on a topic-general dataset (i.e., TopG ⟶ TopS ) or on 

Table 5   Results for TopG ⟶ TopS configuration when training on Davidson 

Dataset Baseline ELMO LSTM

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.585 0.560 0.572 0.814 0.665 0.661 0.663 0.833 0.573 0.535 0.553 0.852
SexismWaseem 0.558 0.528 0.542 0.747 0.628 0.586 0.606 0.761 0.574 0.526 0.549 0.761
XenophobiaHatEval 0.601 0.541 0.569 0.615 0.616 0.544 0.577 0.620 0.604 0.517 0.557 0.605
MisogynyEvalita 0.668 0.666 0.667 0.672 0.623 0.624 0.624 0.626 0.680 0.681 0.680 0.682
MisogynyIberEval 0.638 0.633 0.635 0.639 0.632 0.631 0.631 0.635 0.678 0.676 0.677 0.680
MisogynyHatEval 0.635 0.636 0.635 0.630 0.621 0.622 0.621 0.619 0.638 0.636 0.637 0.623
Misogynyall 0.653 0.654 0.654 0.657 0.623 0.617 0.620 0.628 0.657 0.658 0.657 0.656

Dataset LSTMFastText  CNNFastText  BERT

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.613 0.656 0.634 0.775 0.622 0.617 0.619 0.812 0.605 0.561 0.582 0.819
SexismWaseem 0.544 0.540 0.542 0.699 0.586 0.557 0.571 0.744 0.544 0.531 0.537 0.741
XenophobiaHatEval 0.635 0.547 0.588 0.624 0.641 0.551 0.592 0.628 0.635 0.527 0.575 0.607
MisogynyEvalita 0.635 0.620 0.627 0.602 0.652 0.653 0.652 0.652 0.676 0.678 0.677 0.673
MisogynyIberEval 0.649 0.635 0.643 0.623 0.653 0.653 0.653 0.654 0.663 0.661 0.662 0.661
MisogynyHatEval 0.619 0.593 0.606 0.562 0.659 0.647 0.652 0.626 0.639 0.644 0.641 0.624
Misogynyall 0.633 0.614 0.623 0.594 0.658 0.657 0.658 0.648 0.654 0.654 0.654 0.649

22  The baseline achieved better results in all datasets, except the top-
ics in the HatEval dataset.
23  The baseline for the Waseem dataset is a LR coupled with charac-
ter n-grams and the gender information of the tweet author, while the 
baseline for the HatEval shared task is a straightforward SVM with 
TF-IDF features.
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all topic-specific datasets (i.e., TopS ⟶ TopS ), and testing 
the test data provided by the organizers of AMI-IberEval and 
AMI-Evalita. Table 7 shows our results.

When compared to the AMI MisogynyEvalita and 
MisogynyIberEval baselines24 provided in terms of accuracy 
(respectively, 0.605 and 0.783), we observe that using a 
topic-specific training approach, BERT achieved more than 
a 10% increase for both datasets, while for the topic-generic 
training approach the only improvement of (0.5%) is brought 
by BERT trained on the Davidson dataset (for Misogy-
nyEvalita). When comparing the results with the best-sub-
mitted systems (0.704 and 0.91325) we still observe a small 
improvement achieved by BERT trained on topic-specific 

data for the MisogynyEvalita task, though all the other sys-
tem results were lower. These results confirm that a model 
trained with a combination of several datasets with differ-
ent topical focuses is more robust than a model trained on a 
topic-generic dataset.

Multi‑target Hate Speech Detection

Methodology

Now that we have established that the topic-generic data-
sets are not adequate for capturing specific instances of HS 

Table 6   Results for TopS ⟶ TopS when training on Waseem, HatEval and AMI train sets

Dataset Baseline LSTM LSTMFastText

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.786 0.798 0.792 0.889 0.796 0.765 0.779 0.878 0.783 0.783 0.783 0.887
SexismWaseem 0.815 0.790 0.801 0.868 0.787 0.795 0.791 0.857 0.758 0.807 0.775 0.855
XenophobiaHatEval 0.572 0.546 0.470 0.497 0.530 0.560 0.427 0.471 0.546 0.589 0.447 0.488
MisogynyEvalita 0.645 0.646 0.645 0.646 0.652 0.652 0.648 0.648 0.661 0.660 0.657 0.658
MisogynyIberEval 0.803 0.732 0.742 0.778 0.709 0.754 0.717 0.750 0.739 0.793 0.749 0.779
MisogynyHatEval 0.659 0.551 0.421 0.487 0.613 0.688 0.534 0.561 0.564 0.665 0.447 0.502
Misogynyall 0.630 0.624 0.601 0.602 0.650 0.654 0.631 0.631 0.636 0.644 0.612 0.614

Dataset CNNFastText  BERT ELMo

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.764 0.800 0.782 0.827 0.775 0.844 0.802 0.884 0.616 0.833 0.651 0.874
SexismWaseem 0.793 0.798 0.795 0.816 0.807 0.829 0.817 0.869 0.589 0.815 0.599 0.810
XenophobiaHatEval 0.492 0.471 0.481 0.462 0.619 0.543 0.578 0.577 0.562 0.596 0.543 0.609
MisogynyEvalita 0.673 0.684 0.678 0.684 0.704 0.705 0.704 0.706 0.562 0.672 0.496 0.594
MisogynyIberEval 0.713 0.742 0.727 0.735 0.841 0.840 0.840 0.848 0.538 0.774 0.460 0.639
MisogynyHatEval 0.603 0.532 0.565 0.553 0.694 0.523 0.596 0.573 0.618 0.643 0.615 0.649
Misogynyall 0.671 0.640 0.655 0.651 0.703 0.697 0.676 0.677 0.583 0.646 0.557 0.630

Table 7   Comparison with 
related work in terms of 
accuracy

System MisogynyEvalita MisogynyIberEval

A A

Competition  Baseline 0.605 0.783
Competition Best System 0.704 0.913
BestTopG(Founta) ⟶ TopS(ELMo/BERT) 0.597 0.697
BestTopG(Davidson) ⟶ TopS(BERT/ELMo) 0.610 0.658
BestTopS(all) ⟶ TopS(BERT) 0.706 0.848

24  SVM with linear kernel trained on the unigram representation of 
the tweets.
25  The best-submitted system for the AMI Evalita competition is an 
LR with a vector representation that concatenates sentence embed-
ding, TF-IDF and average word embeddings, while for the AMI 
IberEval competition it was an SVM with a combination of structural, 
stylistic and lexical features.
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using state of the art HS detection models, the next step is 
to evaluate how topically focused datasets can be used to 
detect multi-target HS. This implies answering two main 
research questions:

–	 Is combining topic-specific datasets better for predicting 
HS towards a given seen topic/target?

–	 What happens when the models are tested on a topic-
specific dataset where the topic and/or the target are 
unseen?

Let T be either a topic (Top) or a target (Tag). We propose 
the following configurations:

–	 TS
⟶ TS

seen
 : We model the task as a multi-label clas-

sification problem with two sub-configurations: 

(a)	 TopS ⟶ TopS
seen

 : Detect the hatefulness of a given 
tweet and the topic to which the HS belongs. Each 
tweet is thus classified into eight different classes, 
representing the combination of the four topics 
(racism, sexism, misogyny, xenophobia) and two 
HS classes (hate speech vs. non hate speech). As 
in the previous experiments (cf. Methodology), 
we combine all the training sets of the topic-spe-
cific datasets for training. Then, all the models are 
tested on the test set of each topic-specific data-
sets.

(b)	 TagS ⟶ TagS
seen

 : It is similar to (a), except that it 
concerns the multi-label classification of targets. 
Therefore, we merge topic-specific train and test 
sets that share the same target (i.e. women: Sex-
ismWaseem and Misogynyall and ethnicity: Racism-
Waseem and XenophobiaHatEval).

–	 TS
⟶ TS

unseen
 : We model the task as a binary classifica-

tion task to predict the topic/target not previously seen 
during training time. We also design two experiments 
here: 

	 (iii)	 TopS ⟶ TopS
unseen

 : It uses three out of the four 
topic datasets for training and the remaining 
topic dataset for testing (i.e., the dataset left 
out at training time). For example, to detect 
the hatefulness of misogynistic messages, we 
train on the following topics: racism (Racism-
Waseem), sexism (SexismWaseem) and xenopho-
bia (XenophobiaHatEval), then we test on the 
misogyny topic (i.e., comprising AMI corpora 
and MisogynyHatEval).

	 (iv)	 TagS ⟶ TagS
unseen

 : It is similar to (c), except 
that it concerns targets. For example, to detect 
the hateful messages that target women, we train 
by using the datasets related to the target race 
(i.e., RacismWaseem and XenophobiaHatEval) 
and test on the four datasets related to the target 
women (i.e., SexismWaseem, the two AMI cor-
pora and MisogynyHatEval).

Both TS
⟶ TS

seen
 (multi-label classification) and 

TS
⟶ TS

unseen
 (binary classification) rely on the six mod-

els presented in Methodology (i.e., LSVC, LSTM, LST-
MFastText, CNNFastText, ELMo, and BERT). In addition, for 
TS

⟶ TS
seen

 we propose a multi-task setting that consists of 
two classifiers that are trained jointly by multi-task objec-
tives. The first classifier predicts whether the tweet is hate-
ful or not (0 and 1), while the second one the topic of HS 
(racism (0), sexism (1), misogyny (2), and xenophobia (3)). 
The final label prediction is broken down into eight classes 
(cf. Table 8). The multi-task systems are compared to the 
previous six models used here as strong baselines.

MTL has already been successfully applied in cross-
domain aspect-based sentiment analysis (cf. Affective 
Computing and Sentiment Analysis and Domain Adap-
tation in Abusive Language Detection for related work 
in the field) and is used here for the first time in an HS 
detection task, making a parallel between the sentiment 
domain (e.g., restaurant, book, hotel, etc.) and the topic/

Table 8   Label combination in 
multi-task setting

Target Label Hate Speech Label Final Label

Racism (0) Not Hate Speech (0) Not Racism (0)
Hate Speech (1) Racism (1)

Sexism (1) Not Hate Speech (0) Not Sexism (2)
Hate Speech (1) Sexism (3)

Misogyny (2) Not Hate Speech (0) Not Misogyny (4)
Hate Speech (1) Misogyny (5)

Xenophobia (3) Not Hate Speech (0) Not Hate Speech towards immigrants (6)
Hate Speech (1) Hate Speech towards immigrants (7)
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target of HS. Indeed, the main problem in sentiment anal-
ysis is the big performance decline in the out-domain 
setting (when a system is trained and tested with differ-
ent dataset domains) compared to the in-domain setting 
(when a system is trained and tested on dataset within 
the same domain). Similar challenges also arise in the 
abusive language detection task, where a system is strug-
gling to obtain a robust performance when trained and 
tested with different datasets. These usually have different 
focuses on the phenomena they want to capture.

Models

We experiment with state of the art models (i.e., LSVC, 
LSTM, LSTMFastText, CNNFastText, ELMo, and BERT, as 
described in Models) and extend them with a multi-task 
architecture, as described below:

–LSTMmulti-task. First, we investigate successful 
approaches in multi-domain sentiment analysis, a research 
area that is more mature in dealing with multi-domain clas-
sification. For example, [74] used Bi-LSTM networks with 
adversarial training [46, 53] for learning general represen-
tation from all domains data. [102] proposed a co-training 
approach for jointly learning the representation from both 
domain-invariant and domain-specific representations, 
while [12, 146] adopted a MTL approach. Among exist-
ing models, we decided to re-implement the system pro-
posed in [12], as it has been shown to outperform existing 
models in one of the most used multi-domain sentiment 

classification benchmark dataset [73]. This system consists 
of two Bi-LSTM classifiers, each of them classifying the 
domain (domain classifier) and the sentiment (sentiment 
classifier) of the tweets at the same time, with the loss of 
both tasks being added up. The output of the Bi-LSTM 
domain classifier is concatenated to the word embedding 
layer of the sentiment classifier to acquire a domain-aware 
representation. Then, the output of average pooling (after 
Bi-LSTMs) of the domain classifier is also concatenated to 
the sentiment classifier to obtain domain-aware attention.

We extend the architecture proposed in [12]. The first Bi-
LSTM predicts whether a given tweet is hateful or not, while 
the second one predicts the topic/target of HS. In this way, 
we obtain both topic/target-aware representation and topic/
target-aware attention when predicting whether the tweet is 
hateful or not. For experiments, we fine-tune this model by 
varying the number of epochs (1-15) and batch-sizes (16, 
32, 64, and 128) while keeping the same configurations as in 
[12]. The model input is either embeddings randomly initial-
ized (LSTMmulti-task) or FastText pre-trained embeddings, 
(LSTMmulti-task (FastText))26.

–ELMomulti-task. We also modify our ELMo system (cf. 
Methodology) in order to be able to use it in multi-task set-
ting. Therefore, we built two ELMo-based architectures 
to predict the hatefulness and topic/target of tweets. Each 
architecture starts with the ELMo embedding layer, followed 

Table 9   Baseline results for TopS ⟶ TopS
seen

Dataset Baseline LSTM LSTMFastText

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.701 0.844 0.766 0.610 0.841 0.827 0.834 0.856 0.816 0.856 0.835 0.855
SexismWaseem 0.694 0.852 0.765 0.545 0.781 0.859 0.818 0.827 0.782 0.869 0.826 0.832
XenophobiaHatEval 0.474 0.544 0.507 0.404 0.459 0.601 0.521 0.387 0.496 0.651 0.563 0.421
MisogynyEvalita 0.614 0.653 0.633 0.612 0.598 0.657 0.626 0.599 0.609 0.661 0.634 0.604
MisogynyIberEval 0.642 0.841 0.728 0.643 0.504 0.716 0.592 0.502 0.607 0.782 0.684 0.582
MisogynyHatEval 0.518 0.578 0.546 0.452 0.595 0.644 0.618 0.551 0.536 0.662 0.592 0.468
Misogynyall 0.576 0.638 0.605 0.545 0.574 0.638 0.604 0.555 0.573 0.645 0.607 0.536

Dataset CNNFastText  BERT ELMo

P R F1 A P R F1 A P R F1 A

RacismWaseem 0.703 0.754 0.727 0.855 0.847 0.597 0.701 0.791 0.819 0.840 0.829 0.859
SexismWaseem 0.841 0.810 0.825 0.826 0.876 0.666 0.757 0.812 0.675 0.854 0.754 0.788
XenophobiaHatEval 0.532 0.491 0.510 0.422 0.667 0.527 0.588 0.516 0.356 0.567 0.437 0.312
MisogynyEvalita 0.653 0.586 0.618 0.595 0.723 0.672 0.697 0.670 0.427 0.650 0.516 0.431
MisogynyIberEval 0.865 0.725 0.788 0.724 0.857 0.783 0.818 0.780 0.484 0.738 0.585 0.531
MisogynyHatEval 0.602 0.563 0.582 0.505 0.681 0.581 0.627 0.632 0.529 0.624 0.573 0.488
Misogynyall 0.656 0.612 0.633 0.643 0.702 0.654 0.677 0.657 0.488 0.634 0.551 0.479

26  GloVe used in the original paper gives lower results.
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by a dense layer with a ReLU activation function, before 
being passed into another dense layer with a sigmoid activa-
tion function to produce the final prediction. Since ELMo 
embeddings are not trainable, we could not get the topic/
target-aware representation as in the previous Bi-LSTMs 
model. We can only transfer knowledge by concatenating 
the output of the first dense layer of the topic/target classi-
fier to the dense layer of the hateful classifier. In this way, 
we expect to get meaningful information about the topic/
target to classify the hatefulness of tweets. Again, we only 
tune the systems by optimizing the number of epochs and 
batch-sizes.

–BERTmulti-task. This model is similar to [75], where 
all tasks share and update the same low layers (i.e., BERT 
layers), except for the task-specific classification layer. In 
this architecture, after transferring the text to contextual 
embeddings in the shared layers and retrieving the first token 

hidden state of the shared BERT model, we apply a dropout 
of 0.1 and connect it to two different layers (corresponding 
to the two classification tasks: topic/target and hatefulness). 
To preserve individual task-specific loss functions and to 
perform training at the same time, we defined the losses 
for the two tasks separately and optimized them jointly (by 
backpropagating their sum through the model). This model 
was trained for three epochs with a learning rate of 2e-5 and 
AdamW optimizer.

Results

Results for the TS ⟶ TS
seen

 Configurations

Table 9 and Table 10 present the results obtained in the 
TopS ⟶ TopS

seen
 configuration in which the testing topic 

Table 10   Multi-task results  
for TopS ⟶ TopS

seen

Dataset LSTMmulti-task LSTMmulti-task(FastText)

P R F1 A P R F1 A

RacismWaseem 0.787 0.851 0.818 0.877 0.839 0.811 0.825 0.828
SexismWaseem 0.774 0.867 0.818 0.848 0.763 0.842 0.801 0.797
XenophobiaHatEval 0.475 0.534 0.503 0.407 0.495 0.621 0.551 0.422
MisogynyEvalita 0.573 0.639 0.604 0.560 0.621 0.687 0.653 0.605
MisogynyIberEval 0.556 0.774 0.647 0.542 0.644 0.792 0.710 0.621
MisogynyHatEval 0.551 0.650 0.597 0.489 0.554 0.682 0.612 0.489
Misogynyall 0.560 0.651 0.602 0.523 0.597 0.684 0.637 0.555

Dataset ELMOmulti-task BERTmulti-task

P R F1 A P R F1 A

RacismWaseem 0.677 0.862 0.758 0.827 0.835 0.667 0.742 0.865
SexismWaseem 0.599 0.862 0.707 0.764 0.870 0.703 0.777 0.874
XenophobiaHatEval 0.356 0.617 0.451 0.340 0.650 0.585 0.616 0.513
MisogynyEvalita 0.457 0.594 0.517 0.472 0.725 0.685 0.704 0.684
MisogynyIberEval 0.479 0.714 0.573 0.541 0.865 0.774 0.817 0.774
MisogynyHatEval 0.580 0.615 0.597 0.580 0.701 0.598 0.646 0.642
Misogynyall 0.520 0.613 0.563 0.538 0.721 0.648 0.682 0.683

Table 11   Baselines and multi-
task results forTagS ⟶ TagS

seen

System women ethnicity

P R F1 A P R F1 A

LSVC 0.530 0.704 0.605 0.431 0.548 0.632 0.587 0.457
LSTM 0.678 0.713 0.695 0.711 0.650 0.608 0.628 0.728
LSTMFastText 0.677 0.721 0.698 0.707 0.656 0.621 0.638 0.737
CNNFastText 0.732 0.716 0.724 0.731 0.580 0.435 0.497 0.613
BERT 0.772 0.660 0.712 0.681 0.652 0.638 0.645 0.651
ELMo 0.582 0.654 0.616 0.657 0.588 0.656 0.620 0.710
LSTMmulti-task 0.667 0.719 0.692 0.710 0.631 0.649 0.640 0.774
LSTMmulti-task (FastText) 0.680 0.725 0.701 0.694 0.667 0.673 0.670 0.717
ELMomulti-task 0.559 0.678 0.613 0.668 0.516 0.694 0.592 0.694
BERTmulti-task 0.772 0.671 0.718 0.692 0.649 0.642 0.645 0.657
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was previously seen during training. Table 9 presents the 
baseline results while Table 10

the multi-task results. We can observe that multi-task 
models are the best, outperforming all the baselines, the best 
systems being LSTMmulti-task (FastText) and BERTmulti-task. 
The results obtained on the Waseem dataset surpass all the 
others, which could be a consequence of the higher number 
of instances in this particular dataset when compared to the 
others. Overall, the best performance for the multi-topic HS 
detection task is achieved by BERTmulti-task, which attains 
the best result in eight out of nine test datasets.

Table  11 presents the results obtained for the 
TagS ⟶ TagS

seen
 experiments in which the testing target 

was previously seen during training. The best result for 
the target women was obtained by CNNFastText, while for 
the target race LSTMmulti-task (FastText) outperformed all the 
other models. Our results confirm our assumption that the 
multi-task approach is capable of a robust performance in 
a multi-topic experiment, proving its ability in transferring 
knowledge between different topics, as reported in previous 
cross-domain sentiment analysis studies.

Results for the TS ⟶ TS
unseen

 Configuration

We begin by presenting the results in the TopS ⟶ TopS
unseen

 
experiments in which the testing topic was unseen dur-
ing training. As shown in Table 12, we observe that in the 
absence of data annotated for a specific type of HS, one can 
use (already existing) annotated data for different kinds of 
HS.

As this experiment is cast as a binary classification task, 
we compare the results with the ones presented in Table 6 
that concern TopS ⟶ TopS when training on Waseem, 
HatEval and AMI train sets and where topics are seen 
in the test sets. We noticed that CNNFastText was able to 
achieve a similar performance for the topic misogyny 
(0.655 in both TopS ⟶ TopS

unseen
 and TopS ⟶ TopS) , 

improving almost 2% for the target xenophobia (mov-
ing from 0.578 in TopS ⟶ TopS with BERT to 0.595 in 
terms of F

1
 ). However, lower results were obtained for the 

Waseem dataset, where the drop in terms of F
1
 is between 

15% and 20%. The overall results also show that CNN-
FastText was the best in predicting unseen topics for the four 

Table 12   Results 
for TopS ⟶ TopS

unseen
.

System RacismWaseem SexismWaseem

P R F1 A P R F1 A

LSVC 0.458 0.490 0.474 0.820 0.491 0.498 0.494 0.761
LSTM 0.481 0.462 0.471 0.790 0.525 0.543 0.534 0.731
LSTMFastText 0.489 0.460 0.473 0.787 0.507 0.518 0.513 0.740
ELMo 0.492 0.489 0.491 0.769 0.502 0.506 0.504 0.745
CNNFastText 0.742 0.506 0.602 0.853 0.882 0.545 0.674 0.798
BERT 0.507 0.500 0.504 0.842 0.693 0.537 0.605 0.785

System Misogynyall XenophobiaHatEval

P R F1 A P R F1 A

LSVC 0.580 0.581 0.581 0.577 0.629 0.536 0.579 0.603
LSTM 0.562 0.563 0.562 0.545 0.541 0.557 0.549 0.583
LSTMFastText 0.564 0.572 0.568 0.535 0.508 0.560 0.535 0.583
ELMo 0.510 0.556 0.532 0.583 0.511 0.542 0.526 0.573
CNNFastText 0.659 0.652 0.655 0.638 0.598 0.593 0.595 0.617
BERT 0.634 0.628 0.631 0.639 0.617 0.531 0.571 0.614

Table 13   Results 
for TagS ⟶ TagS

unseen

System women ethnicity
P R F1 A P R F1 A

LSVC 0.399 0.491 0.440 0.676 0.438 0.491 0.463 0.753
LSTM 0.423 0.489 0.453 0.670 0.500 0.500 0.500 0.744
LSTMFastText 0.445 0.487 0.465 0.659 0.476 0.489 0.482 0.722
ELMo 0.420 0.486 0.451 0.665 0.437 0.486 0.460 0.743
CNNFastText 0.579 0.513 0.544 0.660 0.665 0.543 0.598 0.773
BERT 0.514 0.501 0.507 0.656 0.596 0.506 0.548 0.766
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topics we experiment on. By capturing different scales of 
correlation between words (i.e., bigrams, trigrams, and 
unigrams), the CNN model can detect different patterns in 
the sentence, regardless of their position [116].

Finally, Table 13 presents the results obtained when the 
models are trained on all the available data belonging to a 
target and tested on all the available data belonging to a differ-
ent target (i.e., TagS ⟶ TagS

unseen
 ). In line with the previous 

experiment, the best results were achieved by CNNFastText. In 
order to better interpret these results, we conducted another 
experiment in which a model is trained only on data belonging 
to a target and tested on data belonging to a topical focus on a 
different target (e.g., training on the target women and testing 
on the topic xenophobia belonging to the target race). When 
comparing these results (cf. Table 14) with the ones presented 
in Table 12, one can observe the importance for the system of 
having learned some information regarding the target, even if 
the data belong to a different topical focus. In the absence of 
such information, a drop of anywhere in between 1% and 12% 
can be observed for the best-performing models.

To conclude, the results confirm that the multi-task approach 
is able to achieve a robust performance, especially for the multi-
topic HS detection task. These results are encouraging as they 
can constitute the first step towards targeted HS detection. This 
would be especially true for languages that lack annotated data 
for a particular target or in the aftermath of a triggering event.

Emotion‑aware Multi‑target Hate Speech 
Detection

Methodology

In this section, we focus on investigating the following 
questions:

–	 To what extent does injecting domain-independent 
affective knowledge encoded in sentic computing 
resources and in semantically structured hate lexicons 
improve the performance for the two finer-grained tasks 
(i.e., detecting the hatefulness of a tweet and its topical 
focus)?

–	 Which emotional categories are the most productive?

We experiment with several affective resources that have 
been proven useful for tasks related to sentiment analy-
sis, including abusive language detection (cf. Affective 
Information in Abusive Language Detection Tasks). 
Psychological studies suggest that abusive language is 
often deeply linked to the emotional state of the speaker, 
and that this is reflected in the affective characteristics 
of the haters’ language. Our intuition, then, was that it 
would be reasonable to inject knowledge about emo-
tions into our models as a domain-independent signal 

Table 14   Results for TagS ⟶ TopS
unseen

System Train on target: ethnicity and test on:

RacismWaseem XenophobiaHatEval

P R F1 A P R F1 A

LSVC 0.446 0.488 0.466 0.819 0.494 0.499 0.497 0.577
LSTM 0.432 0.478 0.451 0.805 0.469 0.486 0.478 0.548
LSTMFastText 0.434 0.475 0.451 0.798 0.480 0.492 0.486 0.557
ELMo 0.445 0.481 0.462 0.805 0.510 0.501 0.505 0.577
CNNFastText 0.716 0.504 0.592 0.852 0.563 0.534 0.548 0.600
BERT 0.553 0.502 0.526 0.849 0.547 0.505 0.525 0.597

System Train on target: ethnicity and test on:

SexismWaseem Misogynyall

P R F1 A P R F1 A

LSVC 0.391 0.486 0.431 0.756 0.498 0.470 0.484 0.569
LSTM 0.395 0.484 0.431 0.753 0.500 0.500 0.500 0.571
LSTMFastText 0.403 0.479 0.431 0.741 0.474 0.495 0.484 0.560
ELMo 0.419 0.479 0.436 0.737 0.452 0.495 0.472 0.565
CNNFastText 0.843 0.504 0.631 0.780 0.576 0.532 0.553 0.570
BERT 0.446 0.498 0.470 0.774 0.483 0.498 0.490 0.546
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that might help to detect HS at a finer-grained level of 
granularity across different topical focuses and targets. 
In particular, we rely on:

–	 two concept-level resources from the sentic comput-
ing framework, where affective knowledge about basic 
and complex emotions is encoded, concerning differ-
ent psychological models of emotions: SenticNet27 [18] 
and EmoSenticNet28 [106], where emotional labels are 
related to the Plutchik [104] and Ekman’s [31] models of 
emotions.

–	 a hate lexicon (Hurtlex), where lexical information is 
structured in different categories depending on the nature 
of the hate expressed, to see whether this multifaceted 
affective information, specifically related to the hate 
domain, helps multi-topic and multi-target detection.

As discussed in Related Work, emotion features have already 
been used in several NLP tasks (e.g., sentiment analysis [95] 
and figurative language detection [35, 120]). However, to the 
best of our knowledge, no one has investigated the impact 
of emotion features on HS detection. In particular, we make 
use of several affective resources (HurtLex and, for the first 
time, Sentic resources) and identify the emotion categories 
that are the most productive in detecting HS towards a given 
topic/target. To this end, we designed the following two 
experiments (we recall that T refers either to a topic (Top) 
or a target (Tag)):

–	 (TS
⟶ TS

seen
)Hurt and ( TS

⟶ TS
seen

)Sentic where we, 
respectively, add features extracted from HurtLex and 
SenticNet (both from SenticNet and EmoSenticNet) on 
top of the models presented in Methodology and Meth-
odology.

–	 (TopS ⟶ TopS
unseen

)Sentic where we explore the impact of 
general affect lexica on topically focused datasets.

The models developed for each experiment are detailed 
below.

Models

Sentic‑based Models

SenticNet consists of a collection of commonly used con-
cepts with polarity (i.e., commonsense concepts with rela-
tively strong positive or negative polarity), where each 
concept is associated with emotion categorization values 

expressed in terms of the Hourglass of emotions model [16], 
which organizes and blends 24 emotional categories from 
Plutchik’s model into four affective dimensions (pleasant-
ness, attention, sensitivity, and aptitude). Each of these four 
dimensions is characterized by six sentic levels that measure 
the strength of an emotion. In this paper, we use SenticNet 5 
that includes over 100,000 natural language concepts.

EmoSenticNet is another concept-based lexical resource 
and was automatically built by merging WordNet-Affect 
[119] and SenticNet, with the main aim of having a com-
plete resource containing not only quantitative polarity scores 
associated with each SenticNet concept but also qualitative 
affective labels  [106]. In particular, it assigns WordNet-Affect 
emotion labels related to Ekman’s six basic emotions (disgust, 
sadness, anger, joy, fear, and surprise) to SenticNet concepts. 
The whole list currently includes 13,189 annotated entries.

Several approaches for representing the affective informa-
tion included in these two resources were tested by creating 
feature vectors composed of:

–	 24 basic emotions extracted from SenticNet (six basic 
emotions for each of the four dimensions);

–	 16 second level emotions extracted from SenticNet (these 
emotions are the result of combining the ‘sentic levels’ 
pairwise)

–	 all the affective information extracted from SenticNet 
(i.e., basic emotions and second level emotions);

–	 six emotions extracted from EmoSenticNet
–	 emotions extracted from both SenticNet and EmoSentic-

Net;
–	 24 basic emotions extracted from SenticNet only for the 

concepts present in Hurtlex;

All these additional features are concatenated with the pre-
viously described systems (cf. Methodology and Methodol-
ogy). The concatenation procedure depends on the architec-
ture of the model, as follows:

–	 For the LSTM-based and CNN models, we concatenate 
the feature representation on the dense layer after the 
LSTM/CNN network.

–	 For the ELMo model, the feature representation is 
injected in the dense layer, after the ELMo embedding 
layer.

–	 After padding the feature vector to a size equal to the 
BERT model input size, these additional features are 
passed to a linear layer. The output of the features linear 
layer is then concatenated with the output of the BERT 
model, which will then be treated as input for the final 
linear layer.27  https://​sentic.​net

28  https://​www.​gelbu​kh.​com/​emose​nticn​et/
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Hurtlex‑based Models

HurtLex is a multilingual hate word lexicon, which includes 
a wide inventory of about 1,000 hate words (originally com-
piled in a manual fashion for Italian by the linguist Tullio 
De Mauro [27]29) organized into 17 categories grouped in 
different macro-levels [6]: 

(a)	 Negative stereotypes: ethnic slurs (PS); locations and 
demonyms (RCI); professions and occupations (PA); 
physical disabilities and diversity (DDF); cognitive 
disabilities and diversity (DDP); moral and behavioral 
defects (DMC); and words related to social and eco-
nomic disadvantage (IS).

(b)	 Hate words and slurs beyond stereotypes: plants (OR); 
animals (AN); male genitalia (ASM); female genitalia 
(ASF); words related to prostitution (PR); and words 
related to homosexuality (OM).

(c)	 Other words and insults: descriptive words with 
potential negative connotations (QAS); derogatory 
words (CDS); felonies and words related to crime and 
immoral behavior (RE); and words related to the seven 
deadly sins of Christian tradition (SVP).

The lexicon has been translated into over 50 languages 
(English included) semi-automatically, by extracting all the 
senses of all the words from BabelNet [93]. We were relying 
on the English version of Hurlex30. Out of the 17 categories, 
the following were selected for the two vulnerable categories 
targeted in the four specific manifestations of hate that we 
address in this paper.

–	 misogyny and sexism: male genitalia, female genitalia, 
words related to prostitution, physical disabilities and 
diversity, cognitive disabilities and diversity

–	 xenophobia and racism: animals, felonies and words 
related to crime and immoral behavior, ethnic slurs, 
moral and behavioral defects

We included this specific selection of the HurtLex categories 
features since a preliminary manual inspection of hateful 
contents targeting the two vulnerable groups suggests that 
different subsets of the HurtLex categories can be relevant in 
detecting any hateful speech against those targets. Moreover, 
concerning misogyny, we already have some positive experi-
mental evidence about this selection from previous exploita-
tion of Hurtlex for detecting HS targeting women [97, 99].

We experimented with a number of representations of the 
selected features to train several classifiers:

–	 each of the selected Hurtlex categories is used as an inde-
pendent feature (binary or frequency);

–	 all the selected Hurtlex categories (keeping in mind the 
choices made for the different targets) are combined in a 
single feature (i.e., at least one word from at least one of 
the categories is present) (binary or frequency).

Results

In the following, we present our results on injecting 
affective features in our models for all the configurations 
considered in Multi-target Hate Speech Detection  (i.e., 
TopS ⟶ TopS

seen
 , TagS ⟶ TopS

seen
 and TopS ⟶ TopS

unseen
 ). 

In all the tables below, the models for which the results in 
terms of F

1
 score outperformed the models without affec-

tive features are presented in bold. Moreover, all the tables 
present an additional column Δ , to highlight the improve-
ments due to the inclusion of the affective features based on 
Sentic computing resources and Hurtlex. (i.e., Δ = Model 
+AffectiveFeatures F1 - Model F1).

Results for Sentic computing emotion features

Table 15 presents the results obtained for the multi-label 
classification task by incorporating the sentic features (as 
described in the previous section and summarized below)31: 

(1)	 Basic emotions extracted from SenticNet
(2)	 Basic emotions extracted from SenticNet only for the 

concepts present in Hurtlex
(3)	 Second level emotions extracted from SenticNet
(4)	 All SenticNet affective information (basic emotions + 

second level emotions)
(5)	 Emotions extracted from EmoSenticNet
(6)	 Merging the affective information extracted from both 

SenticNet and EmoSenticNet

As to the different representation strategies and com-
binations of sentic resources, we observed that the best 
results were obtained when integrating either the EmoSen-
ticNet emotions, the first level emotions of SenticNet, or 
merging the SenticNet and EmoSenticNet emotions. In 
most cases, when including only the second level emo-
tions of SenticNet, we see a drop in the performance of the 
model. The last results presented in Table 16 concern the 

30  https://​github.​com/​valer​iobas​ile/​hurtl​ex
31  We only report the results achieved by the multi-task models as 
they performed better (cf. Table 10).

29  The list of hate words has been included in the Final Report (2017) 
issued by the “Joe Cox” Committee on intolerance, xenophobia, rac-
ism and hate, of the Italian Chamber of Deputies.

341Cognitive Computation  (2022) 14:322–352

1 3

https://github.com/valeriobasile/hurtlex


Ta
bl

e 
15

  
Re

su
lts

 fo
r (
T
o
p
S
⟶

T
o
p
S se
e
n
)S
e
n
ti
c  a

nd
 (T

a
g
S
⟶

T
a
g
S se
e
n
)S
e
n
ti
c

D
at

as
et

LS
TM

m
ul

ti-
ta

sk
 +

 se
nt

ic
LS

TM
m

ul
ti-

ta
sk

 (F
as

tT
ex

t) 
+

 se
nt

ic

P
R

F
1

Δ
A

P
R

F
1

Δ
A

R
ac

is
m

W
as

ee
m

0.
77

6
0.

85
5

0.
81

4 
(1

)
- 0

.0
04

0.
86

5
0.

83
4

0.
83

8
0.

83
6 

(5
)

+
 0

.0
11

0.
85

5
Se

xi
sm

W
as

ee
m

0.
77

1
0.

88
2

0.
82

3 
(6

)
+

 0
.0

05
0.

85
1

0.
79

2
0.

85
4

0.
82

2 
(5

)
+

 0
.0

15
0.

83
2

X
en

op
ho

bi
a H

at
Ev

al
0.

45
9

0.
50

0
0.

47
9 

(5
)

- 0
.0

24
0.

39
8

0.
50

4
0.

57
5

0.
53

7 
(6

)
- 0

.0
14

0.
43

5
M

is
og

yn
y E

va
lit

a
0.

60
5

0.
68

2
0.

64
1 

(6
)

+
 0

.0
37

0.
59

3
0.

59
9

0.
68

2
0.

63
8 

(5
)

- 0
.0

15
0.

58
1

M
is

og
yn

y I
be

rE
va

l
0.

57
3

0.
75

2
0.

65
0 

(6
)

+
 0

.0
03

0.
56

2
0.

63
9

0.
81

5
0.

71
6 

(5
)

+
 0

.0
06

0.
61

5
M

is
og

yn
y H

at
Ev

al
0.

58
1

0.
65

6
0.

61
6 

(5
)

+
 0

.0
19

0.
52

7
0.

56
1

0.
67

0
0.

61
1 

(6
)

- 0
.0

01
0.

49
9

M
is

og
yn

y a
ll

0.
58

6
0.

66
6

0.
62

4 
(6

)
+

 0
.0

22
0.

55
3

0.
57

9
0.

68
0

0.
62

6 
(5

)
- 0

.0
11

0.
51

4
R

ac
is

m
 +

 X
en

op
ho

bi
a

0.
61

6
0.

62
0

0.
61

8 
(6

)
- 0

.0
22

0.
74

1
0.

65
9

0.
65

6
0.

65
8 

(5
)

- 0
.0

12
0.

73
4

Se
xi

sm
 +

 M
is

og
yn

y
0.

67
9

0.
74

2
0.

70
9 

(6
)

+
 0

.0
17

0.
72

5
0.

68
6

0.
73

1
0.

70
7 

(5
)

+
 0

.0
06

0.
70

6

D
at

as
et

EL
M

o m
ul

ti-
ta

sk
 +

 se
nt

ic
B

ER
T m

ul
ti-

ta
sk

 +
 se

nt
ic

P
R

F
1

Δ
A

P
R

F
1

Δ
A

R
ac

is
m

W
as

ee
m

0.
70

2
0.

85
1

0.
76

9 
(5

)
+

 0
.0

11
0.

83
0

0.
85

5
0.

66
6

0.
74

9 
(3

)
+

 0
.0

07
0.

86
3

Se
xi

sm
W

as
ee

m
0.

62
3

0.
86

7
0.

72
5 

(1
)

+
 0

.0
18

0.
78

9
0.

87
0

0.
71

7
0.

78
6 

(6
)

+
 0

.0
09

0.
79

8
X

en
op

ho
bi

a H
at

Ev
al

0.
37

7
0.

60
4

0.
46

4 
(1

)
+

 0
.0

13
0.

36
5

0.
61

7
0.

53
2

0.
57

1(
1)

- 0
.0

45
0.

46
8

M
is

og
yn

y E
va

lit
a

0.
45

8
0.

61
1

0.
52

3 
(6

)
+

 0
.0

06
0.

47
1

0.
71

4
0.

66
4

0.
68

8 
(6

)
- 0

.0
16

0.
66

1
M

is
og

yn
y I

be
rE

va
l

0.
50

1
0.

76
5

0.
60

5 
(5

)
+

 0
.0

32
0.

56
4

0.
86

6
0.

76
6

0.
81

3 
(1

)
- 0

.0
04

0.
77

1
M

is
og

yn
y H

at
Ev

al
0.

57
6

0.
61

3
0.

59
4 

(5
)

- 0
.0

03
0.

57
5

0.
70

5
0.

59
2

0.
64

4 
(4

)
- 0

.0
02

0.
63

3
M

is
og

yn
y a

ll
0.

52
2

0.
61

2
0.

56
3 

(5
)

+
 0

.0
01

0.
53

9
0.

70
5

0.
65

2
0.

67
7 

(6
)

- 0
.0

05
0.

62
4

R
ac

is
m

 +
 X

en
op

ho
bi

a
0.

53
9

0.
68

6
0.

60
4 

(5
)

+
 0

.0
12

0.
70

0
0.

69
6

0.
59

4
0.

64
1 

(3
)

- 0
.0

04
0.

67
6

Se
xi

sm
 +

 M
is

og
yn

y
0.

57
2

0.
67

6
0.

61
9 

(5
)

+
 0

.0
06

0.
67

1
0.

76
5

0.
68

5
0.

72
3 

(1
)

+
 0

.0
05

0.
66

8

342 Cognitive Computation  (2022) 14:322–352

1 3



( TopS ⟶ TopS
unseen

)Sentic setting in which we added sentic 
features for measuring the impact of general affective knowl-
edge in predicting unseen topics. Three groups of features 
improve previous models for all the tested topics: 

(1)	 Basic emotions extracted from SenticNet.
(2)	 Emotions extracted from EmoSenticNet.
(3)	 Merging the affective information extracted from both 

SenticNet and EmoSenticNet.

Results for Hurtlex emotion features

Table 17 reports the results achieved by the best perform-
ing models for the TopS ⟶ TopS

seen
 experiment (cf. Table 9) 

(i.e., BERTmulti-task and CNNFastText) when incorporating the 
following most productive Hurtlex features: 

(1)	 Hurtlex categories used as binary independent features.
(2)	 Hurtlex categories used as independent features 

(count).
(3)	 Single binary feature incorporating the selected Hurtlex 

categories.
(4)	 Single feature incorporating the selected Hurtlex cat-

egories (count).

In Table 17, the models for which the results in terms of 
F
1
 surpassed the previous models are presented in bold32. We 

observe that almost all the additional features were produc-
tive and outperformed the previous models. The improve-
ments brought by CNNfastText+HurtLex were higher compared 

Table 16   Results ( TopS ⟶ TopS
unseen

)Sentic

System RacismWaseem SexismWaseem

P R F1 Δ A P R F1 Δ A

LSTMsentic 0.486 0.467 0.476 (2) + 0.005 0.799 0.525 0.541 0.533 (2) - 0.001 0.727
LSTMFastText + sentic 0.495 0.482 0.488 (3) + 0.004 0.818 0.510 0.530 0.520 (2) + 0.007 0.748
ELMosentic 0.499 0.499 0.499 (1) + 0.008 0.771 0.502 0.508 0.505 (2) + 0.001 0.745
CNNFastText + sentic 0.751 0.514 0.610 (1) + 0.008 0.854 0.885 0.539 0.670 (2) - 0.004 0.794
System Misogynyall XenophobiaHatEval

P R F1 Δ A P R F1 Δ A
LSTMsentic 0.558 0.584 0.571 (1) + 0.009 0.603 0.567 0.567 0.567 (1) + 0.018 0.554
LSTMFastText + sentic 0.542 0.569 0.555 (2) - 0.013 0.592 0.593 0.592 0.593 (1) + 0.060 0.588
ELMosentic 0.516 0.574 0.543 (1) + 0.011 0.587 0.511 0.538 0.524 (2) - 0.002 0.572
CNNFastText + sentic 0.660 0.654 0.657 (1) + 0.002 0.640 0.596 0.598 0.597 (2) + 0.002 0.617

Table 17   Results for (TopS ⟶ TopS
seen

)Hurtlex and (TagS ⟶ TagS
seen

)Hurtlex

Dataset CNNFastText + Hurtlex BERTmulti-task + Hurtlex

P R F1 Δ A P R F1 Δ A

RacismWaseem 0.863 0.802 0.831 (4) + 0.104 0.863 0.852 0.753 0.799 (4) + 0.057 0.874
SexismWaseem 0.857 0.833 0.845 (4) + 0.020 0.846 0.858 0.660 0.746 (2) - 0.031 0.692
XenophobiaHatEval 0.644 0.509 0.569 (2) + 0.059 0.438 0.649 0.583 0.614 (2) - 0.002 0.509
Misogynyall 0.668 0.618 0.642 (4) + 0.009 0.606 0.734 0.652 0.690 (4) + 0.008 0.696
MisogynyEvalita 0.656 0.615 0.635 (3) + 0.017 0.611 0.738 0.695 0.716 (4) + 0.012 0.693
MisogynyIberEval 0.848 0.718 0.778 (1) - 0.010 0.728 0.879 0.785 0.829 (1) + 0.012 0.782
MisogynyHatEval 0.658 0.642 0.650 (4) + 0.068 0.616 0.705 0.613 0.656 (4) + 0.010 0.659
Racism + Xenophobia 0.695 0.641 0.667 (1) + 0.170 0.734 0.711 0.646 0.677 (4) + 0.032 0.672
Sexism + Misogyny 0.741 0.701 0.720 (4) - 0.004 0.740 0.756 0.653 0.701 (2) - 0.017 0.643

32  An additional experiment consisted in combining the best Hurtlex 
feature representation with the best sentic feature representation for 
each of the datasets. However, the results did not improve.
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to BERTmulti-task + Hurtlex: ranging from anywhere in between 
1% and 17% (respectively, Misogynyall, and Racism + Xen-
ophobia) vs. 1% and 5% (respectively, MisogynyHatEval and 
RacismWaseem). The results of this experiment confirm our 
original assumption that including affective information and 
making use of specific lexicons leads to significant improve-
ments in TopS ⟶ TopS

seen
 experiments.

Discussions and Error Analysis

Main Conclusions

The main findings of this paper are:
Conclusion 1: Training on topic-generic datasets 

generally fails to account for the linguistic properties 
specific to a given topic. First, we experimented with 
several HS datasets with different topical focuses in a 
binary classification setting. This was done in order to 
capture general HS properties regardless of the dataset 
type (i.e., topic-generic or topic-specific). We investigated 
two experimental scenarios: the first one in which a sys-
tem was trained on a topic-generic dataset and tested on 
topic-specific data; and a second one in which a given 
system was trained on a combination of several topic-spe-
cific datasets and tested on topic-specific data. The results 
show that by training a system on a combination of several 
(training sets from several) topic-specific datasets the sys-
tem outperforms a system trained on a single topic-generic 
dataset. This finding partially confirms the assumption 
made by [122] according to which merging several abusive 
language datasets could assist in the detection of abusive 
language in non-generalizable (unseen) problems.

Conclusion 2: Combining topically focused datasets 
enabled the detection of multi-target HS even if the topic 
and/or target are unseen. Second, we proposed a classifica-
tion setting which allows a given system to detect not only 
the hatefulness of a tweet, but also its topical focus in the 
context of a multi-label classification approach. Our findings 
show that a multi-task approach in which the model learns 
two or more tasks simultaneously, does better, in perfor-
mance terms, than a single-task system, and the best model 
is the BERTmulti-task. In the same way, we also proposed a 
cross-topic and cross-target experimental setting for the task 
of HS detection, where a system is trained on several sets 
of data with different topical focuses and targets and, then, 
tested on another dataset where its topical focus and target 
are unseen during training. Results show that CNNFastText 
outperformed all the other systems in all the experimental 
scenarios. We believe that this is an important finding, which 
will pave the way for targeted HS manifestations, stimulated 
by a triggering event and which will solve the problem of a 
lack of annotated data for a particular topic/target.

Conclusion 3: Affective knowledge encoded in sentic 
computing resources and semantically structured hate 
lexicons improve finer-grained HS detection. Finally, 
when injecting domain-independent affective knowledge on 
top of deep learning architectures, multi-target HS detec-
tion improves in both settings where topic/target is seen 
and unseen at training time. The most useful group of fea-
tures differ greatly on both topic/target and in terms of the 
model architectures. In most cases, the models incorporating 
EmoSenticNet emotions, the first level emotions of Sentic-
Net, a blend of SenticNet and EmoSenticNet emotions or 
affective features based on Hurtlex, obtained the best results. 
However, when merging both the affective features based 
on Hurtlex and sentic computing resources, we observed a 
decline in the quality of the results.

Impact of Bias in Multi‑target Hate Speech 
Detection

As observed in [127], HS datasets might contain systematic 
biases towards certain topics and targets. In the context of 
automatic content moderation, the danger posed by bias is 
considerable, as bias can unfairly penalize the groups that 
the automatic moderation systems were designed to protect.

In line with previous works, we observed that bias has a 
strong impact on target-based HS detection. Based on the 
results obtained in the cross-topic (i.e., TopS ⟶ TopS

unseen
 

configuration, cf. Table 12), we noted a big performance 
drop in both RacismWaseem and SexismWaseem when com-
pared to the TopS ⟶ TopS

seen
 classification setting, as pre-

sented in Table 6. One possible explanation for this drop is 
the bias problems characterizing the Waseem dataset. As 
shown in [136], the Waseem dataset contains both author 
and topic bias, mostly because of their approach to data 
sampling. The methodology adopted in [136] for studying 
this issue was also based on the experience of conducting 
cross-domain experiments (i.e., training on a dataset differ-
ent from the one used for testing), in order to make the exist-
ing bias in abusive language datasets evident. Their results 
show that datasets that apply a biased sampling for corpus 
collection (instances matching query words that are likely to 
occur in abusive language) contain a high degree of implicit 
abuse. This might lead to a performance decrease due to 
the difficulty of learning lexical cues that convey implicit 
abuse.  [136] illustrated how datasets with a high degree 
of implicit abuse could be more affected by data bias. They 
observed that when query words and biased words (i.e., the 
words having the highest Pointwise Mutual Information 
towards abusive messages) are removed, the performance is 
much poorer than originally reported.

We draw the same observations in the TopG ⟶ TopS 
experiments (cf. Results for the TopG ⟶ TopS Config-
uration), where each model is trained on one of the two 
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topic-generic datasets (i.e., Founta and Davidson) and 
tested on the topic-specific datasets. As previously men-
tioned, when comparing the results obtained in Table 4 and 
Table 5 with the ones presented in Table 6, the biggest per-
formance drop is observed for the Waseem dataset. Again, 
the sampling biases characterizing that dataset may be a 
contributing factor.

Finally, let us mention the peculiarity of the results that 
we obtained for the HatEval dataset, especially the xeno-
phobia portion; this is the only dataset where we observed 
a definite increase when training on topic-generic datasets, 
concerning the performances from training on topic-specific 
data. This counter-trend outcome needs to be further investi-
gated. If possible, it should be investigated in relation to data 
sampling strategies adopted for HatEval, where training and 
test data were collected in different time frames [42].

Error Analysis

In this section, we provide an error analysis focusing on the 
instances for which the predictions of our best performing 
model (BERTmulti-task) and manual annotation differ. We 
observe that misclassification is affected by several factors, 
including the absence of context within the utterance and 
the use of irony, stereotypes, and metaphors. Another rel-
evant factor is the contextual similarities between the topical 
focuses in those datasets where the vulnerable category tar-
get is basically the same, e.g., misogyny and sexism (see (16) 
and (17) below33) and xenophobia and racism (see example 
(18)). In the examples provided below, we underlined some 
portions of the text in order to highlight the main source, in 
our view, of misclassification.

	(16)	  I don’t see why drinking and driving is such a big 
deal. Letting women drive is just as hazardous! (gold 
label: misogynistic, predicted: sexist)

	(17)	  HYSTERICAL woman. Not just woman. And, she 
didnt say he won. (gold label: misogynistic, predicted: 
sexist)

	(18)	  A piece at a time. Start by  outlawing new Mosques 
and stoping Muslim immigration. (gold label: racist, 
predicted: xenophobia)

Misogyny and sexism are closely related notions, and 
the way in which they are related has been the object of 
investigation in philosophical literature in the last years [78, 
110]. In order to take into account relatedness among those 
and other HS categories, we will consider, in the future, a 
strategy for putting fewer penalties for errors in predicting 
closely related topics.

The use of irony is another important source of error. For 
example, in (19) the underlying stereotype, implying that 
there is no place for women as TV sportscasters, leads to the 
message being classified as non – sexist. 

	(19)	   They have to concentrate in the 2nd half of this 
half”.  Wise words from our female commenta-
tor.” (gold label: sexist, predicted: non-sexist)

In both (20) and (21) the users express their religious 
views on Islam. The model is not able to correctly predict 
that these utterances are racist. Complex inference or logi-
cal reasoning is needed to understand their point of views.

	(20)	  The fact that I have a brain prevents me from accept-
ing Islam. (gold label: racist, predicted: non-racist)

	(21)	  If you don’t want to read a pedo, you have to stop 
reading the Quran. (gold label: racist, predicted: non-
racist)

 Finally, although in (22) the user reports on a series of 
events, the model predicts the message as conveying hate 
towards immigrants, most probably because of the use of the 
word ‘rapefugee’. This is a self-explanatory and derogatory 
term used for Muslim refugees entering Europe.

	(22)	  Westminster terror attack suspect named as ’Suda-
nese Rapefugee who drove around London looking for 
targets’ before driving car into cyclists (gold label: 
not-hateful against immigrants, predicted: hateful 
against immigrants)

Conclusion and Future Work

This paper investigates, for the first time, HS detection from 
a multi-target perspective, leveraging existing manually 
annotated datasets with different topical focuses (including 
sexism, misogyny, racism, and xenophobia) and different 
targets (gender, ethnicity, religion, and race). Several neural 
models have been proposed for transferring specific manifes-
tations of hate across topics and targets, while also exploring 
multi-task approaches and additional affective knowledge. 
Our results demonstrate that multi-task architectures are the 
best-performing models and that emotions encoded in sentic 
computing sources and hate lexicons are important features 
for multi-target HS detection. This paper thereby shows that 
multi-target HS detection from existing datasets is feasible. 
This is the first step towards HS detection for specific topics/
targets when dedicated annotated data are missing.

However, there is still room for improvement in build-
ing a robust system able to generalize HS towards different 

33  Notice that in these two examples the users also rely on stereo-
types: ‘women can’t drive’ and ‘women are hysterical’.
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topical focuses and targets. In further work, we want to 
explore other domain adaptation strategies, such as adver-
sarial training. Adversarial training has been shown to be an 
effective method of learning representations in cross-domain 
classification in several tasks, including sentiment analysis 
and image classification [47, 56, 141].

Another path to explore is the impact of bias in multi-
target HS detection. Bias in abusive language datasets is 
an open problem already observed by several previous 
studies [25, 92, 101, 136], in which different variants of 
bias, such as topic bias, author bias, gender and racial bias 
were explored. As no further investigation on developing an 
approach in debiasing abusive language datasets has been 
offered, we also plan to examine this direction in the future 
in the interests of keeping HS detection fair and compliant.

Concerning the role of affective knowledge in detecting 
hateful contents, we observed that feeding our multi-label 
classification models with structured knowledge included 
in a hate lexicon like Hurtlex, where hate words are cat-
egorized according to different semantic areas, boosts the 
performance of the classifiers. This also suggests possible 
lines of future work. According to the psychological litera-
ture, hate words and, in particular, gendered and racial slurs 
have evolved to the point that they are used, and perceived, 
to express negative emotions towards targets, therefore pro-
viding important information about the speaker’s emotional 
state or his or her attitude toward the targeted entity [58], 
even when they refer to descriptive qualities. We, there-
fore, think that it could be interesting to investigate the link 
between hateful language and the negative portions of the 
multifaceted emotion spectrum covered in sentic computing 
resources. In particular, we plan to test the effectiveness of 
the new version of the Hourglass model [121], that provides 
a better understanding of neutral emotions and their asso-
ciation with other polar emotions and that includes some 
polar emotions that were previously missing (including 
self-conscious and moral emotions). The revisited Hour-
glass model calculates the polarity of a concept with higher 
accuracy. It also provides a new mechanism for classifying 
unknown concepts by finding the antithetic emotion of a 
missing concept and by flipping its polarity. SenticNet 6 [15] 
actually contains 200,000 words and multiword expressions. 
We believe it may prove a valuable resource for improving 
multi-topic and multi-target HS detection.

Finally, though most of the available HS corpora are 
in English, the problem of hateful speech is not limited to 
one language. Given language diversity and the enormous 
amount of social media data produced in different regions 
of the world, the task of detecting HS from a multi-lingual 
perspective is also a significant challenge. We, therefore, 
plan, in future, to explore the possibility of developing lan-
guage-agnostic models capable of identifying HS in online 
communication.

Acknowledgements  The work of Endang W. Pamungkas and Viviana 
Patti is partially funded by Progetto di Ateneo/CSP 2016 (Immigrants, 
Hate and Prejudice in Social Media, S1618.L2.BOSC.01) and by the 
project “Be Positive!” (under the 2019 “Google.org Impact Challenge 
on Safety” call). The work of Patricia Chiril has been funded by The 
Federal University of Toulouse Midi-Pyrénées.

Funding  Open access funding provided by Università degli Studi di 
Torino within the CRUI-CARE Agreement.

Declarations 

Conflicts of Interest  All authors state that there are no conflicts of in-
terest.

Ethical Standard  This article does not contain any studies with human 
participants or animals carried out by any of the authors. In addition, 
the data that were used are composed of textual content from the public 
domain taken from datasets publicly available to the research commu-
nity. These datasets also conform to the Twitter Developer Agreement 
and Policy that allows unlimited distribution of the numeric identifica-
tion number of each tweet.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Agarwal S, and Sureka A. Characterizing Linguistic Attrib-
utes for Automatic Classification of Intent Based Racist/Radi-
calized Posts on Tumblr Micro-Blogging Website. CoRR, 
abs/1701.04931, 2017. http://​arxiv.​org/​abs/​1701.​04931.

	 2.	 Akhtar MS, Ekbal A, Cambria E. How intense are you? Predict-
ing intensities of emotions and sentiments using stacked ensem-
ble. IEEE Comput Intell Mag. 2020;15(1):64–75.

	 3.	 Baccianella S, Esuli A, and Sebastiani F. SENTIWORDNET: A 
Publicly Available Lexical Resource for Opinion Mining. In Pro-
ceedings of the Seventh International Conference on Language 
Resources and Evaluation(LREC’10), Valletta, Malta. European 
Language Resources Association (ELRA), 2010.http://​www.​lrec-​
conf.​org/​proce​edings/​lrec2​010/​pdf/​769_​Paper.​pdf.

	 4.	 Badjatiya P, Gupta S, Gupta M, and Varma V. Deep Learning for 
Hate Speech Detection in Tweets. In R. Barrett, R. Cummings, 
E. Agichtein, and E. Gabrilovich, editors, Proceedings of the 
26th International Conference on World Wide Web Companion, 
Perth, Australia, ACM, 2017. p. 759-760.https://​doi.​org/​10.​1145/​
30410​21.​30542​23.

	 5.	 Basile V, Bosco C, Fersini E, Nozza D, Patti V, Pardo FMR, 
Rosso P, and Sanguinetti M. SemEval-2019 Task 5: Multi-
lingual Detection of Hate Speech Against Immigrants and 
Women in Twitter. In J. May, E. Shutova, A. Herbelot, X. Zhu, 

346 Cognitive Computation  (2022) 14:322–352

1 3

http://creativecommons.org/licenses/by/4.0/
http://arxiv.org/abs/1701.04931
http://www.lrec-conf.org/proceedings/lrec2010/pdf/769_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2010/pdf/769_Paper.pdf
https://doi.org/10.1145/3041021.3054223
https://doi.org/10.1145/3041021.3054223


M. Apidianaki, and S. M. Mohammad, editors, Proceedings of 
the 13th International Workshop on Semantic Evaluation, SemE-
val@NAACL-HLT 2019, Minneapolis, MN, USA, Association 
for Computational Linguistics. 2019. p. 54-63.https://​doi.​org/​10.​
18653/​v1/​s19-​2007.

	 6.	 Bassignana E, Basile V, and V. Patti. Hurtlex: A Multilingual 
Lexicon of Words to Hurt. In E. Cabrio, A. Mazzei, and F. Tam-
burini, editors, Proceedings of the Fifth Italian Conference on 
Computational Linguistics (CLiC-it 2018), Torino, Italy, vol-
ume 2253 of CEUR Workshop Proceedings. CEUR-WS.org, 
2018.http://​ceur-​ws.​org/​Vol-​2253/​paper​49.​pdf.

	 7.	 Benamara, F., Taboada, M., Mathieu, Y.: Evaluative language 
beyond bags of words: Linguistic insights and computational 
applications. Comput Linguist. 43(1), 201–264 (2017). DOI 
10.1162/COLIn an 00278.

	 8.	 Bosco C, Dell’Orletta F, Poletto F, Sanguinetti M, and Tesconi M. 
Overview of the EVALITA 2018 Hate Speech Detection Task. In 
T. Caselli, N. Novielli, V. Patti, and P. Rosso, editors, Proceedings 
of the Sixth Evaluation Campaign of Natural Language Process-
ing and Speech Tools for Italian. Final Workshop (EVALITA 
2018) co-located with the Fifth Italian Conference on Computa-
tional Linguistics (CLiC-it 2018), Turin, Italy, December 12-13, 
2018, volume 2263 of CEUR Workshop Proceedings. CEUR-WS.
org, 2018.https://​doi.​org/​10.​1162/​COLI_a_​00278.

	 9.	 Burnap P, and Williams ML. Hate speech, machine classifica-
tion and statistical modelling of information flows on Twitter: 
Interpretation and communication for policy decision making. In 
Proocedings of Conference on Internet, Policy & Politics. 2014. 
p. 1–18.

	 10.	 Burnap P, Williams ML. Cyber hate speech on Twitter: An 
application of machine classification and statistical modeling for 
policy and decision making. Policy Internet. 2015;7(2):223–42.

	 11.	 Burnap P, Williams ML. Us and them: identifying cyber hate 
on Twitter across multiple protected characteristics. EPJ Data 
science. 2016;5(1):11.

	 12.	 Cai Y, and Wan X. Multi-domain sentiment classification based 
on domain-aware embedding and attention. In S. Kraus, editor, 
Proceedings of the Twenty-Eighth International Joint Conference 
on Artificial Intelligence, IJCAI 2019, Macao, China, 2019. p. 
4904–4910. ijcai.org.https://​doi.​org/​10.​24963/​ijcai.​2019/​681.

	 13.	 Cambria E, Das D, Bandyopadhyay S, Feraco A. A Practical 
Guide to Sentiment Analysis. Socio-Affective Computing: 
Springer International Publishing; 2017.https://​books.​google.​it/​
books?​id=​8QunD​gAAQB​AJ.

	 14.	 Cambria E, Hussain A. Sentic computing. Cogn Comput. 
2015;7(2):183–5.

	 15.	 Cambria E, Li Y, Xing FZ, Poria S, and Kwok K. Senticnet 6: 
Ensemble application of symbolic and subsymbolic ai for senti-
ment analysis. In Proceedings of the 29th ACM International 
Conference on Information & Knowledge Management, CIKM 
’20, New York, NY, USA, Association for Computing Machin-
ery. 2020. p. 105-114.https://​doi.​org/​10.​1145/​33405​31.​34120​03.

	 16.	 Cambria E, Livingstone A, and Hussain A. The hourglass of 
emotions. In Cognitive behavioural systems, Springer, 2012. p. 
144-157.

	 17.	 Cambria E, Poria S, Gelbukh A, Thelwall M. Sentiment Analysis 
Is a Big Suitcase. IEEE Intell Syst. 2017;32(6):74–80.

	 18.	 Cambria E, Poria S, Hazarika D, and Kwok K. SenticNet 5: Dis-
covering conceptual primitives for sentiment analysis by means 
of context embeddings. In Thirty-Second AAAI Conference on 
Artificial Intelligence, 2018.https://​www.​aaai.​org/​ocs/​index.​php/​
AAAI/​AAAI18/​paper/​view/​16839.

	 19.	 Cer D, Yang Y, Kong S, Hua N, Limtiaco N, John RS, Constant 
N, Guajardo-Cespedes M, Yuan S, Tar C, Strope B, and Kurzweil 
R. Universal Sentence Encoder for English. In E. Blanco and 

W. Lu, editors, Proceedings of the 2018 Conference on Empirical 
Methods in Natural Language Processing, EMNLP 2018: System 
Demonstrations, Brussels, Belgium, Association for Computa-
tional Linguistics. 2018. p. 169-174.https://​doi.​org/​10.​18653/​v1/​
d18-​2029.

	 20.	 Chaturvedi I, Satapathy R, Cavallari S, Cambria E. Fuzzy com-
monsense reasoning for multimodal sentiment analysis. Pattern 
Recogn Lett. 2019;125:264–70.https://​doi.​org/​10.​1016/j.​patrec.​
2019.​04.​024.

	 21.	 Chatzakou D, Kourtellis N, Blackburn J, Cristofaro ED, Strin-
ghini G, and Vakali A. Mean Birds: Detecting Aggression and 
Bullying on Twitter. In P. Fox, D. L. McGuinness, L. Poirier, 
P. Boldi, and K. Kinder-Kurlanda, editors, Proceedings of 
the 2017 ACM on Web Science Conference, WebSci 2017, 
Troy, NY, USA, ACM. 2017. p. 13-22.https://​doi.​org/​10.​1145/​ 
30914​78.​30914​87.

	 22.	 Chetty N, Alathur S. Hate speech review in the context of online 
social networks. Agress Violent Behav. 2018;40:108–18.http://​
www.​scien​cedir​ect.​com/​scien​ce/​artic​le/​pii/​S1359​17891​73010​64.

	 23.	 Chiril P, Moriceau V, Benamara F, Mari A, Origgi G, and 
Coulomb-Gully M. He said “who’s gonna take care of your 
children when you are at ACL?”: Reported Sexist Acts are 
Not Sexist. In Proceedings of the 58th Annual Meeting of the 
Association for Computational Linguistics, Association for 
Computational Linguistics. 2020. p. 4055-4066.https://​www.​
aclweb.​org/​antho​logy/​2020.​acl-​main.​373.

	 24.	 Daumé III H. Frustratingly Easy Domain Adaptation. In Pro-
ceedings of the 45th Annual Meeting of the Association of 
Computational Linguistics, Prague, Czech Republic, Associa-
tion for Computational Linguistics. 2007. p. 256-263.https://​
www.​aclweb.​org/​antho​logy/​P07-​1033.

	 25.	 Davidson T, Bhattacharya D, Weber I. Racial bias in hate 
speech and abusive language detection datasets. arXiv preprint 
2019. arXiv:1905.12516.

	 26.	 Davidson T, Warmsley D, Macy MW, and Weber I. Automated 
hate speech detection and the problem of offensive language. In 
Proceedings of the Eleventh International Conference on Web 
and Social Media, ICWSM 2017, Montréal, Québec, Canada, 
AAAI Press. 2017. p. 512-515.https://​aaai.​org/​ocs/​index.​php/​
ICWSM/​ICWSM​17/​paper/​view/​15665.

	 27.	 De Mauro T. Le parole per ferire. Internazionale, 2016. 27 
settembre 2016.

	 28.	 Devlin J, Chang M, Lee K, and Toutanova K. BERT: Pre-
training of Deep Bidirectional Transformers for Language 
Understanding. In Burstein J, Doran C, and Solorio T, editors, 
Proceedings of the 2019 Conference of the North American 
Chapter of the Association for Computational Linguistics: 
Human Language Technologies, NAACL-HLT 2019, Minne-
apolis, MN, USA, Volume 1 (Long and Short Papers), Associa-
tion for Computational Linguistics. 2019. p. 4171-4186.https://​
doi.​org/​10.​18653/​v1/​n19-​1423.

	 29.	 Ding X, Liu B, and Yu PS. A holistic lexicon-based approach 
to opinion mining. In Proceedings of the 2008 international 
conference on web search and data mining. 2008. p. 231–240.

	 30.	 Djuric N, Zhou J, Morris R, Grbovic M, Radosavljevic V, and 
Bhamidipati N. Hate Speech Detection with Comment Embed-
dings. In Gangemi A, Leonardi S, and Panconesi A, editors, 
Proceedings of the 24th International Conference on World 
Wide Web Companion, WWW 2015, Florence, Italy, Com-
panion Volume. ACM, 2015. p. 29-30.https://​doi.​org/​10.​1145/​
27409​08.​27427​60.

	 31.	 Ekman P. An argument for basic emotions. Cognit Emot. 
1992;6(3–4):169–200.

	 32.	 Ekman P. Basic Emotions. Handbook of Cognition and Emo-
tion. John Wiley & Sons Ltd. 1999.

347Cognitive Computation  (2022) 14:322–352

1 3

https://doi.org/10.18653/v1/s19-2007
https://doi.org/10.18653/v1/s19-2007
http://ceur-ws.org/Vol-2253/paper49.pdf
https://doi.org/10.1162/COLI_a_00278
https://doi.org/10.24963/ijcai.2019/681
https://books.google.it/books?id=8QunDgAAQBAJ
https://books.google.it/books?id=8QunDgAAQBAJ
https://doi.org/10.1145/3340531.3412003
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/16839
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/16839
https://doi.org/10.18653/v1/d18-2029
https://doi.org/10.18653/v1/d18-2029
https://doi.org/10.1016/j.patrec.2019.04.024
https://doi.org/10.1016/j.patrec.2019.04.024
https://doi.org/10.1145/3091478.3091487
https://doi.org/10.1145/3091478.3091487
http://www.sciencedirect.com/science/article/pii/S1359178917301064
http://www.sciencedirect.com/science/article/pii/S1359178917301064
https://www.aclweb.org/anthology/2020.acl-main.373
https://www.aclweb.org/anthology/2020.acl-main.373
https://www.aclweb.org/anthology/P07-1033
https://www.aclweb.org/anthology/P07-1033
https://aaai.org/ocs/index.php/ICWSM/ICWSM17/paper/view/15665
https://aaai.org/ocs/index.php/ICWSM/ICWSM17/paper/view/15665
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.1145/2740908.2742760
https://doi.org/10.1145/2740908.2742760


	 33.	 Erjavec K, Kovačič MP. ``You Don’t Understand, This is a 
New War!’’ Analysis of Hate Speech in News Web Sites’ Com-
ments. Mass Commun Soc. 2012;15(6):899–920.

	 34.	 EU Commission. Code of conduct on countering illegal hate 
speech online, 2016.

	 35.	 Farías DIH, Patti B, and Rosso P. Irony Detection in Twitter: 
The Role of Affective Content. ACM Trans. Internet Techn., 
2016;16(3):19:1–19:24.

	 36.	 Fehn Unsvåg E, and Gambäck B. The Effects of User Features 
on Twitter Hate Speech Detection. In Proceedings of the 2nd 
Workshop on Abusive Language Online (ALW2), Brussels, 
Belgium. Association for Computational Linguistics. 2018. p. 
75-85.https://​www.​aclweb.​org/​antho​logy/​W18-​5110.

	 37.	 Felbo B, Mislove A, Søgaard A, Rahwan I, and Lehmann S. 
Using millions of emoji occurrences to learn any-domain rep-
resentations for detecting sentiment, emotion and sarcasm. In 
M. Palmer, R. Hwa, and S. Riedel, editors, Proceedings of the 
2017 Conference on Empirical Methods in Natural Language 
Processing, EMNLP 2017, Copenhagen, Denmark, Association 
for Computational Linguistics. 2017. p. 1615-1625.https://​doi.​
org/​10.​18653/​v1/​d17-​1169.

	 38.	 Fersini E, Nozza D, and Rosso P. Overview of the Evalita 2018 
Task on Automatic Misogyny Identification (AMI). In Caselli 
T, Novielli N, Patti V, and Rosso P, editors, Proceedings of the 
Sixth Evaluation Campaign of Natural Language Processing 
and Speech Tools for Italian. Final Workshop (EVALITA 2018) 
co-located with the Fifth Italian Conference on Computational 
Linguistics (CLiC-it 2018), Turin, Italy, December 12-13, 2018, 
volume 2263 of CEUR Workshop Proceedings. CEUR-WS.org, 
2018.http://​ceur-​ws.​org/​Vol-​2263/​paper​009.​pdf.

	 39.	 Fersini E, Rosso P, and Anzovino M. Overview of the Task on 
Automatic Misogyny Identification at IberEval 2018. In P. Rosso, 
J. Gonzalo, R. Martínez, S. Montalvo, and J. C. de Albornoz, 
editors, Proceedings of the Third Workshop on Evaluation of 
Human Language Technologies for Iberian Languages (IberEval 
2018) co-located with 34th Conference of the Spanish Society 
for Natural Language Processing (SEPLN 2018), Sevilla, Spain, 
September 18th, 2018, volume 2150 of CEUR Workshop Pro-
ceedings, CEUR-WS.org, 2018. p. 214-228.http://​ceur-​ws.​org/​
Vol-​2150/​overv​iew-​AMI.​pdf.

	 40.	 Floridi L, Cowls J, Beltrametti M, Chatila R, Chazerand P,  
Dignum V, Luetge C, Madelin R, Pagallo U, Rossi F, Schafer 
B, Valcke P, Vayena E. AI4People-An Ethical Framework for a 
Good AI Society: Opportunities, Risks, Principles, and Recom-
mendations. Mind Mach. 2018;28(4):689–707.https://​doi.​org/​10.​
1007/​s11023-​018-​9482-5.

	 41.	 Floridi L, Cowls J, King T. How to Design AI for Social Good: 
Seven Essential Factors. Sci Eng Ethics. 2020;26:1771–96.

	 42.	 Florio K, Basile V, Polignano M, Basile P, Patti V. Time of your 
hate: The challenge of time in hate speech detection on social 
media. Appl Sci. 2020;10(12):4180.

	 43.	 Fortuna P, Nunes S. A survey on automatic detection of hate 
speech in text. ACM Computing Surveys. July 2018;51(4).https://​
doi.​org/​10.​1145/​32326​76.

	 44.	 Founta A, Djouvas C, Chatzakou D, Leontiadis I, Blackburn J, 
Stringhini G, Vakali A, Sirivianos M, and Kourtellis N. Large 
Scale Crowdsourcing and Characterization of Twitter Abusive 
Behavior. In Proceedings of the Twelfth International Conference 
on Web and Social Media, ICWSM 2018, Stanford, California, 
USA, AAAI Press. 2018. p. 491-500.https://​aaai.​org/​ocs/​index.​
php/​ICWSM/​ICWSM​18/​paper/​view/​17909.

	 45.	 Gambäck B, and Sikdar UK. Using Convolutional Neural Net-
works to Classify Hate-Speech. In Proceedings of the First 
Workshop on Abusive Language Online, Vancouver, BC, 
Canada, Association for Computational Linguistics. 2017. p. 
85-90.https://​www.​aclweb.​org/​antho​logy/​W17-​3013.

	 46.	 Ganin Y, and Lempitsky VS. Unsupervised Domain Adaptation 
by Backpropagation. In Bach FR and Blei DM, editors, Proceed-
ings of the 32nd International Conference on Machine Learn-
ing, ICML 2015, Lille, France, 6-11 July 2015, volume 37 of 
JMLR Workshop and Conference Proceedings, 2015. p. 1180–
1189.http://​proce​edings.​mlr.​press/​v37/​ganin​15.​html.

	 47.	 Ganin Y, Ustinova E, Ajakan H, Germain P, Larochelle H, Lavio-
lette F, Marchand M, and Lempitsky VS. Domain-Adversarial 
Training of Neural Networks. J Mach Learn Res. 2016;17:59:1–
59:35.http://​jmlr.​org/​papers/​v17/​15-​239.​html.

	 48.	 Gaur M, Alambo A, Sain JP, Kursuncu U, Thirunarayan K, 
Kavuluru R, Sheth A, Welton R, and Pathak J. Knowledge-aware 
assessment of severity of suicide risk for early intervention. In 
The World Wide Web Conference, WWW 19, New York, NY, 
USA, Association for Computing Machinery. 2019. p. 514-
525.https://​doi.​org/​10.​1145/​33085​58.​33136​98.

	 49.	 Ghanem B, Rosso P, Rangel F. An emotional analysis of false 
information in social media and news articles. ACM Transactions 
on Internet Technology (TOIT). 2020;20(2):1–18.

	 50.	 Giachanou A, Rosso P, and Crestani F. Leveraging emotional 
signals for credibility detection. In Proceedings of the 42nd Inter-
national ACM SIGIR Conference on Research and Development 
in Information Retrieval. 2019. p. 877–880.

	 51.	 Gilbert C, and Hutto E. Vader: A parsimonious rule-based model 
for sentiment analysis of social media text. In Eighth Interna-
tional Conference on Weblogs and Social Media (ICWSM-14), 
2014;81:82-2014.http://​comp.​social.​gatech.​edu/​papers/​icwsm​14.​
vader.​hutto.​pdf.

	 52.	 Golbeck J, Ashktorab Z, Banjo RO, Berlinger A, Bhagwan S, 
Buntain C, Cheakalos O,  Geller AA, Gergory Q, Gnanasekaran 
RK, Gunasekaran RR, Hoffman KM, Hottle J, Jienjitlert V, 
Khare S, Lau R, Martindale MJ, Naik S, Nixon HL, Ramachan-
dran P, Rogers KM, Rogers L, Sarin MS, Shahane G, Thanki J, 
Vengataraman P, Wan Z, and Wu DM. A Large Labeled Corpus 
for Online Harassment Research. In Fox P, McGuinness DL, 
Poirier L, Boldi P, and Kinder-Kurlanda K, editors, Proceedings 
of the 2017 ACM on Web Science Conference, WebSci 2017, 
Troy, NY, USA, pages 229–233. ACM, 2017. p. 229-233.https://​
doi.​org/​10.​1145/​30914​78.​30915​09.

	 53.	 Goodfellow I, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley D, 
Ozair S, Courville A, and Bengio Y. Generative adversarial nets. 
In Advances in neural information processing systems. 2014. p. 
2672–2680.

	 54.	 Grave E, Bojanowski P, Gupta P, Joulin A, and Mikolov T. 
Learning word vectors for 157 languages. In Proceedings of the 
International Conference on Language Resources and Evaluation 
(LREC 2018), 2018.

	 55.	 Greevy E, and Smeaton AF. Classifying racist texts using a sup-
port vector machine. In Sanderson M, Järvelin K, Allan J, and 
Bruza P, editors, SIGIR 2004: Proceedings of the 27th Annual 
International ACM SIGIR Conference on Research and Devel-
opment in Information Retrieval, Sheffield, UK, ACM. 2004. p. 
468-469.https://​doi.​org/​10.​1145/​10089​92.​10090​74.

	 56.	 Han J, Zhang Z, Schuller B. Adversarial training in affective 
computing and sentiment analysis: Recent advances and perspec-
tives. IEEE Comput Intell Mag. 2019;14(2):68–81.

	 57.	 Hazarika D, Poria S, Gorantla S, Cambria E, Zimmermann R, 
and Mihalcea R. CASCADE: Contextual sarcasm detection in 
online discussion forums. In Proceedings of the 27th Interna-
tional Conference on Computational Linguistics, Santa Fe, New 
Mexico, USA, Aug. 2018. Association for Computational Lin-
guistics. 2018. p. 1837-1848.https://​www.​aclweb.​org/​antho​logy/​
C18-​1156.

	 58.	 Hedger JA. Meaning and racial slurs: Derogatory epithets and the 
semantics/pragmatics interface. Language & Communication. 

348 Cognitive Computation  (2022) 14:322–352

1 3

https://www.aclweb.org/anthology/W18-5110
https://doi.org/10.18653/v1/d17-1169
https://doi.org/10.18653/v1/d17-1169
http://ceur-ws.org/Vol-2263/paper009.pdf
http://ceur-ws.org/Vol-2150/overview-AMI.pdf
http://ceur-ws.org/Vol-2150/overview-AMI.pdf
https://doi.org/10.1007/s11023-018-9482-5
https://doi.org/10.1007/s11023-018-9482-5
https://doi.org/10.1145/3232676
https://doi.org/10.1145/3232676
https://aaai.org/ocs/index.php/ICWSM/ICWSM18/paper/view/17909
https://aaai.org/ocs/index.php/ICWSM/ICWSM18/paper/view/17909
https://www.aclweb.org/anthology/W17-3013
http://proceedings.mlr.press/v37/ganin15.html
http://jmlr.org/papers/v17/15-239.html
https://doi.org/10.1145/3308558.3313698
http://comp.social.gatech.edu/papers/icwsm14.vader.hutto.pdf
http://comp.social.gatech.edu/papers/icwsm14.vader.hutto.pdf
https://doi.org/10.1145/3091478.3091509
https://doi.org/10.1145/3091478.3091509
https://doi.org/10.1145/1008992.1009074
https://www.aclweb.org/anthology/C18-1156
https://www.aclweb.org/anthology/C18-1156


2013;33(3):205–13.http://​www.​scien​cedir​ect.​com/​scien​ce/​artic​
le/​pii/​S0271​53091​30003​72.

	 59.	 Hochreiter S, Schmidhuber J. Long short-term memory. Neu-
ral Computation. 1997;9(8):1735–80.http://​dx.​doi.​org/​10.​1162/​
neco.​1997.9.​8.​1735.

	 60.	 Hussain A, Cambria E. Semi-supervised learning for big social 
data analysis. Neurocomputing. 2018;275:1662–733.

	 61.	 Ibrohim MO, and Budi I. Multi-label hate speech and abusive 
language detection in Indonesian Twitter. In Proceedings of 
the Third Workshop on Abusive Language Online, Florence, 
Italy. Association for Computational Linguistics. 2019. p. 
46-57.https://​www.​aclweb.​org/​antho​logy/​W19-​3506.

	 62.	 Indurthi V, Syed B, Shrivastava M, Chakravartula N, Gupta M, 
and Varma V. FERMI at SemEval-2019 Task 5: Using Sentence 
embeddings to Identify Hate Speech Against Immigrants and 
Women in Twitter. In Proceedings of the 13th International 
Workshop on Semantic Evaluation, Minneapolis, Minnesota, 
USA. Association for Computational Linguistics. 2019. p. 
70-74.https://​www.​aclweb.​org/​antho​logy/​S19-​2009.

	 63.	 Joachims T. Text categorization with support vector machines: 
Learning with many relevant features. In C. Nedellec and 
C. Rouveirol, editors, Machine Learning: ECML-98, 10th 
European Conference on Machine Learning, Chemnitz, Ger-
many, April 21-23, 1998, Proceedings, volume 1398 of Lecture 
Notes in Computer Science. Springer, 1998. p. 137-142.https://​
doi.​org/​10.​1007/​BFb00​26683.

	 64.	 Jurgens D, Hemphill L, and Chandrasekharan E. A Just and 
Comprehensive Strategy for Using NLP to Address Online 
Abuse. In Proceedings of the 57th Annual Meeting of the 
Association for Computational Linguistics, Florence, Italy, 
July 2019. Association for Computational Linguistics. 2019. 
p. 3658-3666.https://​www.​aclweb.​org/​antho​logy/​P19-​1357.

	 65.	 Karan M, and Šnajder J. Cross-domain detection of abusive 
language online. In Proceedings of the 2nd Workshop on Abu-
sive Language Online (ALW2), Brussels, Belgium, Associa-
tion for Computational Linguistics. 2018. p. 132-137.https://​
www.​aclweb.​org/​antho​logy/​W18-​5117.

	 66.	 Karoui J, Benamara F, Moriceau V, Patti V, Bosco C, and Aussenac- 
Gilles N. Exploring the impact of pragmatic phenomena on 
irony detection in tweets: A multilingual corpus study. In 
Proceedings of the 15th Conference of the European Chapter 
of the Association for Computational Linguistics: Volume 1, 
Long Papers, Valencia, Spain, Association for Computational 
Linguistics. 2017. p. 262-272.https://​www.​aclweb.​org/​antho​
logy/​E17-​1025.

	 67.	 Khatua A, Cambria E, Ghosh K, Chaki N, and Khatua A. 
Tweeting in Support of LGBT? A Deep Learning Approach. In 
Proceedings of the ACM India Joint International Conference 
on Data Science and Management of Data, CoDS-COMAD 19, 
New York, NY, USA, Association for Computing Machinery. 
2019. p. 342-345.https://​doi.​org/​10.​1145/​32970​01.​32970​57.

	 68.	 Khatua A, Cambria E. Khatua A. Sounds of Silence Breakers: 
Exploring Sexual Violence on Twitter. In 2018 IEEE/ACM 
International Conference on Advances in Social Networks 
Analysis and Mining (ASONAM). 2018. p. 397–400.

	 69.	 King RD, Sutton GM. High times for hate crimes: Explaining 
the temporal clustering of hate-motivated offending. Criminol-
ogy. 2013;51(4):871–94.

	 70.	 Kwok I, and Wang Y. Locate the Hate: Detecting Tweets 
against Blacks. In M. desJardins and M. L. Littman, editors, 
Proceedings of the Twenty-Seventh AAAI Conference on Arti-
ficial Intelligence, July 14–18. Bellevue, Washington. USA: 
AAAI Press; 2013.http://​www.​aaai.​org/​ocs/​index.​php/​AAAI/​
AAAI13/​paper/​view/​6419.

	 71.	 Lai M, Cignarella AT, Farías DIH, Bosco C, Patti V, Rosso P. 
Multilingual stance detection in social media political debates. 

Comput Speech Lang. 2020;63:101075.https://​doi.​org/​10.​
1016/j.​csl.​2020.​101075.

	 72.	 Lai M, Hernandez Farías DI, Patti B, and Rosso P. Friends and 
enemies of Clinton and Trump: using context for detecting 
stance in political tweets. In Mexican International Conference 
on Artificial Intelligence. Springer, 2016. p. 155–168.

	 73.	 Liu P, Qiu X, and Huang X. Adversarial Multi-task Learning 
for Text Classification. In R. Barzilay and M. Kan, editors, 
Proceedings of the 55th Annual Meeting of the Association 
for Computational Linguistics, ACL 2017, Vancouver, Canada, 
July 30 - August 4, Volume 1: Long Papers. Association for 
Computational Linguistics, 2017. p. 1-10.https://​doi.​org/​10.​
18653/​v1/​P17-​1001.

	 74.	 Liu Q, Zhang Y, and Liu J. Learning Domain Representation 
for Multi-Domain Sentiment Classification. In Proceedings of 
the 2018 Conference of the North American Chapter of the 
Association for Computational Linguistics: Human Language 
Technologies, Volume 1 (Long Papers), New Orleans, Louisi-
ana. Association for Computational Linguistics. 2018. p. 541-
550.https://​www.​aclweb.​org/​antho​logy/​N18-​1050.

	 75.	 Liu X, He P, Chen W, and Gao J. Multi-task deep neural 
networks for natural language understanding. arXiv preprint 
2019. arXiv:1901.11504.

	 76.	 Ma Y, Peng H, and Cambria E. Targeted Aspect-Based Senti-
ment Analysis via Embedding Commonsense Knowledge into 
an Attentive LSTM. In S. A. McIlraith and K. Q. Weinberger, 
editors, Proceedings of the Thirty-Second AAAI Conference 
on Artificial Intelligence, (AAAI-18), the 30th innovative 
Applications of Artificial Intelligence (IAAI-18), and the 
8th AAAI Symposium on Educational Advances in Artificial 
Intelligence (EAAI-18), New Orleans, Louisiana, USA, AAAI 
Press. 2018. p. 5876-5883.https://​www.​aaai.​org/​ocs/​index.​php/​
AAAI/​AAAI18/​paper/​view/​16541.

	 77.	 Mandl T, Modha S, Majumder P, Patel D, Dave M, Mandalia C, 
and Patel A. Overview of the HASOC track at FIRE 2019: Hate 
Speech and Offensive Content Identification in Indo-European 
Languages. In P. Majumder, M. Mitra, S. Gangopadhyay, and 
P. Mehta, editors, FIRE ’19: Forum for Information Retrieval 
Evaluation, Kolkata, India, ACM. 2019. p. 14–17.https://​doi.​
org/​10.​1145/​33685​67.​33685​84.

	 78.	 Manne K. Down girl: The logic of misogyny. Oxford Univer-
sity Press; 2017.

	 79.	 Mathew B, Kumar N, Goyal P, Mukherjee A, et al. Analyzing 
the hate and counter speech accounts on Twitter. arXiv preprint 
2018. arXiv:1812.02712.

	 80.	 Mehta Y, Majumder N, Gelbukh AF, Cambria E. Recent 
trends in deep learning based personality detection. Artif 
Intell Rev. 2020;53(4):2313–39.https://​doi.​org/​10.​1007/​
s10462-​019-​09770-z.

	 81.	 Menini S, Moretti G, Corazza M, Cabrio E, Tonelli S, and Vil-
lata S. A system to monitor cyberbullying based on message 
classification and social network analysis. In Proceedings of 
the Third Workshop on Abusive Language Online, Florence, 
Italy, Association for Computational Linguistics. 2019. p. 105-
110.https://​www.​aclweb.​org/​antho​logy/​W19-​3511.

	 82.	 Minaee S, Kalchbrenner N, Cambria E, Nikzad N, Chenaghlu 
M, and Gao J. Deep learning based text classification: A com-
prehensive review. ArXiv, abs/​2004.​03705, 2020.

	 83.	 Mishra P, Del Tredici M, Yannakoudakis H, and Shutova E. 
Author Profiling for Hate Speech Detection. arXiv preprint 
2019. arXiv:1902.06734.

	 84.	 Mohammad S. # emotional tweets. In *SEM 2012: The First 
Joint Conference on Lexical and Computational Semantics–Vol-
ume 1: Proceedings of the main conference and the shared task, 
and Volume 2: Proceedings of the Sixth International Workshop 
on Semantic Evaluation (SemEval 2012). 2012. p. 246–255.

349Cognitive Computation  (2022) 14:322–352

1 3

http://www.sciencedirect.com/science/article/pii/S0271530913000372
http://www.sciencedirect.com/science/article/pii/S0271530913000372
http://dx.doi.org/10.1162/neco.1997.9.8.1735
http://dx.doi.org/10.1162/neco.1997.9.8.1735
https://www.aclweb.org/anthology/W19-3506
https://www.aclweb.org/anthology/S19-2009
https://doi.org/10.1007/BFb0026683
https://doi.org/10.1007/BFb0026683
https://www.aclweb.org/anthology/P19-1357
https://www.aclweb.org/anthology/W18-5117
https://www.aclweb.org/anthology/W18-5117
https://www.aclweb.org/anthology/E17-1025
https://www.aclweb.org/anthology/E17-1025
https://doi.org/10.1145/3297001.3297057
http://www.aaai.org/ocs/index.php/AAAI/AAAI13/paper/view/6419
http://www.aaai.org/ocs/index.php/AAAI/AAAI13/paper/view/6419
https://doi.org/10.1016/j.csl.2020.101075
https://doi.org/10.1016/j.csl.2020.101075
https://doi.org/10.18653/v1/P17-1001
https://doi.org/10.18653/v1/P17-1001
https://www.aclweb.org/anthology/N18-1050
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/16541
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/16541
https://doi.org/10.1145/3368567.3368584
https://doi.org/10.1145/3368567.3368584
https://doi.org/10.1007/s10462-019-09770-z
https://doi.org/10.1007/s10462-019-09770-z
https://www.aclweb.org/anthology/W19-3511
https://arxiv.org/abs/2004.03705


	 85.	 Mohammad S, Bravo-Marquez F, Salameh M, and Kiritchenko 
S. SemEval-2018 task 1: Affect in tweets. In Proceedings of 
The 12th International Workshop on Semantic Evaluation, New 
Orleans, Louisiana, Association for Computational Linguistics. 
2018. p. 1-17.https://​www.​aclweb.​org/​antho​logy/​S18-​1001.

	 86.	 Mohammad S, and Kiritchenko S. Using nuances of emotion to 
identify personality. In Proceedings of the International Con-
ference on Weblogs and Social Media (ICWSM-13), Boston, 
MA, 2013.

	 87.	 Mohammad S, Turney PD. Crowdsourcing a Word-Emotion  
Association Lexicon. Computational Intelligence. 2013; 
29(3):436–65.https://​doi.​org/​10.​1111/j.​1467-​8640.​2012.​
00460.x.

	 88.	 Mohammad SM, Kiritchenko S, and Zhu X. NRC-Canada: 
Building the state-of-the-art in sentiment analysis of tweets. 
arXiv preprint 2013. arXiv:1308.6242.

	 89.	 Mohammad SM, Sobhani P, Kiritchenko S. Stance and senti-
ment in tweets. ACM Transactions on Internet Technology. June 
2017;17(3).https://​doi.​org/​10.​1145/​30034​33.

	 90.	 Mohammad SM, Turney PD. Crowdsourcing a word-emotion 
association lexicon. Comput Intell. 2013;29(3):436–65.

	 91.	 Mossie Z, and Wang JH. Vulnerable community identification 
using hate speech detection on social media. Inf Process Manag. 
2019. p. 102087.

	 92.	 Mozafari M, Farahbakhsh R, and Crespi N. A BERT-Based 
Transfer Learning Approach for Hate Speech Detection in Online 
Social Media. In H. Cherifi, S. Gaito, J. F. Mendes, E. Moro, and 
L. M. Rocha, editors, Complex Networks and Their Applications 
VIII - Volume 1 Proceedings of the Eighth International Confer-
ence on Complex Networks and Their Applications COMPLEX 
NETWORKS 2019, Lisbon, Portugal, December 10-12, 2019, 
volume 881 of Studies in Computational Intelligence, Springer, 
2019. p. 928-940.https://​doi.​org/​10.​1007/​978-3-​030-​36687-2_​77

	 93.	 Navigli R, Ponzetto SP. BabelNet: The automatic construction, 
evaluation and application of a wide-coverage multilingual 
semantic network. Artif Intell. 2012;193:217–50.

	 94.	 Nielsen FÅ. A new ANEW: Evaluation of a word list for 
sentiment analysis in microblogs. arXiv preprint 2011.   
arXiv:1103.2903.

	 95.	 Nissim M, and Patti V. Semantic aspects in sentiment analysis. 
In F. A. Pozzi, E. Fersini, E. Messina, and B. Liu, editors, Senti-
ment Analysis in Social Networks, chapter 3, Morgan Kaufmann, 
2017. p. 31-48.http://​www.​scien​cedir​ect.​com/​scien​ce/​artic​le/​pii/​
B9780​12804​41240​00036.

	 96.	 Pamungkas EW, Basile V, and Patti V. Do You Really Want 
to Hurt Me? Predicting Abusive Swearing in Social Media. In 
Proceedings of The 12th Language Resources and Evaluation 
Conference. 2020. p. 6237–6246.

	 97.	 Pamungkas EW, Cignarella AT, Basile V, and Patti V. 
14-ExLab@UniTo for AMI at IberEval2018: Exploiting Lexi-
cal Knowledge for Detecting Misogyny in English and Spanish 
Tweets. In P. Rosso, J. Gonzalo, R. Martínez, S. Montalvo, and 
J. C. de Albornoz, editors, Proceedings of the Third Workshop 
on Evaluation of Human Language Technologies for Iberian Lan-
guages (IberEval 2018) co-located with 34th Conference of the 
Spanish Society for Natural Language Processing (SEPLN 2018), 
Sevilla, Spain, September 18th, 2018, volume 2150 of CEUR 
Workshop Proceedings. CEUR-WS.org, 2018. p. 234-241.http://​
ceur-​ws.​org/​Vol-​2150/​AMI_​paper2.​pdf.

	 98.	 Pamungkas EW, and Patti V. # NonDicevoSulSerio at SemEval- 
2018 Task 3: Exploiting Emojis and Affective Content for Irony 
Detection in English Tweets. In Proceedings of The 12th Inter-
national Workshop on Semantic Evaluation. 2018. p. 649–654.

	 99.	 Pamungkas EW, and Patti V. Cross-domain and Cross-lingual 
Abusive Language Detection: A Hybrid Approach with Deep 
Learning and a Multilingual Lexicon. In Proceedings of the 57th 

Annual Meeting of the Association for Computational Linguis-
tics: Student Research Workshop, Florence, Italy, Association 
for Computational Linguistics. 2019. p. 363-370.https://​www.​
aclweb.​org/​antho​logy/​P19-​2051.

	100.	 Pardo FMR, Rosso P. On the impact of emotions on author pro-
filing. Inf Process Manag. 2016;52(1):73–92.https://​doi.​org/​10.​
1016/j.​ipm.​2015.​06.​003.

	101.	 Park JH, Shin J, and Fung P. Reducing gender bias in abusive 
language detection. In Proceedings of the 2018 Conference on 
Empirical Methods in Natural Language Processing. 2018. p. 
2799-2804.

	102.	 Peng M, Zhang Q,  Jiang YG, and Huang X. Cross-Domain Senti-
ment Classification with Target Domain Specific Information. In 
Proceedings of the 56th Annual Meeting of the Association for 
Computational Linguistics (Volume 1: Long Papers), Melbourne, 
Australia, Association for Computational Linguistics. 2018. p. 
2505-2513.https://​www.​aclweb.​org/​antho​logy/​P18-​1233.

	103.	 Peters ME, Neumann M, Iyyer M, Gardner M, Clark C, Lee K, 
and Zettlemoyer L. Deep contextualized word representations. 
In M. A. Walker, H. Ji, and A. Stent, editors, Proceedings of the 
2018 Conference of the North American Chapter of the Associa-
tion for Computational Linguistics: Human Language Technolo-
gies, NAACL-HLT 2018, New Orleans, Louisiana, USA, June 
1-6, 2018, Volume 1 (Long Papers). Association for Computa-
tional Linguistics. 2018. p. 2227-2237.https://​doi.​org/​10.​18653/​
v1/​n18-​1202.

	104.	 Plutchik R. A general psychoevolutionary theory of emotion. 
In R. Plutchik and H. Kellerman, editors, Emotion: Theory, 
research, and experience: Vol. 1. Theories of emotion. Academic 
press, New York, 1980. p. 3-33.

	105.	 Pontiki M, Galanis D, Pavlopoulos J, Papageorgiou H,  
Androutsopoulos I, and S. Manandhar. SemEval-2014 task 4: 
Aspect based sentiment analysis. In Proceedings of the 8th Inter-
national Workshop on Semantic Evaluation (SemEval 2014), 
Dublin, Ireland. Association for Computational Linguistics. 
2014. p. 27–35.https://​www.​aclweb.​org/​antho​logy/​S14-​2004.

	106.	 Poria S, Gelbukh A, Hussain A, Howard N, Das D, Bandyopadhyay  
S. Enhanced SenticNet with affective labels for concept-based 
opinion mining. IEEE Intell Syst. 2013;28(2):31–8.

	107.	 Poria S, Majumder N, Hazarika D, Cambria E, Gelbukh A, 
Hussain A. Multimodal Sentiment Analysis: Addressing 
Key Issues and Setting Up the Baselines. IEEE Intell Syst. 
2018;33(6):17–25.

	108.	 Qian J, ElSherief M, Belding E, and Wang WY. Leveraging Intra-
User and Inter-User Representation Learning for Automated Hate 
Speech Detection. In Proceedings of the 2018 Conference of the 
North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies, Volume 2 (Short 
Papers), New Orleans, Louisiana, Association for Computational 
Linguistics. 2018. p. 118-123.https://​www.​aclweb.​org/​antho​logy/​
N18-​2019.

	109.	 Rajamanickam S, Mishra P, Yannakoudakis H, and Shutova E. 
Joint Modelling of Emotion and Abusive Language Detection. 
arXiv preprint 2020. arXiv:2005.14028.

	110.	 Richardson-Self L. Woman-hating: On misogyny, sexism, and 
hate speech. Hypatia. 2018;33(2):256–72.https://​onlin​elibr​ary.​
wiley.​com/​doi/​abs/​10.​1111/​hypa.​12398.

	111.	 Rizoiu M, Wang T, Ferraro G, and Suominen H. Transfer Learn-
ing for Hate Speech Detection in Social Media. CoRR, abs/​1906.​
03829, 2019.

	112.	 Russell JA. A circumplex model of affect. Journal of Personality 
and Social Psychology. 1980;39:1161–78.http://​arxiv.​org/​abs/​
1906.​03829.

	113.	 Saha P, Mathew B, Goyal P, and Mukherjee A. Hateminers:  
Detecting hate speech against women. arXiv preprint 
2018. arXiv:1812.06700.

350 Cognitive Computation  (2022) 14:322–352

1 3

https://www.aclweb.org/anthology/S18-1001
https://doi.org/10.1111/j.1467-8640.2012.00460.x
https://doi.org/10.1111/j.1467-8640.2012.00460.x
https://doi.org/10.1145/3003433
https://doi.org/10.1007/978-3-030-36687-2_77
http://www.sciencedirect.com/science/article/pii/B9780128044124000036
http://www.sciencedirect.com/science/article/pii/B9780128044124000036
http://ceur-ws.org/Vol-2150/AMI_paper2.pdf
http://ceur-ws.org/Vol-2150/AMI_paper2.pdf
https://www.aclweb.org/anthology/P19-2051
https://www.aclweb.org/anthology/P19-2051
https://doi.org/10.1016/j.ipm.2015.06.003
https://doi.org/10.1016/j.ipm.2015.06.003
https://www.aclweb.org/anthology/P18-1233
https://doi.org/10.18653/v1/n18-1202
https://doi.org/10.18653/v1/n18-1202
https://www.aclweb.org/anthology/S14-2004
https://www.aclweb.org/anthology/N18-2019
https://www.aclweb.org/anthology/N18-2019
https://onlinelibrary.wiley.com/doi/abs/10.1111/hypa.12398
https://onlinelibrary.wiley.com/doi/abs/10.1111/hypa.12398
https://arxiv.org/abs/1906.03829
https://arxiv.org/abs/1906.03829
http://arxiv.org/abs/1906.03829
http://arxiv.org/abs/1906.03829


	114.	 Samghabadi NS, Hatami A, Shafaei M, Kar S, and Solorio T. 
Attending the Emotions to Detect Online Abusive Language. 
arXiv preprint 2019. arXiv:1909.03100.

	115.	 Schmidt A, and Wiegand M. A Survey on Hate Speech Detection 
using Natural Language Processing. In Proceedings of the Fifth 
International Workshop on Natural Language Processing for 
Social Media, Valencia, Spain, Association for Computational 
Linguistics. 2017. p. 1-10.https://​www.​aclweb.​org/​antho​logy/​
W17-​1101.

	116.	 Shirbandi A, Moradi B. Comparative Study of Combination of 
Convolutional and Recurrent Neural Network for Natural Lan-
guage Processing. EasyChair: Technical report; 2019.

	117.	 Silva L, Mondal M, Correa D, Benevenuto F, and Weber I. 
Analyzing the targets of hate in online social media. In Pro-
ceedings of the 10th International Conference on Web and 
Social Media, ICWSM 2016. AAAI Press, 2016. 10th Inter-
national Conference on Web and Social Media, ICWSM 2016 ; 
Conference date: 17-05-2016 Through 20-05-2016. p. 687-690.

	118.	 Singh A, Blanco E, and Jin W. Incorporating Emoji Descrip-
tions Improves Tweet Classification. In Proceedings of the 
2019 Conference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Language Tech-
nologies. 2019. p. 2096-2101.

	119.	 Strapparava C, and Valitutti A. WordNet affect: an affective 
extension of WordNet. In Proceedings of the Fourth International 
Conference on Language Resources and Evaluation (LREC’04), 
Lisbon, Portugal, European Language Resources Association 
(ELRA). 2004.http://​www.​lrec-​conf.​org/​proce​edings/​lrec2​004/​
pdf/​369.​pdf.

	120.	 Sulis E, Farías DIH, Rosso P, Patti V, Ruffo G. Figurative mes-
sages and affect in Twitter: Differences between #irony, #sar-
casm and #not. Knowledge Based Systems. 2016a;108:132–
43.https://​doi.​org/​10.​1016/j.​knosys.​2016.​05.​035.

	121.	 Susanto Y, Livingstone AG, Ng BC, Cambria E. The hourglass 
model revisited. IEEE Intell Syst. 2020;35(5):96–102.

	122.	 Swamy SD, Jamatia A, and Gambäck B. Studying general-
isability across abusive language detection datasets. In Pro-
ceedings of the 23rd Conference on Computational Natural 
Language Learning (CoNLL), Hong Kong, China, Association 
for Computational Linguistics. 2019. p. 940-950.https://​www.​
aclweb.​org/​antho​logy/​K19-​1088.

	123.	 Thelwall M, Buckley K, Paltoglou G. Sentiment strength 
detection for the social web. Journal of the American Society 
for Information Science and Technology. 2012;63(1):163–
73.http://​dx.​doi.​org/​10.​1002/​asi.​21662.

	124.	 Tulkens S, Hilte L, Lodewyckx E, Verhoeven B, and Daelemans  
W. A Dictionary-based Approach to Racism Detection in 
Dutch Social Media. CoRR, abs/1608.08738, 2016.http://​arxiv.​
org/​abs/​1608.​08738.

	125.	 Tulkens S, Hilte L, Lodewyckx E, Verhoeven B, Daelemans 
W. The automated detection of racist discourse in Dutch social 
media. Computational Linguistics in the Netherlands Journal. 
2016;6:3–20.

	126.	 Vidgen B, and Derczynski L. Directions in Abusive Language 
Training Data: Garbage In, Garbage Out, 2020.

	127.	 Vidgen B, Harris A, Nguyen D, Tromble R, Hale S, and Margetts  
H. Challenges and frontiers in abusive content detection. In 
Proceedings of the Third Workshop on Abusive Language 
Online, Florence, Italy, Association for Computational Lin-
guistics. 2019. p. 80-93.https://​www.​aclweb.​org/​antho​logy/​
W19-​3509.

	128.	 Vidgen B, Yasseri T. Detecting weak and strong Islamo-
phobic hate speech on social media. J Inform Tech Polit. 
2020;17(1):66–78.

	129.	 Vigna FD, Cimino A, Dell’Orletta F, Petrocchi M, and Tesconi 
M. Hate Me, Hate Me Not: Hate Speech Detection on Facebook. 

In A. Armando, R. Baldoni, and R. Focardi, editors, Proceedings 
of the First Italian Conference on Cybersecurity (ITASEC17), 
Venice, Italy, January 17-20, 2017, volume 1816 of CEUR Work-
shop Proceedings. CEUR-WS.org, 2017. p. 86-95.http://​ceur-​ws.​
org/​Vol-​1816/​paper-​09.​pdf.

	130.	 Wang B, Yunxia Ding S, and Zhou X. YNU Wb at HASOC 
2019: Ordered Neurons LSTM with Attention for Identifying 
Hate Speech and Offensive Language. In Proceedings of the 11th 
annual meeting of the Forum for Information Retrieval Evalua-
tion (December 2019), 2019.

	131.	 Warner W, and Hirschberg J. Detecting Hate Speech on the World 
Wide Web. In Proceedings of the Second Workshop on Language 
in Social Media, Montréal, Canada, Association for Computational 
Linguistics. 2012. p. 19-26.https://​www.​aclweb.​org/​antho​logy/​
W12-​2103.

	132.	 Waseem Z, Davidson T, Warmsley D, and Weber I. Under-
standing Abuse: A Typology of Abusive Language Detection 
Subtasks. In Z. Waseem, W. H. K. Chung, D. Hovy, and J. R. 
Tetreault, editors, Proceedings of the First Workshop on Abusive 
Language Online, ALW@ACL 2017, Vancouver, BC, Canada, 
August 4, 2017. Association for Computational Linguistics, 
2017. p. 78-84.

	133.	 Waseem Z, and Hovy D. Hateful Symbols or Hateful People? 
Predictive Features for Hate Speech Detection on Twitter. In 
Proceedings of the Student Research Workshop, SRW@HLT-
NAACL 2016, The 2016 Conference of the North American 
Chapter of the Association for Computational Linguistics: 
Human Language Technologies, San Diego California, USA, 
The Association for Computational Linguistics, 2016. p. 
88-93.https://​doi.​org/​10.​18653/​v1/​n16-​2013.

	134.	 Waseem Z, Thorne J, and Bingel J. Bridging the gaps: Multi task 
learning for domain transfer of hate speech detection. In Online 
Harassment, Springer, 2018. p. 29–55. 

	135.	 Wiebe J, and Mihalcea R Word sense and subjectivity. In Pro-
ceedings of the 21st International Conference on Computational 
Linguistics and 44th Annual Meeting of the Association for 
Computational Linguistics. 2006. p. 1065–1072.

	136.	 Wiegand M, Ruppenhofer J, and Kleinbauer T. Detection of abu-
sive language: the problem of biased datasets. In Proceedings of 
the 2019 Conference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers). 2019. p. 602–608.

	137.	 Wiegand M, Ruppenhofer J, Schmidt A, and Greenberg C. Induc-
ing a lexicon of abusive words – a feature-based approach. In 
Proceedings of the 2018 Conference of the North American 
Chapter of the Association for Computational Linguistics: 
Human Language Technologies, Volume 1 (Long Papers), New 
Orleans, Louisiana, Association for Computational Linguis-
tics. 2018. p. 1046–1056.https://​www.​aclweb.​org/​antho​logy/​
N18-​1095.

	138.	 Wiegand M, Siegel M, and Ruppenhofer J. Overview of the 
GermEval 2018 Shared Task on the Identification of Offensive 
Language. In Proceedings of the GermEval 2018 Workshop, 
14th Conference on Natural Language Processing (KONVENS 
2018). 2018. p. 1–10.

	139.	 Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, Cistac 
O, Rault T, Louf R, Funtowicz M, and Brew J. HuggingFace’s  
Transformers: State-of-the-art Natural Language Processing. 
ArXiv, abs/​1910.​03771, 2019.

	140.	 Xia Y, Cambria E, Hussain A, Zhao H. Word polarity disam-
biguation using bayesian model and opinion-level features. Cogn 
Comput. 2015;7(3):369–80.

	141.	 Xu Z, von Ritter L, and Serra G. Hierarchical Adversarial 
Training for Multi-domain Adaptive Sentiment Analysis. In 
A. Appice, M. Ceci, C. Loglisci, G. Manco, E. Masciari, and 
Z. W. Ras, editors, Complex Pattern Mining - New Challenges, 

351Cognitive Computation  (2022) 14:322–352

1 3

https://www.aclweb.org/anthology/W17-1101
https://www.aclweb.org/anthology/W17-1101
http://www.lrec-conf.org/proceedings/lrec2004/pdf/369.pdf
http://www.lrec-conf.org/proceedings/lrec2004/pdf/369.pdf
https://doi.org/10.1016/j.knosys.2016.05.035
https://www.aclweb.org/anthology/K19-1088
https://www.aclweb.org/anthology/K19-1088
http://dx.doi.org/10.1002/asi.21662
http://arxiv.org/abs/1608.08738
http://arxiv.org/abs/1608.08738
https://www.aclweb.org/anthology/W19-3509
https://www.aclweb.org/anthology/W19-3509
http://ceur-ws.org/Vol-1816/paper-09.pdf
http://ceur-ws.org/Vol-1816/paper-09.pdf
https://www.aclweb.org/anthology/W12-2103
https://www.aclweb.org/anthology/W12-2103
https://doi.org/10.18653/v1/n16-2013
https://www.aclweb.org/anthology/N18-1095
https://www.aclweb.org/anthology/N18-1095
https://arxiv.org/abs/1910.03771


Methods and Applications, volume 880 of Studies in Computa-
tional Intelligence, Springer. 2020. p. 17–32.https://​doi.​org/​10.​
1007/​978-3-​030-​36617-9_2.

	142.	 Yadav A, Vishwakarma DK. Sentiment analysis using deep learn-
ing architectures: a review. Artif Intell Rev. 2020;53(6):4335–
85.https://​doi.​org/​10.​1007/​s10462-​019-​09794-5.

	143.	 Zampieri M, Malmasi S, Nakov P, Rosenthal S, Farra N, and Kumar 
R. Predicting the type and target of offensive posts in social media. 
In Proceedings of the 2019 Conference of the North American 
Chapter of the Association for Computational Linguistics: Human 
Language Technologies, Volume 1 (Long and Short Papers),  
Minneapolis, Minnesota. Association for Computational Linguistics. 
2019. p. 1415-1420.https://​www.​aclweb.​org/​antho​logy/​N19-​1144.

	144.	 Zampieri M, Malmasi S, Nakov P, Rosenthal S, Farra N, and 
Kumar R. SemEval-2019 task 6: Identifying and categorizing 
offensive language in social media (OffensEval). In Proceedings 

of the 13th International Workshop on Semantic Evaluation, 
Minneapolis, Minnesota, USA, Association for Computational 
Linguistics. 2019. p. 75-86.https://​www.​aclweb.​org/​antho​logy/​
S19-​2010.

	145.	 Zannettou S, Finkelstein J, Bradlyn B, Blackburn J. A Quantitative  
Approach to Understanding Online Antisemitism. Proceedings 
of the International AAAI Conference on Web and Social Media. 
2020;14:786–97.

	146.	 Zhang K, Zhang H, Liu Q, Zhao H, Zhu H, and Chen E. Inter-
active Attention Transfer Network for Cross-Domain Sentiment 
Classification. In The Thirty-Third AAAI Conference on Artificial 
Intelligence, AAAI 2019, The Thirty-First Innovative Applica-
tions of Artificial Intelligence Conference, IAAI 2019, The Ninth 
AAAI Symposium on Educational Advances in Artificial Intelli-
gence, EAAI 2019, Honolulu, Hawaii, USA, AAAI Press, 2019. p. 
5773–5780https://​doi.​org/​10.​1609/​aaai.​v33i01.​33015​773.

352 Cognitive Computation  (2022) 14:322–352

1 3

https://doi.org/10.1007/978-3-030-36617-9_2
https://doi.org/10.1007/978-3-030-36617-9_2
https://doi.org/10.1007/s10462-019-09794-5
https://www.aclweb.org/anthology/N19-1144
https://www.aclweb.org/anthology/S19-2010
https://www.aclweb.org/anthology/S19-2010
https://doi.org/10.1609/aaai.v33i01.33015773

	Emotionally Informed Hate Speech Detection: A Multi-target Perspective
	Abstract
	Introduction
	Related Work
	Affective Computing and Sentiment Analysis
	Supervised and Semi-Supervised Learning for Social Data Analysis
	Emotion Categorization Models and Affective Resources
	Word Intensity and Polarity Disambiguation

	Hate Speech Detection in Online Communication
	Domain Adaptation in Abusive Language Detection
	Affective Information in Abusive Language Detection Tasks

	Datasets
	Datasets Description
	Datasets Statistics

	Generalizing Hate Speech Phenomena Across Multiple Datasets
	Methodology
	Models
	Results
	Results for the  Configuration
	Results for the  Configuration


	Multi-target Hate Speech Detection
	Methodology
	Models
	Results
	Results for the  Configurations
	Results for the  Configuration


	Emotion-aware Multi-target Hate Speech Detection
	Methodology
	Models
	Sentic-based Models
	Hurtlex-based Models

	Results
	Results for Sentic computing emotion features
	Results for Hurtlex emotion features


	Discussions and Error Analysis
	Main Conclusions
	Impact of Bias in Multi-target Hate Speech Detection
	Error Analysis

	Conclusion and Future Work
	Acknowledgements 
	References


