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Abstract
In healthcare services, information extraction is the key to understand any corpus-based knowledge. The process becomes
laborious when the annotation is done manually for the availability of a large number of text corpora. Hence, future
automated extraction systems will be essential for groups of experts such as doctors and medical practitioners as well as non-
experts such as patients, to ensure enhanced clinical decision-making for improving healthcare systems. Such extraction
systems can be developed using medical concepts and concept-related features as the part of a structured corpus. The latter
can assist in assigning the category and sentiment to each of the medical concepts and their lexical contexts. These categories
and sentiment assignments constitute semantic relations of medical concepts, with their context, represented by sentences
of the corpus. This paper presents a new domain-based knowledge lexicon coupled with a machine learning approach to
extract semantic relations. This is done by assigning category and sentiment of the medical concepts and contexts. The
categories considered in this research, are diseases, symptoms, drugs, human anatomy, and miscellaneous medical terms,
whereas sentiments are considered as positive and negative. The proposed assignment systems are developed on the top of
WordNet of Medical Event (WME) lexicon. The developed lexicon provides medical concepts and their features, namely
Parts-Of-Speech (POS), gloss (descriptive explanation), Similar Sentiment Words (SSW), affinity score, gravity score,
polarity score, and sentiment. Several well-known supervised classifiers, including Naı̈ve Bayes, Logistic Regression, and
support vector-based Sequential Minimal Optimization (SMO) have been applied to evaluate the developed systems. The
proposed approaches have resulted in a concepts clustering application by identifying the semantic relations of concepts. The
application provides potential exploitation in several domains, such as medical ontologies and recommendation systems.
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Introduction

Assigning categories and sentiment to medical concepts as
well as contexts is an emerging area under the umbrella
of multidisciplinary research in various healthcare services.
We generally face challenges in this research area due
to a lack of involvement of domain experts and scarcity
of domain-specific lexicons. Moreover, the extraction of
knowledge-based features and semantic relations of medical
concepts is considered as another challenge because, till
date, the available medical lexicons do not offer such
features as category and sentiment.

Over the past few decades, researchers struggled to
design various information extraction systems, such as
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GENIA1 and PennBioIE,2 to overcome such challenges.
One of their fundamental motivations was to develop
structured corpora from unstructured or semi-structured
versions. In particular, various statistical and ontology-
based approaches were used along with linguistic and
machine learning techniques [66]. Such approaches have
been employed to extract medical terms or concepts along
with their syntactic and semantic features [34].

In the present work, we have developed two systems,
one for assigning categories and another for identifying
sentiments to medical concepts and their contexts. Both
the systems also help to extract the semantic relations
among medical concepts. In general, the medical concepts,
represented by words or phrases contain attributes with
knowledge and information related to medical entities.
In order to identify concepts, isolation of stop-words
and negation words or phrases are taken into account.
The identified concepts are broadly classified as medical
and non-medical. For example, abdom-inal pain and
uncontrolled jerking are presented as medical and non-
medical concepts, respectively.

Besides this, each sentence of the corpus is considered
as a context in our task. These contexts are classified as
medical and non-medical based on the presence of medical
concepts. For example, “Abdominal pain is a sign of
early pregnancy.” represents a medical context due to the
presence of medical concepts such as Abdominal pain, sign
and early pregnancy. On the other hand, “Green apple is
good or red apple.” refers a non-medical context in the
absence of any medical concept.

On the extracted concepts and contexts, we have applied
our categorization and sentiment identification systems. In
case of categorization, the extracted concepts are catego-
rized into five types such as diseases, symptoms, drugs,
human anatomy, and miscellaneous medical terms (unrec-
ognized categories presented as MMT in rest of the paper).
For instance, the medical concept “abdominal pain” indi-
cates disease category. These categories were proposed by
medical practitioners and experts based on their observa-
tions and evaluations on the primary occurrences of the
extracted concepts and contexts in our corpora. The cat-
egories of individual concepts help to assign the overall
category to their corresponding context. In addition to this,
eleven categories of medical contexts were identified in a
pair-wise manner such as disease-symptom, disease-drug
etc.

For example, the context, “Ranitidinedrug belongs to
a class of drugsMMT which is primarily known as
H2 blockersdrug .” in overall is categorized as drug-MMT.
Such categories of medical concepts as well as contexts

1http://www.nactem.ac.uk/GENIA/tagger/
2https://catalog.ldc.upenn.edu/LDC2008T21

assist in identifying the knowledge-based relations among
various concepts within a context.

Similarly, to make provision for acquiring the sense-
based information with respect to both concepts and
contexts, we have built a sentiment identification system
[6, 7, 9]. We have considered only positive and negative
sentiments. For example, “amnesia” is a negative medical
concept, whereas the context “Pregnancy is a beautiful
experience”, is presented with a positive sentiment.

We have observed that the sentiment identification
results are not uniform for different categories of concepts.
For example, the medical concepts of category such as
human anatomy mostly contain neutral sentiment, whereas
symptom category carries either positive or negative
sentiment.

In order to develop these systems, we have used our
previously built medical lexicon viz. WordNet of Medical
Event (WME) which helps to extract medical concepts from
contexts. Moreover, the lexicon supports in assigning the
linguistic and sentiment features of medical concepts [67].
To tackle this, two versions of WME, namely WME 1.0
(WME version 1) [46] and WME 2.0 (WME version 2) [47],
were prepared by us.

WME 1.0 lexicon contains 6415 number of medical
concepts and their linguistic features such as POS, gloss
with polarity score and sentiment. This version is unable
to provide the knowledge-based information and semantic
relation of the concepts. Therefore, we have designed an
enriched version of WME (WME 2.0) with 10186 number
of concepts and their knowledge-based features such as
affinity score, gravity score and similar sentiment words
(SSW).

Thereafter, we have adopted a hybrid approach by
employing the existing linguistic features of WME 2.0 into a
machine learning framework along with additional features
like uni-gram, bi-gram, and negation [48]. The uni-gram and
bi-gram features help to identify the categories of medical
concepts, whereas negation feature was adopted to identify
the underlying sentiment of medical contexts [3, 30, 49].

In order to develop the categorization system, we
have applied two supervised classifiers viz. Naı̈ve Bayes
and Logistic Regression [32]. These classifiers achieved
an average F-Measures of 0.81 and 0.86 for assigning
categories to medical concepts and contexts, respectively.

The sentiment identification system has been developed
using Naı̈ve Bayes and support vector oriented Sequential
Minimal Optimization (SMO) classifiers along with the
presence of WME 2.0. These classifiers achieved an average
F-Measures of 0.91 and 0.81 for identifying sentiment of
medical concepts and contexts, respectively.

The category and sentiment identification systems also
help to recognize the intensity of a context at the time of
communication. Thus, the proposed systems can provide

http://www.nactem.ac.uk/GENIA/tagger/
https://catalog.ldc.upenn.edu/LDC2008T21
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support to build a medical annotation system [73] which
could guide to prepare structured corpus from an unstruc-
tured or semi-structured corpus. Besides, the structured
corpus also assists in designing domain-specific appli-
cations like medical question answering, summarization,
and recommendation systems for enhancing the quality of
treatment in healthcare services [12, 13, 22, 36].

Finally, in the paper, we have also reported how the
semantic relations between category and sentiment of
medical concepts and contexts are used for designing
various domain-specific applications.

Overview

Category and sentiment identification of the medical con-
cept is a contributory research in the domain of Biomedical
Natural Language Processing (Bio-NLP), which helps to
extract the conceptual information from medical corpora.
The conceptual information assists in representing struc-
tured corpora from a large number of the daily produced
unstructured and semi-structured corpus. Researchers have
applied ontology and lexicon such as SenticNet, SentiWord-
Net, and GENIA for identifying the conceptual information,
in the absence of domain experts. Unfortunately, these
resources are unable to provide an adequate output in the
domain of Bio-NLP due to the paucity of medical concepts
and multidisciplinary nature of the corpus [60].

Besides, machine learning approaches are used for
identifying linguistic, statistical, and semantical features
to overcome the challenge. To the process, the features
identification task is presented as a contributory task in this
domain. In the present paper, we have used our previously
developed domain-specific lexicon, namely WME 2.0 to
categorize and identify sentiment from medical concepts
as well as contexts. The POS, SSW, affinity score, gravity
score, polarity score, and sentiment features of medical
concepts and machine learning classifiers are combined and
presented as a hybrid approach. The hybrid approach applies
for assigning and identifying the category and sentiment of
concepts and contexts, which refer the semantic relations for
the medical corpus.

Moreover, the extracted category and sentiment of med-
ical concepts and contexts assist in designing domain-
specific applications such as medical concept clusters. To
develop the categorization and sentiment identification sys-
tem, the overall structure of the paper is as follows:
“Baseline System” illustrates the system’s baseline prepa-
ration; “Category Assignment Process” and “Sentiment
Identification Process” explain the medical category assign-
ment process and the medical sentiment identification pro-
cess, respectively; “Evaluation” describes the evaluation
of the proposed framework; “Semantic Relation Extraction

using Sentiment and Category” illustrates semantic relation
extraction using sentiment and category; “Related Work”
proposes related work; finally, “Conclusion and Future
Scope” sets out conclusion and future scope.

Baseline System

In Bio-NLP, a domain knowledge lexicon is essential for
extracting conceptual information from medical corpora [4,
17]. To this end, we have borrowed the knowledge from
WordNet of Medical Event (WME 2.0), a domain-specific
lexicon [47]. WME 2.0 has both structural and linguistic
features such as POS, gloss and conceptual features such
as affinity score, category, gravity score, polarity score,
sentiment, and SSW. These features assist in categorizing
and assigning sentiment of medical concepts as well as
contexts. Currently, two different versions of WME are
available; one WME 1.0 and another WME 2.0, according
to the versatility of medical concepts and the presence of
their features.

WME 1.0 The initial version of WME (WME 1.0) was
developed with 6415 numbers of medical concepts and their
features such as POS, gloss, polarity, and sentiment [46].
The resource was prepared with initial 2479 number of
medical concepts, which were acquired from the trial and
training datasets of SemEval-2015 Task-6.3 These concepts
were applied on WordNet, a conventional resource, and a
pre-processed English Medical Dictionary4 to expand the
lexicon, and find POS and gloss for the concepts. Polarity
and sentiment for the medical concepts were introduced
by the following sentiment lexicons like SentiWordNet,5

SenticNet,6 Bing Liu subjective list,7 and Taboada’s
adjective list8 [14, 26, 69]. For example, the medical
concept “abdominal cavity” assigns -0.5 polarity score and
negative sentiment under WME 1.0, as shown in Fig. 1.

The next version of WME (WME 2.0) was built to
enhance the number of medical concepts and their extended
semantic features [47, 54].

WME 2.0 The current version of WME, WME 2.0, is
able to extract more statistical and semantic features
with 10186 number of medical concepts [47]. WME 2.0
added affinity score, gravity score, SSW and additional

3http://alt.qcri.org/semeval2015/task6/
4http://alexabe.pbworks.com/f/Dictionary+of+Medical+Terms+4th+Ed.
-+(Malestrom).pdf
5http://sentiwordnet.isti.cnr.it/
6http://sentic.net/downloads/
7https://www.cs.uic.edu/
8http://neuro.imm.dtu.dk/wiki/

http://alt.qcri.org/semeval2015/task6/
http://alexabe.pbworks.com/f/Dictionary+of+Medical+Terms+4th+Ed.-+(Malestrom).pdf
http://alexabe.pbworks.com/f/Dictionary+of+Medical+Terms+4th+Ed.-+(Malestrom).pdf
http://sentiwordnet.isti.cnr.it/
http://sentic.net/downloads/
https://www.cs.uic.edu/
http://neuro.imm.dtu.dk/wiki/
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Fig. 1 The initial version of WordNet of Medical Event (WME 1.0)
lexicon. The features considered in WME 1.0, POS, gloss, polarity
score, and sentiment, are listed for an example medical concept
abdominal cavity

category features with the earlier features of WME 1.0,
namely POS, gloss, polarity score, and sentiment. These
features enhance WME 2.0 resource to emulate human
thought as a recommendation of medical advice, serving
a potential foundation of a higher-order cognitive model
under Natural Language Processing. For instance, the
medical concept “maltreatment” recognize SSW “abuse,
misuse, mismanage, and overlook” with negative sentiment
in WME 2.0 lexicon.

Affinity score indicates a sentiment linking between
medical concepts and their SSW with a probability from
0 indicating no relation and 1 suggesting a strong relation.
Besides, gravity score recognizes the sentiment relevance
between concepts and their glosses. The gravity score
ranges from -1 to 1 including 0. While -1 suggests no
relation, 0 describes neutral situations of either concept or
gloss without any assigned sentiment, and 1 indicates strong
relations either positive or negative, which helps to identify
a proper gloss for concepts.

On the other hand, category extracts the subjective infor-
mation of concepts and contexts such as diseases, drugs,
treatments, human anatomy, and MMT. The assigned cat-
egories of the medical concepts of WME 2.0 lexicon was
validated by the manual annotators, who are medical prac-
titioners. The annotators provide statistics applied through
Cohen’s kappa coefficient9 based agreement analysis. The
analysis produced 0.78 satisfactory agreement score for
validating the category of the concepts.

In the present paper, this category feature plays an impor-
tant role in categorizing the medical contexts. In addition,

9https://en.wikipedia.org/wiki/Cohen’skappa

WME 2.0 lexicon is used as a baseline (refer Fig. 2) to
build the categorization and sentiment identification system
for the medical concepts as well as the contexts, which are
explained in “Category Assignment Process” and “Senti-
ment Identification Process” respectively.

Category Assignment Process

Category refers to the broadest fundamental classes of
concepts and contexts that present the explicit knowledge-
based information [62]. Such information helps to convert
structured corpora as a large amount unstructured or
semi-structured textual corpora produced by the medical
practitioners. In the present paper, we have adopted WME
2.0 lexicon based five categories which assigns the category
to the medical concepts. Therefore, we have used these
five basic categories of concepts to identify eleven types of
categories for the medical contexts. The concept and context
categorization processes are described in the following
subsections.

Concept Categories

Medical concepts and their category feature assist in
understanding the medical concepts in the absence of
domain experts such as doctors and medical practitioners. In

Fig. 2 The current version of WordNet of Medical Event (WME 2.0)
lexicon. The features considered in WME 2.0, POS, gloss, SSW,
affinity score, gravity score, polarity score, and sentiment are listed for
an example medical concept amnesia

https://en.wikipedia.org/wiki/Cohen's kappa


674 Cogn Comput (2018) 10:670–685

order to recognize these categories of concepts, we proposed
an automated categorization system. The linguistic and
semantic features viz. POS, SSW, and sentiment of the
concepts are employed into supervised machine learning
classifiers that are combined and presented as a hybrid
approach for building an overall system. To evaluate the
proposed system, we have applied our previously built
WME 2.0 lexicon as a baseline, as mentioned in “Baseline
System”, with its medical concepts and features.

Therefore, we first identify the medical concepts from
the contexts using nltk package10 based tokenization, stem-
ming, and lemmatization method with the help of WME 2.0
lexicon. The lexicon provides the support to assign POS,
SSW, and sentiment features to the extracted medical con-
cepts. Also, these features of extracted concepts have been
processed through Naı̈ve Bayes and Logistic Regression
supervised classifiers for identifying the categories. The cat-
egories are diseases, drugs, treatments, human anatomy,
and MMT (miscellaneous terms) that are similar to the
categories of WME 2.0 concepts. For example, medical con-
cepts “Simvastatin ZOCOR 20-mg tablet” and “mouth” are
assigned with drug and human anatomy categories by the
system.

To evaluate the categorization system, we have col-
lected the datasets from SemEval-2015 Task-611 and
MedicineNet12 resources due to the unavailability of the
labeled corpus. The SemEval 2015 Task-6 resource was
acquired in a completely different way from the develop-
ment dataset of our baseline system. Thereafter, the dataset
was split into two-parts as training and test dataset to val-
idate the proposed system. The training dataset has been
labeled with medical concepts and their POS, category,
SSW, and sentiment features in the presence of medical
practitioners.

On the other hand, the assigned five categories of
concepts assist in assigning the categories of the contexts,
as described in the following “Context Categories”.

Context Categories

Context category is essential to understand the subjective
and conceptual information such as disease, treatment, and
emotional condition from the corpus. To identify the cate-
gory of medical contexts, we have used each of the extracted
medical concepts and their category from the context.
For example, the medical concepts and their categories like
“passage, air, supply, and oxygen” as MMT and “lungs
and body” as Human anatomy assist in assigning the overall

10http://www.nltk.org/
11http://alt.qcri.org/semeval2015/task6/
12http://www.medicinenet.com/script/main/hp.asp

category Human anatomy-MMT for the following medical
context.

“The passage of air into and out of the lungs to supply
the body with oxygen.”

Hence, we have applied the following algorithm to
identify the category of medical contexts in the presence of
concept categorization system.

Step 1: Initially we assign the category of medical
concepts of the context using concept categorization
system. Each of the medical concepts and its category is
presented as MC in a context

Step 2: Consider the consecutive medical concepts and
their category from the context, which is presented as
Partial Context Category (PCC)

Step 2.1: If the consecutive pair of concept categories
are same then PCC is:

PCC = MC1 ∩ MC2 (1)

Step 2.2: else PCC is:

PCC = MC1 ∪ MC2 (2)

where MC1 and MC2 indicate two consecutive medical
concepts and their category in a context.

Step 3: Extracted Partial Context Category (PCC) helps
to recognize the overall Context Category (CC) as:

CC = PCC1 ∩ PCC2 (3)

where PCC1 and PCC2 refer the partial context category
of the context. The following example shows the
extracted categories of medical contexts and their
medical concepts.

For example, “Wehave earlier found that in Jurkat cells MMT
activation of protein kinase C (PKC) MMT enhances the
cyclic adenosine monophosphate Disease accumulation
induced by adenosine receptor stimulation MMT.” med-
ical context is able to assign the category MMT-Disease
using our proposed system. To this process, we first extract
the partial context categories (PCC) such as “MMT-MMT”
and “disease-MMT”, which help to assign the overall con-
text category (CC) as “MMT-disease” for the mentioned
context.

Sentiment Identification Process

In recent years, sentiment analysis has become increasingly
popular for processing social media data on online
communities, blogs, wikis, microblogging platforms, and
other online collaborative media [8]. Sentiment analysis is
a branch of affective computing research [55] that aims
to classify text (but sometimes also audio and video [57])
into either positive or negative (but sometimes also neutral

http://www.nltk.org/
http://alt.qcri.org/semeval2015/task6/
http://www.medicinenet.com/script/main/hp.asp
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[19]). Most of the literature is on English language but
recently an increasing number of publications is tackling the
multilinguality issue [41].

Sentiment analysis techniques can be broadly categorized
into symbolic and sub-symbolic approaches. The former
include the use of lexicons [2], ontologies [28], and
semantic networks [16]; the latter consist of supervised
[52], semi-supervised [31] and unsupervised [40] machine
learning techniques that perform sentiment classification
based on word co-occurrence frequencies. There are also a
few hybrid approaches [10] that leverage both symbolic and
sub-symbolic techniques for polarity detection.

While most works approach it as a simple categorization
problem, sentiment analysis is actually a suitcase research
problem [15] that requires tackling many NLP tasks,
including named entity recognition [42], word polarity
disambiguation [75], personality recognition [44], sarcasm
detection [56], and aspect extraction [43].

Sentiment analysis has raised growing interest both
within the scientific community, leading to many exciting
open challenges, as well as in the business world, due to
the remarkable benefits to be had from financial [76] and
political [23] forecasting, user profiling [45] and community
detection [18], manufacturing and supply chain applications
[77], human communication comprehension [80] and
dialogue systems [79], etc.

Sentiment information also assists in building a struc-
tured corpora from unstructured corpora in the domain of
Bio-NLP. The researchers have applied various sentiment
ontologies and lexicons like SenticNet and SentiWordNet
to recognize sentiment of the concepts. Unfortunately, these
lexicons are unable to offer an adequate output due to a
lack of involvement domain experts and less occurrence of
medical concepts. Hence, we have employed a domain-
specific lexicon, namely WME 2.0, as a baseline to build
sentiment identification system for the medical concepts
and contexts which are described in the following subsections.

Concept Sentiment

Medical concepts and their related sentiments help to
identify the conceptual knowledge of the corpus such as
the situation of the patient, outcome of the prescription,
study of diagnosis reports etc. The conceptual knowledge
represented as positive and negative sentiment, which intern
judges the impact of the medical condition of patients and
effects of the treatment [20, 74]. For instance, the medical
concept colon cancer appears as negative sentiment, and
shows the behavior of the concept.

In order to develop the sentiment identification system
of the medical concept, we employed WME 2.0 lexicon
as a baseline (as referred in “Baseline System”). The
lexicon provides affinity score, polarity score, and SSW

features of medical concepts. Two supervised classifiers
viz Naı̈ve Bayes and support vector oriented Sequential
Minimal Optimization (SMO) are applied together as a
hybrid system to extract sentiment of the medical concepts
as positive and/or negative. For example, medical concepts
“acute brain disorder” and “impregnate” are identified
as negative and positive sentiment by the proposed
system.

The identified sentiments of the concepts have been
validated by the medical practitioners who generated a
labeled training dataset. The training dataset contains the
sentiment and semantic features like polarity score, senti-
ment and SSW of the concepts. The rest of the extracted
concepts and their sentiments are represented as a test
dataset, which is applied through supervised machine learn-
ing classifiers, for measuring the F-Measure of the pro-
posed system. Both training and test datasets are collected
from the previously mentioned SemEval 2015 Task-6 and
MedicineNet resources.

Context Sentiment

Context sentiment identification presents an important research
to resolve the semantic ambiguity of the corpus, which is
mainly generated due to the short length of the contexts.

For example, the medical context “Drugs to treat
pain.” is considered as semantic ambiguity for the medical
concept, pain. The medical concept pain carrying more than
one meaning, such as, “suffering” or “hurt”, can change the
conceptual information obviously based on the situation.

Moreover, context sentiment also reflects the opinion of
the doctors or physicians about the health status of patients
for better treatment [11, 21, 29]. To observe these chal-
lenges, we have used WME 2.0 lexicon with mentioned
concepts (as referred in “Concept Sentiment”) for identify-
ing sentiment of the overall medical context. The proposed
system is developed in two phases, namely pre-processing
and learning.

The pre-processing phase helps to extract key concepts
from the contexts using data extraction, cleansing, and
formatting as well as assign the conceptual features for the
extracted medical concepts. Thereafter, the learning phase
combines the conceptual features with machine learning
approaches which present a hybrid approach for building
sentiment identification system of the context. The learning
phase produces context sentiment, based on the polarity
scores of overall concepts, presented in context [61].
Besides, we have also taken care of negation words like
“no”, “not”, “never”, and “neither” to recognize the correct
sentiment of the medical contexts [24, 27, 30].

Hence, we have designed the following algorithm to assign
sentiment to the medical contexts with the help of sentiment
identification system developed for the medical concepts.



676 Cogn Comput (2018) 10:670–685

Step 1: Initially, we assign the polarity score (Polarityc)
and sentiment of each concept (medical and non-
medical) of the context. The proposed concept sentiment
identification system and various sentiment lexicons such
as SenticNet and SentiWordNet are applied to assign the
polarity score of these concepts.

Step 2: Identify the negation words or phrases to assign
the correct sentiment of the context.

Step 3: Calculate the overall polarity score of the context
using following equation,

Polaritycontext =
k∑

n=1

Polarityc (4)

where Polaritycontext indicates the overall polarity score
of the context and Polarityc refers individual polarity
score of each concept in a context.

Fig. 3 A flow diagram to
identify negative sentiment of
the medical contexts

Consistent hallucination, lack of

emotion and memory problems

shown by the patient

(Text input from clinical data)

Preprocessing

<Consistent, hallucination, lack, emotion,

memory, problems, shown, patient>

WME 2.0 lexicon

Sense Extraction of Concepts

<Consistent (neutral), hallucination (-ve),

lack (-ve), emotion (+ve), memory (+ve),

problems (-ve), shown (-ve), patient (-ve)>

Hybrid Approach

Medical Context Sense Identification

<Consistent (neutral), hallucination (-ve),

lack (-ve), emotion (-ve), memory (+ve),

problems (-ve), shown (-ve), patient (-ve)>

Context Sense is

Negative

Context Sense

Identification

Concept Sense

Identification
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Table 1 A statistical distribution of raw and unique medical concepts
and contexts from SemEval-2015 Task-6 and MedicineNet resource

Occurrences SemEval-2015 Task-6 MedicineNet

Raw Unique Raw Unique

Medical concepts 18196 9786 21161 9834

Contexts (medical +
non-medical)

11452 10985 9228 9076

Medical contexts 8926 6774 8226 7042

Step 4: Therefore, based on the comparison of overall
polarity score of the context, we have assigned the
sentiment of the context as positive and negative.

Figure 3 is an example with flow diagram, on how
we identify negative sentiment for the medical contexts.
Similarly, this approach has been applied to identify positive
sentiment for the medical contexts.

Evaluation

A domain-specific lexicon is crucial when it is embedded
with linguistic, structural, and statistical features to extract
conceptual information from different sources of medical
corpora such as discharge summaries, prescription, and
reports in the domain of Bio-NLP. In this paper, we
have presented category such as diseases, treatments, and
symptoms and sentiment as positive and negative for
the medical concepts as well as contexts, which assist
in identifying subjective information from the corpus.
The category and sentiment features help to develop
the semantic relation based medical concept clusters [1].
Moreover, our aim is to build an intelligent cognitive system
by combining a domain knowledge lexicon, namely WME
2.0, by including category and sentiment to improve the
quality of the services in healthcare [59].

In order to evaluate the proposed categorization and
sentiment identification systems, we have collected medical
concepts and contexts both from SemEval-2015 Task-613

and MedicineNet14 resources due to the unavailability of
labeled datasets. In addition, we have considered another
set of data from SemEval-2015 Task-6, which is not used
in developing the baseline system (WME 2.0). Overall, the
collected data is presented as training and test dataset in
the research. Table 1 shows the distribution of raw and
the unique number of collected concepts and contexts from
these resources.

We have also applied machine learning approaches in
the presence of WME 2.0 lexicon features to validate the

13http://alt.qcri.org/semeval2015/task6/
14http://www.medicinenet.com/script/main/hp.asp

Table 2 Distribution of the training and test datasets for validating
categorization system of medical concepts as well as contexts

Occurrences SemEval-2015 Task-6 MedicineNet

(in percentage) (in percentage)

Unique concepts 9786 9834

Concepts Training dataset 4212 (43.041%) 5120 (52.064%)

Test dataset 5574 (56.959%) 4714 (47.936%)

Unique contexts 6674 7042

Contexts Training dataset 2354 (34.75%) 2420 (34.365%)

Test dataset 4320 (65.25%) 4622 (65.635%)

extracted categories as well as sentiments for both medical
concepts and contexts.

Validation of Category Assignment System

Concept Category To evaluate the proposed categorization
system for the medical concepts, we have prepared a train-
ing dataset under the observation of medical practitioners
from the collected data. The training dataset contains 9332
number of medical concepts, which are arbitrarily collected
from SemEval-2015 Task-6 and MedicineNet resources
such as 4212 and 5120 number of the medical concepts
respectively. The medical practitioners have individually
verified the training data and labeled 2246, 1204, 2108, 428,
and 3346 medical concepts as diseases, symptoms, drugs,
human anatomy, and MMT categories. The remaining med-
ical concepts, 5574 and 4714 from SemEval-2015 Task-6
and MedicineNet resources are presented individually as a
test dataset. The test dataset has been processed through the
proposed categorization system of the concept to assign the
categories. Table 2 shows the distribution of training and test
datasets.

Thereafter, the training and test datasets are applied
through Naı̈ve Bayes and Logistic Regression supervised
classifiers in the presence of WME 2.0 lexicon driven
features as POS, SSW, and sentiment of the concept. To
select these classifiers, we have observed that, the Naı̈ve
Bayes classifier helps to combine the newly added training

Table 3 A comparative analysis of F-Measure for Naı̈ve Bayes and
Logistic Regression supervised classifiers

Model Naı̈ve Bayes Logistic regression

Use training set 0.970 0.816

Supplied test set 0.785 0.785

Cross-validation Folds 10 0.645 0.743

Percentage split (%66) 0.618 0.694

Each case, is assigned the category of the medical concepts using
proposed concept categorization system

http://alt.qcri.org/semeval2015/task6/
http://www.medicinenet.com/script/main/hp.asp
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Table 4 A statistical comparison of coverage between extracted
categories of the proposed system and WME 2.0 lexicon

Distributions SemEval-2015 Task-6/MedicineNet WME 2.0

Raw Unique Coverage (%) Unique

Disease 4764/6928 3012/3548 100/100 3641

Symptom 1747/4142 605/684 100/100 802

Drug 3234/5235 2845/3124 100/100 4196

Human Anatomy 624/742 88/218 100/100 227

MMT 7827/4114 3236/2260 40.8/58 1320

dataset with the existing training dataset. Here Logistic
Regression assists in presenting the observations as a form
of convenient probability scores over other well-known
classifiers. Each of the classifiers provide an average F-
Measure of 0.81 with four different models, namely use
training set, supplied test set, cross-validation folds 10, and
percentage split %66 as shown in Table 3.

To observe the importance of baseline system, we have
conducted a statistical comparison between the proposed
system and WME 2.0, acquired categories of the concepts,
which refereed to Table 4. Besides, we also analyzed
the number of linguistic and structural features between
SemEval-2015 Task-6 and MedicineNet resource provided
unique concepts and compared with WME 2.0. The features
are the count of uni-gram, bi-gram, and tri-gram [33].
Table 5 shows the distribution of these linguistic features for
SemEval-2015 Task-6, MedicineNet, and WME 2.0.

Context Category The category assignment system for the
medical contexts has been evaluated by Naı̈ve Bayes and
Logistic Regression supervised classifiers, with the col-
lected medical contexts as mentioned in Table 1. These con-
texts are distributed in training and test datasets as 4774 and
9042 number of contexts from SemEval-2015 Task-6 and
MedicineNet resources, individually, as shown in Table 2.

Afterward, both datasets were processed with mentioned
classifiers in the presence of the following features. The
features are the number of medical concepts, number of
words in the context, uni-gram, bi-gram count of the

Table 6 A comparative analysis of F-Measure for the Naı̈ve Bayes and
Logistic Regression classifiers

Model Naı̈ve Bayes Logistic regression

Use training set 0.976 0.865

Supplied test set 0.885 0.825

Cross-validation Folds 10 0.845 0.843

Percentage split (%66) 0.836 0.804

Each case, identifies the category of the medical contexts using context
categorization system

context, and concept categories. Finally, the classifiers offer
F-Measure of 0.86 for the categorization system of contexts
as shown in Table 6.

The proposed category assignment system is able to
assign eleven types of categories for the medical contexts.
Table 7 presents the distribution of the number of contexts
and their assigned categories. These categories assist in
discovering subjective information of the contexts related
to the domain knowledge. The domain knowledge helps to
build a medical annotation system for producing the struc-
tured corpus from unstructured corpora. Figure 4 describes
the steps of category assignment process of the contexts.

Validation of Sentiment Identification System

Concept Sentiment To evaluate the sentiment identification
system for the concepts, we have manually prepared 5000
labeled medical concepts as a training dataset, which
was collected from two different resources previously
mentioned, as shown in Table 1. The labeled training dataset
classifies as positive and negative sentiment with 1892
and 3108 number of medical concepts individually by the
medical practitioners. Besides, the rest of the acquired data
is presented as a test dataset to validate the system. Table 8
shows the arbitrary distribution of the resources such as
training and test dataset.

Thereafter, the medical concepts of training and test
datasets are labeled with POS, gloss, polarity score, and
SSW conceptual features and applied through Naı̈ve Bayes
and support vector based Sequential Minimal Optimization

Table 5 A statistical analysis
of identified linguistic and
structural features of
SemEval-2015 Task-6,
MedicineNet, and baseline
system (WME 2.0 lexicon)

Statistics SemEval-2015 Task-6+MedicineNet WME 2.0

Uni-gram Bi-gram Tri-gram Uni-gram Bi-gram Tri-gram

Disease 1102/1097 1364/1363 543/624 1187 1471 585

Symptom 324/358 263/261 18/63 374 460 143

Drug 795/867 1437/1562 613/695 906 1689 795

Human anatomy 67/198 21/18 −/2 203 21 3

MMT 1793/1432 397/217 97/24 1052 225 36
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Table 7 A statistical distribution of extracted categories of the medical
contexts

Context categories SemEval-2015 MedicineNet

Task-6

No. of contexts 6774 7042

Distribution of contexts categories

Disease-Symptom 832 1238

Disease-Drug 678 913

Disease-Human anatomy 224 415

Disease-MMT 1237 735

Symptom-Drug 158 136

Symptom-Human anatomy 98 64

Symptom-MMT 196 235

Human anatomy-MMT 205 149

Drug-Human anatomy 392 485

Drug-MMT 284 137

MMT-MMT 2470 2535

(SMO) supervised classifiers. The Naı̈ve Bayes classifier
helps to enhance the training dataset if new training data
is received, where SMO assists in handling a very large
training dataset with faster computation process.

Two classifiers obtain an average F-Measure of 0.91 with
four different models, namely use training set, supplied test
set, cross-validation folds 10, and percentage split %66 for
the sentiment identification of medical concepts. Tables 9
and 10 present the F-Measure calculation and a statistical
comparison of extracted sentiment for medical concepts
between the mentioned two resources and baseline system
(WME 2.0).

Context Sentiment The pre-processing and learning, two-
phase-based sentiment identification system of medical

Table 8 Distribution of the training and test dataset for validating
sentiment identification system of the concepts and contexts

Occurrences SemEval-2015 Task-6 MedicineNet

(in percentage) (in percentage)

Unique concepts 9786 9834

Concepts Training dataset 2366 (24.177%) 2634 (26.785%)

Test dataset 7420 (75.823%) 7200 (73.215%)

Unique contexts 6774 7042

Contexts Training dataset 2325 (34.322%) 2575 (36.566%)

Test dataset 4449 (65.678%) 4467 (63.434%)

contexts, are validated through the supervised Naı̈ve
Bayes and SMO classifiers. Hence, we have prepared the
training and test datasets from SemEval-2015 Task-6 and
MedicineNet resources. These resources obtained 4900 and
rest of 8916 number of unique medical contexts, which
are presented as a training and test dataset individually, as
shown in Table 8.

The training dataset labeled as 2032 and 2868 number of
the positive and negative sentiments by the medical practi-
tioners. The test dataset has been applied through proposed
sentiment identification system of medical contexts.

Thereafter, the training and test dataset are applied with
Naı̈ve Bayes and SMO classifiers, which provide an aver-
age F-Measure of 0.81 for identifying sentiment of the
contexts. Table 11 shows the F-Measure for sentiment iden-
tification system of the contexts with four models of each
classifiers.

The proposed system identified positive and negative
sentiment of medical contexts, which helped to extract
conceptual information from corpora. Table 12 shows the
distribution of contexts and their assigned sentiments.

Fig. 4 Category assignment process for the medical contexts
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Table 9 A comparative analysis of F-Measure for supervised
classifiers. Each case, identifies sentiment of the medical concepts
using proposed sentiment identification system

Model Naı̈ve Bayes SMO

Use training set 0.968 0.990

Supplied test set 0.915 0.915

Cross-validation Folds 10 0.964 0.967

Percentage split (%66) 0.973 0.979

Finally, Fig. 5 describes the steps of sentiment identification
process for the medical contexts.

Semantic Relation Extraction using
Sentiment and Category

Semantic relation between medical concepts or contexts
refers as an information retrieval system that helps to
identify the subjective meaning and conceptual features
from the unstructured corpus. The relation assists in extrac-
ting similar meaning oriented links between concepts, which
is considered as an automatic relation extraction system with
visualization effects. To identify the semantic relation from
the corpus, category and sentiment of the medical concept are
play an important role in understanding the natural linking
between them, in the absence of domain experts [82].

The category and sentiment are both essential to consider
due to the absence of uniform characteristic between cate-
gories and sentiments. The positive and negative sentiments
do not depend on the different categories of concepts such
as diseases, symptoms, and drugs etc. If a medical concept is
presented as symptom then we can not assure the sentiment
of concept as positive or negative. Similarly, in case of drug
and human anatomy category, major cases consider neutral
sentiment instead of positive and negative.

To overcome the mentioned challenges and to identify
the semantic relation between medical concepts, category
feature is essential along with sentiment feature of the
concept. Besides, the overall sentiment and category of the
context help to understand the meaning of the corpus.

The category and sentiment features of medical concepts
as well as contexts combined applications, support the
expert and non-expert groups of people to enhance their

Table 11 A comparative analysis of F-Measure for Naı̈ve Bayes and
SMO supervised classifiers

Model Naı̈ve Bayes SMO

Use training set 0.868 0.890

Supplied test set 0.815 0.815

Cross-validation Folds 10 0.864 0.867

Percentage split (%66) 0.873 0.879

Each case, identifies sentiment of the medical contexts using proposed
system

understanding of the medical concepts and their subjective
relations. Figure 6 presents a sample application as
semantic clusters of medical concepts, which have been
developed using the proposed categorization and sentiment
identification systems.

RelatedWork

Semantic relation extraction from the medical corpus is an
essential task in the biologically inspired natural language
processing (NLP) domain [53]. The corpus categories and
sentiments can be used to represent semantic relations, for
identifying conceptual knowledge from the corpus. The cat-
egory conveys the semantic information, where sentiment
shows the opinion or fact of medical concepts and contexts.

In recent years, researchers have introduced several lex-
icons to reduce the gap between cognitive human and
machine language processing, by identifying medical con-
cepts and their semantic features. To design these lexicons,
they have combined domain-specific knowledge with lin-
guistic, statistical, and machine learning driven approaches.
The linguistic and statistical approaches help to identify
concept specific features such as negation, uni-gram, and
bi-gram and POS, gloss, and similar sentiment words.
The linguistic features of the concepts assist in extracting
knowledge-based rules to determine the sentiment of the
medical corpus [24, 51, 68].

Smith and Fellbaum [63] developed a Medical WordNet
(MEN) with two sub-networks, namely Medical FactNet
(MFN) and Medical BeliefNet (MBN), to evaluate con-
sumer health reports. The formal architecture of Princeton

Table 10 A statistical
comparison with coverage
between proposed sentiment
identification system and
baseline system (WME 2.0
lexicon)

Distributions SemEval-2015 Task-6 MedicineNet WME 2.0

Unique Coverage (%) Unique Coverage (%) Unique

No. of Concepts 9786 100 9834 96.462 10186

Positive 4058 100 3987 100 4324

Negative 5728 100 5847 98.254 5862
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Table 12 A statistical distribution for identifying sentiments of the
medical contexts

Occurrences SemEval-2015 Task-6 MedicineNet

Unique number of contexts 6774 7042

Positive 2748 3265

Negative 4026 3777

WordNet used for MEN [37]. In addition, while MFN aims
to serve non-expert groups to extract and present a better
understanding of basic medical information, MBN identi-
fies the fraction of beliefs on medical phenomena. Their
primary motivation was to develop a network of medi-
cal information retrieval system with visualization effects.
These lexicon-oriented networks are not able to provide
adequate accuracy output due to a lack of conceptual knowl-
edge involvement from the domain experts.

In order to overcome the aforesaid problem, researchers
have introduced machine learning-based approaches with
supervised techniques [64]. Various supervised classifiers
viz. Standard and Multinomial Naı̈ve Bayes and Support
Vector Machine (SVM), have been used with uni-gram,
bi-gram, Parts-Of-Speech (POS), and negation features.
To improve the accuracy of sentiment extraction from
the clinical corpus, the researchers utilized the hybrid
framework that combines both linguistics and machine
learning approaches [5, 58, 72].

Sohn et. al. [65] built an emotion identification system
from suicide notes using the hybrid approach. The suicide
notes provided by Informatics for Integrating Biology and
the Bedside (I2B2) challenge organizers. Machine learning
and rule-based combined approach were applied to the
training dataset of the suicide notes. The approach provided
micro-average score of 0.5640 as the F-Measure. Birks

et. al. [4] employed RIPPER (Repeated Incremental Pruning
to Produce Error Reduction), multinomial Naı̈ve Bayes
classifier, and manual pattern matching rules combined
with hybrid approach for identifying emotions from the
sentences. To this process, we have developed a domain-
specific lexicon viz. WordNet of Medical Events (WME)
for extracting medical concepts and their related POS,
gloss, SSW, affinity score, gravity score, polarity score, and
sentiment features [47].

Besides, to extract the semantic relations between the
medical concepts, researchers have introduced several
linguistic and conceptual features such as POS and gloss,
and category of the concepts [60]. Kambhatla [35] used
a linguistic feature-based method as the feature vector to
identify the semantic relation. Embarek and Ferret [25]
developed an alignment algorithm to extract the relations,
like treats, signs, and cures from the medical entities
(concepts) by constructing automatic patterns. Yetisgen-
Yildiz et. al., [78] applied AMT technique to extract named-
entities from clinical trial descriptions.

Moreover, the researchers have also proposed several
well-known open source bio-medical annotation tools, like
GENIA, PennBioIE, and GENETAG [38, 39, 70]. These
tools assist in identifying the semantic relation of the
concepts. To this process, they used heuristic rule-based
approaches as the combination of the medical ontologies
and standard information extraction techniques [50, 71].
Zhang et. al. [81] amalgamated tree and string kernels under
machine learning approach to improve the accuracy of the
semantic relation extraction system.

In the present research, we have presented two concep-
tual features (namely, category and sentiment) extraction
systems of medical concepts as well as contexts. The cat-
egorization system helps to assign five and 11 different
types of categories for the concepts (e.g., symptoms) and

Fig. 5 Sentiment identification process for the medical contexts
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Fig. 6 Semantic clusters representation of similar medical concepts

the contexts (e.g., symptom-drug) respectively. On the other
hand, the sentiment identification system assists in extract-
ing positive and negative sentiment for both medical con-
cepts and contexts. In order to design and validate both of
the systems, we have combined WME 2.0 lexicon driven
features and various well-known supervised classifiers as a
hybrid approach.

Finally, we have amalgamated the extracted categories
and sentiments of the medical concepts to build the
semantic relation application, namely semantic clusters.
The application provides support to the expert and non-
expert groups for understanding the natural linking between
medical concepts. Moreover, the category, sentiment, and
semantic relation of the concepts will help to develop
summarization and recommendation systems in Bio-NLP
domain [22].

Conclusion and Future Scope

This work is a first attempt at building an annotation
system through identification of semantic relations based on
sentiments and categories of medical concepts and contexts.
Furthermore, the work shows how a domain knowledge
lexicon, namely WME 2.0 can facilitate the development
of novel applications. The basic motivation behind this
research is to support the expert and non-expert groups of

people to enhance their understanding of key information
from a text corpus.

We proposed the categories as disease and disease-drug
and sentiment as positive and negative for the medical
concepts and contexts. To design these systems, we have
initially identified the features of medical concepts as well
as contexts using baseline WME 2.0 lexicon. The output
of these systems assists in designing a domain-specific
application as a semantic relation extraction system between
medical concepts.

To evaluate these systems, we have utilized widely
applied supervised classifiers such as Naı̈ve Bayes, Logistic
Regression, and support vector-based Sequential Minimal
Optimization (SMO). These classifiers have provided an
average F-Measure of 0.81, 0.86 and 0.91, 0.81, for
the categorization and sentiment identification system of
concepts and contexts individually.

In the future, we will try to enhance the semantic
relations identification system with automatically identified
patterns from contexts. These patterns and features can
assist in extracting similar relations of concepts from
contexts. The extracted relation could appropriately classify
relations as a treatment (e.g., medication) and a disease
(e.g., problem). Such relations could enable construction
of recommendation systems with summarized outputs to
support expert and non-expert groups in their respective
applications.
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