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Abstract

Background/Introduction Due to the complexity and uncer-

tainty of socioeconomic environments and cognitive diversity

of groupmembers, the cognitive information over alternatives

provided by a decision organization consisting of several

experts is usually uncertain and hesitant. Hesitant fuzzy pref-

erence relations provide a useful means to represent the hesi-

tant cognitions of the decision organization over alternatives,

which describe the possible degrees that one alternative is

preferred to another by using a set of discrete values. However,

in order to depict the cognitions over alternatives more com-

prehensively, besides the degrees that one alternative is pre-

ferred to another, the decision organization would give the

degrees that the alternative is non-preferred to another, which

may be a set of possible values. To effectively handle such

commoncases, in this paper, the dual hesitant fuzzy preference

relation (DHFPR) is introduced and the methods for group

decision making (GDM) with DHFPRs are investigated.

Methods Firstly, a new operator to aggregate dual hesitant

fuzzy cognitive information is developed, which treats the

membership and non-membership information fairly, and

can generate more neutral results than the existing dual

hesitant fuzzy aggregation operators. Since compatibility is a

very effective tool to measure the consensus in GDM with

preference relations, then two compatibility measures for

DHFPRs are proposed. After that, the developed aggregation

operator and compatibility measures are applied to GDM

with DHFPRs and two GDM methods are designed, which

can be applied to different decision making situations.

Results and Conclusions Each GDM method involves a

consensus improving model with respect to DHFPRs. The

model in the firstmethod reaches the desired consensus level by

adjusting the groupmembers’ preference values, and themodel

in the second method improves the group consensus level by

modifying the weights of group members according to their

contributions to the group decision, which maintains the group

members’ original opinions and allows the group members not

to compromise for reaching the desired consensus level. In

actual applications,wemaychooseapropermethod to solve the

GDM problems with DHFPRs in light of the actual situation.

Comparedwith theGDMmethodswith IVIFPRs, the proposed

methods directly apply the original DHFPRs to decision mak-

ing and do not need to transform them into the IVIFPRs, which

can avoid the loss and distortion of original information, and

thus can generate more precise decision results.

Keywords Group decision making � Dual hesitant fuzzy
preference relations � Aggregation operators �
Compatibility measures � Consensus

Introduction

Decision making is a fairly common activity in people’s

daily life, whose purpose is to find an optimal alternative

from multiple alternatives based upon the provided
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decision information [1–3]. Nowadays, because of the high

complexity and uncertainty of socioeconomic environ-

ments, most decision making problems require the partic-

ipation of multiple decision makers to conduct a group

decision making (GDM) since the cognitive ability of a

single decision maker is very limited and it is not possible

for him/her to consider all important aspects of the problem

and make a desirable decision. Social cognitive processes

have a significant influence on GDM. Recently, Lee and

Harris [4] reviewed the person perception and decision

making literature to show that social cognition can inform

the social decision making, and examined the benefits of

integrating social psychological theory with behavioral

economic theory. Yang and Jiang [5] discussed the influ-

ence of social cognitive activities on the GDM consistency

convergence rate and the group’s consensus level. Brabec

et al. [6] examined the relationships among measures that

assess emotional intelligence, social cognition and emo-

tional decision making through an experiment. To describe

the cognitive information of human beings in social cog-

nitive processes accurately, many techniques have been

developed [7–9]. Among them, preference relations have

turned out to be very useful in representing human beings’

cognitive information when a set of objects are compared.

Up to now, many different types of preference relations

have been proposed, such as the fuzzy preference relation

[10], the multiplicative preference relation [11], the intu-

itionistic fuzzy preference relation (IFPR) [12], the inter-

val-valued intuitionistic fuzzy preference relation (IVIFPR)

[13] and the hesitant fuzzy preference relation (HFPR)

[14]. The HFPR is developed based upon the concept of the

hesitant fuzzy set (HFS) [15], which models the decision

makers’ hesitant cognitions by allocating to each element

in a universe several different membership values. As a

new tool for representing the cognitive information, HFPRs

are able to well cope with such situations where a decision

organization is hesitant among several possible values

when providing the degrees to which one alternative is

preferred to another. For example, suppose that a decision

organization composed of several experts is required to

provide the degrees that the alternative xi is superior to the

alternative xj, and the experts prefer to use the values

between 0 and 1 to express their cognitions [14]. Some

experts in the decision organization provide 0.4, some

provide 0.5, and the others provide 0.6, and these three

parts cannot persuade each other; thus, the degrees that

the alternative xi is superior to xj (i = j) can be regarded

as a hesitant fuzzy element (HFE) aij = {0.4, 0.5, 0.6}.

Here the decision organization is considered as a whole

which provides all the possible preference values about xi
over xj. A HFPR can be constructed when all the possible

preference values over the set of alternatives are

provided.

Since the HFS was introduced, several famous exten-

sions have been developed, one of which is the dual hesi-

tant fuzzy set (DHFS) [16], whose membership degrees

and non-membership degrees are presented by a set of

possible values, respectively. The DHFS differs from the

other extensions of the HFS for it handles the hesitations

both on the assignment of the membership degree and on

the non-membership degree, while the others model the

hesitations on membership degrees which are not exactly

defined, but expressed by interval values (IVHFS [17, 18]),

intuitionistic fuzzy sets (GHFS [19]), or triangular fuzzy

numbers (TFHFS [20]). Since the proposal in 2012, the

DHFS has attracted great attention and many research

results have been obtained, which can be mainly classified

into the following parts: basic definitions and operations

over DHFSs [16, 21], information fusion techniques with

DHFSs [22–24], measures of DHFSs [25, 26] and methods

for decision making with dual hesitant fuzzy cognitive

information [27, 28]. Nevertheless, to our knowledge, no

scholars have studied the preference relation based on

DHFSs. Therefore, the focus of this paper is to investigate

the dual hesitant fuzzy preference relation (DHFPR) based

upon the concept of DHFSs, which is needed in the real

world since when a decision organization consisting of

several experts provides the cognitive information over

alternatives, they may give the degrees that one alternative

is preferred and non-preferred to another, which are

expressed by two sets of possible values. The main supe-

riority of the DHFPR over other preference relations

[10–14] is that it can capture more cognitive information

by depicting the possible degrees that one alternative is

preferred to another, and the possible degrees that the

alternative is non-preferred to another, simultaneously.

During the GDM process, it is impossible for group

members to cognitively view the involved problem in the

same way since they usually come from different fields or

departments and have different assumptions and interpre-

tations on the problem [29]. Therefore, some dissimilar or

even conflicting cognitions may appear. Usually, it is

expected to reconcile these cognitions through interaction

and discussion until a satisfactory consensus is obtained. In

the course of consultation, the decision makers often con-

front the tricky issues surrounding the measurement of

cognitive consensus of group members. One approach to

measure the cognitive consensus is to ask group members

to individually complete a questionnaire measuring that has

been developed to assess assumptions, categories, dimen-

sions and/or content domains [30, 31]. Furthermore, vari-

ation measures such as the interrater agreement index [32],

the coefficient of variation [33] and the standard deviation

[34] can be used to assess the degree of (dis)agreement

within a group. Recently, a combination of questionnaire

measuring and variation measures has been applied to
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measure the cognitive consensus of a group [31]. Besides,

compatibility is a very efficient tool to measure the con-

sensus of opinions of group members. The lack of

acceptable compatibility, which indicates that there are

significant differences among the opinions, can result in the

unsatisfied or even incorrect decision results. Saaty and

Vargas [35] came up with the compatibility to judge the

difference between two multiplicative preference relations.

Xu [36] defined the compatibility index between two

interval fuzzy preference relations. Later, Xu [12] intro-

duced some compatibility measures for IFPRs and

IVIFPRs, and developed two consensus reaching proce-

dures based on the proposed compatibility measures. Jiang

et al. [37] defined the compatibility index between two

intuitionistic multiplicative preference relations, on the

basis of which they developed two different consensus

models. Chen et al. [38] proposed the compatibility mea-

sure of uncertain additive linguistic preference relations.

Due to the importance of compatibility in GDM, another

focus of this paper is to study the compatibility measures

between DHFPRs and investigate their applications in

GDM with DHFPRs. Firstly, two different formulas are

developed to calculate the compatibility degrees between

DHFPRs. Furthermore, the importance weights of decision

organizations are determined and the group’s consensus

level is analyzed by using the developed compatibility

formulas.

After a satisfactory consensus is reached, the next thing

we need to do is to conduct a selection process, which

refers to obtaining a final solution of alternatives, and

encompasses two steps: the aggregation of individual

preference relations and the exploitation of the group

preference relation [39]. To date, many aggregation

methods have been proposed for fusing the dual hesitant

fuzzy cognitive information. Wang et al. [23] proposed

some fundamental dual hesitant fuzzy aggregation opera-

tors in terms of the arithmetic and geometric operations.

Afterward, Yu [24] and Wang et al. [40] extended Wang

et al.’s aggregation operators [23] and presented a family

of generalized dual hesitant fuzzy aggregation operators.

Based on the Hamacher t-norm and t-conorm, Ju et al. [22]

put forward some dual hesitant fuzzy Hamacher aggrega-

tion operators. For fusing the correlative dual hesitant

fuzzy cognitive information, Ju et al. [41] developed some

dual hesitant fuzzy Choquet aggregation operators, and

Zhang [42] proposed the dual hesitant fuzzy Hamacher

correlated geometric operator. In addition, considering that

there may exist some interactions between the membership

functions and the non-membership functions of different

DHFSs, Xu et al. [43] presented a class of dual hesitant

fuzzy interaction operators. Analyzing the above-men-

tioned dual hesitant fuzzy aggregation operators, it can be

easily seen that these operators carry out different

operations on the membership and non-membership

information of DHFSs. However, in most circumstances,

we are neutral and the membership and non-membership

information should be treated fairly [44]. So, the third aim

of this paper is to introduce a neutral aggregation operator

for the dual hesitant fuzzy cognitive information.

The remainder of this paper is organized as follows:

‘‘Preliminaries’’ section reviews some basic definitions and

operations of DHFSs. ‘‘Aggregation Operators and Com-

patibility Measures for Dual Hesitant Fuzzy Information’’

section develops a neutral aggregation operator for the dual

hesitant fuzzy cognitive information and then introduces

the concept of DHFPRs and proposes two different com-

patibility measures to calculate the compatibility degrees

between DHFPRs. ‘‘Two Methods for GDM with

DHFPRs’’ section applies the proposed aggregation oper-

ator and compatibility measures to GDM with DHFPRs

and proposes two GDM methods. ‘‘Illustrative Example’’

section provides an example to illustrate the applicability

and implementation processes of the proposed methods,

and conducts comparative analyses to demonstrate their

advantages. ‘‘Conclusions’’ section concludes the paper.

Preliminaries

Recently, Zhu et al. [16] defined the DHFS, which allows

the membership and non-membership degrees of an ele-

ment to a given set to be several different values, respec-

tively, shown as follows:

Definition 1 [16] Let X be a fixed set, then a DHFS on X

is defined as:

D ¼ f\x; hðxÞ; gðxÞ[ jx 2 Xg;

where h(x) and g(x) are two sets of several values in [0, 1],

representing the possible membership degrees and non-

membership degrees of the element x 2 X to the set D,

respectively, with the conditions:

0� c; g� 1; cþ þ gþ � 1;

where c 2 hðxÞ; g 2 gðxÞ; cþ ¼ [c2hðxÞmaxf cg and gþ ¼
[g2gðxÞmaxf gg for all x 2 X.

Similar to the definition of the degree of indeterminacy

of an element to an intuitionistic fuzzy set [12],

pðxÞ ¼ 1� 1

#hðxÞ
X

c2hðxÞ
c� 1

#gðxÞ
X

g2gðxÞ
g

is defined as the average degree of indeterminacy of the

element x to the DHFS D, where #h(x) and #g(x) are the

numbers of elements in h(x) and g(x), respectively. For

convenience, Zhu et al. [16] called the pair d = (h(x), g(x))
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a dual hesitant fuzzy element (DHFE), denoted by d = (h,

g), satisfying the conditions: 0 B c, g B 1 and

c? ? g? B 1, where c 2 h; g 2 g; cþ ¼ maxfcjc 2 hg
and gþ ¼ maxfgjg 2 gg. Here, h and g are called the set of

membership degrees and the set of non-membership

degrees of the DHFE d, respectively. The physical inter-

pretation of the DHFE d = (g, h) can be given as follows:

For example, if d = {{0.1, 0.2}, {0.4, 0.6}}, then it can be

interpreted as ‘‘in a multi-criteria decision making prob-

lem, some decision makers think that the possible values

for the membership degree of x to the set D are 0.1 and 0.2,

for the non-membership degree are 0.4 and 0.6, and the

average indeterminacy degree of x to the set D is 0.35

reflecting the average extent to which these decision

makers are indeterminate about whether x belongs to the

set D.’’

Note that for a DHFE, d = (h, g), if h = / and g = /,
then at this time d makes no sense; if h = / and g = /,
then in this case d is simplified to a HFE [14]; if

#h = #g = 1, then in this case d is simplified to an intu-

itionistic fuzzy value (IFV) [12]. To better study the

properties of DHFEs and distinguish DHFEs from HFEs,

the paper thereinafter will only focus on the DHFEs

d = (h, g) with h = / and g = / without explicitly

mentioning them.

From Definition 1, it can be noticed that for different

DHFEs, the numbers of elements in the sets of membership

degrees or the sets of non-membership degrees may be

different. To operate correctly in computation, such as

developing the distance or similarity measures, Zhu and Xu

[21] proposed the following method to normalize DHFEs:

Definition 2 [21] Assume that d = (g, h) is a DHFE, then

c ¼ 1cþ þ ð1� 1Þc� and g ¼ ð1� 1Þgþ þ 1g� are called

the added membership degree and non-membership degree,

respectively, where c? and c- are the maximum and

minimum elements in h, respectively, g? and g- are the

maximum and minimum elements in g, respectively, and

1(0 B 1 B 1) is a parameter provided by the decision

maker according to his/her risk preference.

Thus, for two DHFEs, when the numbers of elements in

the sets of membership degrees or the sets of non-mem-

bership degrees are different, we can use 1 to add the

membership degrees or the non-membership degrees to a

set of membership degrees or a set of non-membership

degrees so that the two sets of membership degrees or the

sets of non-membership degrees have the same number of

elements. For example, for two DHFEs d1 = {{0.1, 0.2},

{0.4, 0.5, 0.6}} and d2 = {{0.2, 0.3, 0.4, 0.6}, {0.3, 0.4}},

obviously, #hd1 6¼ #hd2 and #gd1 6¼ #gd2 . Then by Defi-

nition 2, d1 can be extended as d1 = {{0.1, 0.2, 0.2, 0.2},

{0.4, 0.5, 0.6}} and d2 can be extended as d2 = {{0.2, 0.3,

0.4, 0.6}, {0.3, 0.3, 0.4}}. At this time, the two DHFEs

have the same numbers of membership degrees and non-

membership degrees. Clearly, 1 = 1 indicates that the

decision makers are optimistic, 1 = 0 indicates that the

decision makers are pessimistic, and 1 = 0.5 indicates that

the decision makers are indifferent. This paper only con-

siders the case in which the decision makers are optimists

for other cases can be studied in a similar way.

In order to compare DHFEs, Zhu et al. [16] gave the

following comparison laws:

Definition 3 [16] Let di = (hi, gi), i = 1, 2 be two

DHFEs, sðdiÞ ¼ ð1=#hiÞ
P

ci2hi ci � ð1=#giÞ
P

gi2gi gi the

score function of di (i = 1, 2), and pðdiÞ ¼
ð1=#hiÞ

P
ci2hi ci þ ð1=#giÞ

P
gi2gi gi the accuracy func-

tion of di (i = 1, 2), where #hi and #gi are the numbers of

elements in hi and gi, respectively, i = 1, 2, then

(i) if s(d1)[ s(d2), then d1 is superior to d2, denoted

by d1 � d2;

(ii) if s(d1) = s(d2), then

(1) if p(d1) = p(d2), then d1 is indifferent to d2,

denoted by d1 * d2;

(2) if p(d1)[ p(d2), then d1 is superior to d2,

denoted by d1 � d2.

However, the above comparison laws cannot effectively

differentiate two DHFEs in some cases.

Example 1 Let d1 = {{0.05, 0.15, 0.7}, {0.3}} and

d2 = {{0.2, 0.4}, {0.1, 0.2, 0.6}} be two DHFEs, then

from Definition 3, it can be derived that

s d1ð Þ ¼ s d2ð Þ ¼ 0; p d1ð Þ ¼ p d2ð Þ ¼ 0:6:

Since s(d1) = s(d2) and p(d1) = p(d2), then in this case d1
and d2 cannot be distinguished. In fact, such cases are

common in reality. Thus, it is very necessary to introduce a

new comparison method.

Definition 4 For a DHFE d = (h, g),

vðdÞ ¼ 1

#h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ci;cj2h

ðci � cjÞ2
r

þ 1

#g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
gi;gj2g

ðgi � gjÞ2
r

is called the variance degree of d, where #h and #g are the

numbers of elements in h and g, respectively.

Obviously, 1
#h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ci;cj2h ðci � cjÞ2

q
represents the devia-

tion degree of all elements in the membership degree set h

and reflects the extent to which these elements agree with

each other. The smaller 1
#h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ci;cj2h ðci � cjÞ2

q
is, the

higher consistency these elements have, which means that

there are less differences among the opinions of the
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decision makers about the assignment of the membership

degree. For 1
#g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
gi;gj2g ðgi � gjÞ2

q
, the similar conclusion

can be got. During the decision making process, it is usu-

ally expected that the differences among the opinions of the

decision makers are as few as possible. Therefore, the

smaller v(d) is, the more preferred the DHFE d is. Con-

versely, d is less preferred.

Based on the above analysis, in comparing two DHFEs,

when the score and accuracy functions cannot differentiate

them, the variance degree can be considered as the third

criterion, that is to say, for two DHFEs d1 and d2, when

s(d1) = s(d2) and p(d1) = p(d2), we should compute their

variance degrees, and compare them by the regulation: if

v(d1)\ v(d2), then d1 � d2; if v(d1) = v(d2), then d1 * d2.

Then from Definition 4, it can be derived that in Example

1:

vðd1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:12 þ 0:652 þ 0:552

p

3
¼ 0:2858

vðd2Þ ¼
ffiffiffiffiffiffiffiffiffi
0:22

p

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:12 þ 0:52 þ 0:42

p

3
¼ 0:316:

Then, v(d1)\ v(d2), that is, the variance degree of d1 is

smaller than that of d2. Therefore, d1 � d2.

Aggregation Operators and Compatibility
Measures for Dual Hesitant Fuzzy Information

This section first develops a neutral aggregation operator

for dual hesitant fuzzy information and then defines

DHFPRs and studies the compatibility measures between

DHFPRs.

Symmetric Dual Hesitant Fuzzy Weighted

Averaging (SDHFWA) Operator

In this subsection, a neutral aggregation operator for fusing

DHFEs will be developed. Before that, the existing main

operational laws of DHFEs are first recalled [16]:

Let di = (hi, gi), i = 1, 2 be two DHFEs and k C 0, then

(i) d1 � d2 ¼ [c12h1;g12g1;c22h2;g22g2
ffc1 þ c2 � c1c2g; fg1g2gg;

(ii) d1 � d2 ¼ [c12h1;g12g1;c22h2;g22g2
ffc1c2g; fg1 þ g2 � g1g2gg;

(iii) kd1 ¼ [c12h1;g12g1ff1� ð1� c1Þkg; fgk1gg;
(iv) dk1 ¼ [c12h1;g12g1ffck1g; f1� ð1� g1Þkgg:

Based upon the above operational laws, Wang et al. [23]

developed the following dual hesitant fuzzy aggregation

operators:

Let d = (d1, d2, …, dn) be a collection of DHFEs with

di = (hi, gi), i = 1, 2, …, n, and w = (w1, w2, …, wn)
T be

the weight vector of them, with wi 2 [0, 1], i = 1, 2, …, n

and
Pn

i¼1 wi ¼ 1, then

(1) The dual hesitant fuzzy weighted averaging

(DHFWA) operator is defined as:

DHFWAwðd1; d2; . . .; dnÞ ¼ �
n

i¼1
ðwidiÞ

¼ [ci2hi;gi2gi 1�
Yn

i¼1

ð1� ciÞwi

( )
;
Yn

i¼1

gwi

i

( )( )
;

ð1Þ

(2) The dual hesitant fuzzy weighted geometric

(DHFWG) operator is defined as:

DHFWGwðd1; d2; . . .; dnÞ ¼ �
n

i¼1
ðdiÞwi

¼ [ci2hi;gi2gi
Yn

i¼1

cwi

i

( )
; 1�

Yn

i¼1

ð1� giÞwi

( )( )
:

ð2Þ

Note that the aforementioned operational laws and the

aggregation operators perform different operations on the

membership and non-membership information of DHFEs.

However, in most circumstances, we are neutral and the

membership and non-membership information should be

treated in a fair manner [44]. Therefore, it needs to develop

some new operations and aggregation operators for

DHFEs.

Definition 5 Let di = (hi, gi), i = 1, 2 be two DHFEs and

k C 0, then

(i) d1þd2 ¼ [c12h1;g12g1;c22h2;g22g2
c1c2

c1c2þð1�c1Þð1�c2Þ

n o
; g1g2

g1g2þ 1�g1ð Þ 1�g2ð Þ

n on o
;

(ii) k� d1 ¼ [c12h1;g12g1
ck
1

ck
1
þð1�c1Þk

� �
;

gk
1

gk
1
þð1�g1Þk

� �� �
:

Theorem 1 Let d1 and d2 be two DHFEs and k C 0, then

d1 ? d2 and k � d1 are also DHFEs.

Proof Similar proof of Theorem 1 can be found in Ref.

[44].

Based on the operational laws in Definition 5, the

symmetric dual hesitant fuzzy weighted averaging operator

is defined below:

Definition 6 Let d = (d1, d2, …, dn) be a collection of

DHFEs, then a symmetric dual hesitant fuzzy weighted

averaging (SDHFWA) operator is defined as:
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SDHFWAwðd1; d2; . . .; dnÞ ¼
Xn

i¼1

ðwi � diÞ;

where w = (w1, w2, …, wn)
T is the weight vector of

d = (d1, d2, …, dn), with wi 2 [0, 1], i = 1, 2, …, n andPn
i¼1 wi ¼ 1. In particular, if w = (1/n, 1/n, …, 1/n)T, then

the symmetric dual hesitant fuzzy averaging (SDHFA)

operator is achieved:

SDHFA(d1; d2; . . .; dnÞ ¼
Xn

i¼1

1

n
� di

� �
:

Clearly, the SDHFWA operator generalizes the well-

known weighted averaging (WA) operator [45], which first

weights all the given dual hesitant fuzzy arguments and

then aggregates all the weighted dual hesitant fuzzy argu-

ments into a collective one. The SDHFA operator is a

special case of the SDHFWA operator, which assigns each

dual hesitant fuzzy argument the same importance in the

aggregation of dual hesitant fuzzy information. Moreover,

suppose that di = (hi, gi), i = 1, 2, …, n, then it can be

easily proven that:

SDHFWAwðd1; d2; . . .; dnÞ

¼ [ci2hi;gi2gi

Qn
i¼1 c

wi

iQn
i¼1 c

wi

i þ
Qn

i¼1 ð1� ciÞwi

� �
;

�

Qn
i¼1 g

wi

iQn
i¼1 g

wi

i þ
Qn

i¼1 ð1� giÞwi

� ��
:

ð3Þ

Theorem 2 Assume that d = (d1, d2, …, dn) is a collec-

tion of DHFEs with di = (hi, gi), i = 1, 2, …, n, and

w = (w1, w2, …, wn)
T is the weight vector of them, with

wi 2 [0, 1], i = 1, 2, …, n and
Pn

i¼1 wi ¼ 1, then

DHFWGwðd1; d2; . . .; dnÞ�SDHFWAwðd1; d2; . . .; dnÞ�
DHFWAwðd1; d2; . . .; dnÞ;

where � ¼ � [ 	 .

Proof From the lemma that
Qn

i¼1 x
ki
i �

Pn
i¼1 kixi with

equality if and only if x1 = x2 = ��� = xn, where xi[ 0,

ki[ 0 for i = 1, 2, …, n, and
Pn

i¼1 ki ¼ 1 [46], it can be

derived that

Yn

i¼1

cwi

i �
Xn

i¼1

wici ¼ 1�
Xn

i¼1

wið1� ciÞ� 1

�
Yn

i¼1

ð1� ciÞwi ;

Yn

i¼1

gwi

i �
Xn

i¼1

wigi ¼ 1�
Xn

i¼1

wið1� giÞ� 1

�
Yn

i¼1

ð1� giÞwi ;

where ci 2 hi, gi 2 gi for i = 1, 2, …, n. Then it can be

easily proven that

Yn

i¼1

cwi

i �
Qn

i¼1 c
wi

iQn
i¼1 c

wi

i þ
Qn

i¼1 ð1� ciÞ
wi

� 1�
Yn

i¼1

ð1� ciÞwi ;

Yn

i¼1

gwi

i �
Qn

i¼1 g
wi

iQn
i¼1 g

wi

i þ
Qn

i¼1 ð1� giÞwi
� 1

�
Yn

i¼1

ð1� giÞwi :

Furthermore, it can be derived that

1Qn
i¼1 #hi

X

c12h1;...;cn2hn

Yn

i¼1

cwi

i

� 1Qn
i¼1 #gi

X

g12g1;...;gn2gn
1�

Yn

i¼1

ð1� giÞwi

� 1Qn
i¼1 #hi

X

c12h1;...;cn2hn

Qn
i¼1 c

wi

iQn
i¼1 c

wi

i þ
Qn

i¼1 ð1� ciÞ
wi

� 1Qn
i¼1 #gi

X

g12g1;...;gn2gn

Qn
i¼1 g

wi

iQn
i¼1 g

wi

i þ
Qn

i¼1 ð1� giÞwi

� 1Qn
i¼1 #hi

X

c12h1;...;cn2hn
1�

Yn

i¼1

ð1� ciÞwi

� 1Qn
i¼1 #gi

X

g12g1;...;gn2gn

Yn

i¼1

gwi

i :

Then by Definition 3, it can be concluded that

DHFWGwðd1; d2; . . .; dnÞ�SDHFWAwðd1; d2; . . .; dnÞ
�DHFWAwðd1; d2; . . .; dnÞ:

Theorem 2 demonstrates that the developed SDHFWA

operator can generate more neutral aggregation results.

Example 2 [23] There is a panel with five emerging

technology enterprises A1, A2, …, A5. The experts select

four attributes to evaluate the five enterprises: (1) G1 is the

technical advancement; (2) G2 is the potential market and

market risk; (3) G3 is the industrialization infrastructure,

human resources and financial conditions; (4) G4 is the

employment creation and the development of science and

technology. In order to avoid affecting each other, the

experts are required to evaluate the five possible emerging

technology enterprises under the above four attributes in

anonymity. The decision matrix D = (dij)594 is presented

in Table 1, where dij(i = 1, 2, …, 5; j = 1, 2, …, 4) is a

DHFE, and the weight vector of attributes is w = (0.2,

0.15, 0.35, 0.3)T. To get the ranking orders of the five

technology enterprises, the DHFWA, DHFWG [23] and
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SDHFWA operators (Eqs. 1–3) are here adopted to

aggregate the attribute values of each enterprise, respec-

tively. Table 2 shows the score values of the obtained

aggregation results and ranking orders of five enterprises.

From Table 2, it can be seen that the ranking of the five

emerging technology enterprises derived by the SDHFWA

operator is identical to that obtained by the DHFWA

operator, and slightly differs from that obtained by the

DHFWG operator, but the values obtained by the

SDHFWA operator are smaller than those obtained by the

DHFWA operator, and are bigger than those obtained by

the DHFWG operator, which indicates that the proposed

SDHFWA operator can generate more neutral results.

Compatibility Measures of DHFPRs

The purpose of this subsection is to introduce the concept

of DHFPRs and develop the compatibility measures

between DHFPRs. First of all, DHFPRs are defined as

follows:

Definition 7 Let A = {a1, a2, …, am} be a fixed set, a

DHFPR R on A is presented by a matrix

R ¼ ðdijÞm
m � A
 A, where for all i, j = 1, 2, …, m,

dij = (hij, gij) is a DHFE with hij indicating all the possible

degrees to which ai is preferred to aj and gij representing all

the possible degrees to which ai is non-preferred to aj. In

addition, dij should satisfy the following characteristics:

(i) For all i = 1, 2, …, m, hii = {0.5}, gii = {0.5};

(ii) For all i, j = 1, 2, …, m, i = j,

(1) if hij = / and gij = /, then hji = gij and

gji = hij;

(2) if hij = / and gij = /, then crðtÞij þ
crð#hji�tþ1Þ
ji ¼ 1; #hji ¼ #hij; gji ¼ /, where

crðtÞij is the tth smallest element in hij and

crð#hji�tþ1Þ
ji is the #hji � t þ 1th smallest

element in hji;

(3) if hij = / and gij = /, then

hji ¼ /; grðtÞij þ grð#gji�tþ1Þ
ji ¼ 1; #gji ¼ #gij;

where grðtÞij is the tth smallest element in gij

and grð#gji�tþ1Þ
ji is the #gji � t þ 1th smallest

element in gji.

From Definition 7, it can be easily seen that DHFPRs

can capture more cognitive information than other types of

preference relations [10–14] since they can simultaneously

describe the possible degrees that one alternative is pre-

ferred to another and the possible degrees that the alter-

native is non-preferred to another.

In what follows, an example derived from a real deci-

sion making problem (adapted from Ref. [14]) is provided

to illustrate the construction of DHFPRs:

Example 3 Consider a problem of selecting a loading–

hauling system for a hypothetical iron ore open pit mine.

Three potential transportation system alternatives are

evaluated:

x1: shovel–truck system;

x2: shovel–truck-in-pit crusher-belt conveyor system;

x3: loader truck system.

Table 2 Comparisons of

rankings with different

aggregation operators

DHFWA/scores (rankings) DHFWG/scores (rankings) SDHFWA/scores (rankings)

A1 -0.1846 (5) -0.2388 (5) -0.2173 (5)

A2 -0.0852 (4) -0.1897 (3) -0.1469 (4)

A3 0.0617 (2) -0.1008 (2) -0.0199 (2)

A4 0.0392 (3) -0.2261 (4) -0.1262 (3)

A5 0.3109 (1) 0.045 (1) 0.0979 (1)

Table 1 Dual hesitant fuzzy

decision matrix
G1 G2 G3 G4

A1 {{0.3, 0.4}, {0.6}} {{0.4, 0.5}, {0.3, 0.4}} {{0.2, 0.3}, {0.7}} {{0.4, 0.5}, {0.5}}

A2 {{0.6}, {0.4}} {{0.2, 0.4, 0.5}, {0.4}} {{0.2}, {0.6, 0.7, 0.8}} {{0.5}, {0.4, 0.5}}

A3 {{0.5, 0.7}, {0.2}} {{0.2}, {0.7, 0.8}} {{0.2, 0.3, 0.4}, {0.6}} {{0.5, 0.6, 0.7}, {0.3}}

A4 {{0.7}, {0.3}} {{0.6, 0.7, 0.8}, {0.2}} {{0.1, 0.2}, {0.3}} {{0.1}, {0.6, 0.7, 0.8}}

A5 {{0.6, 0.7}, {0.2}} {{0.2, 0.3, 0.4}, {0.5}} {{0.4, 0.5}, {0.2}} {{0.2, 0.3, 0.4}, {0.5}}
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In order to obtain more objective results, a decision

organization containing several experts is asked to provide

their preferences over these three systems. The experts in

the decision organization make paired comparisons of

these three systems and give their preference values. For

example, when discussing the degree to which x1 is supe-

rior to x2, some experts deem it as 0.1, some deem it as 0.3,

and the others deem it as 0.4, and these three parts cannot

persuade each other, which indicates that the possible

values for the degree that x1 is superior to x2 are 0.1, 0.3

and 0.4. On the other hand, when discussing the degree to

which x1 is inferior to x2, some consider it as 0.5, and the

rest consider it as 0.6, which states that the possible values

for the degree that x1 is inferior to x2 are 0.5 and 0.6.

Tables 3 and 4 present the preferences over the three sys-

tems provided by the decision organization.

At this time, DHFEs can be used to collect the prefer-

ences over the three systems of the decision organization.

For example, the preferences over the systems x1 and x2
can be represented by a DHFE {{0.1, 0.3, 0.4}, {0.5, 0.6}}.

Then according to Tables 3 and 4, the following DHFPR is

constructed:

R1 ¼
ff0:5g; f0:5gg ff0:1; 0:3; 0:4g; f0:5; 0:6gg ff0:2; 0:3g; f0:6; 0:7gg
ff0:5; 0:6g; f0:1; 0:3; 0:4gg ff0:5g; f0:5gg ff0:1; 0:2g; f0:6; 0:8gg
ff0:6; 0:7g; f0:2; 0:3gg ff0:6; 0:8g; f0:1; 0:2gg ff0:5g; f0:5gg

0

@

1

A:

For the above-mentioned decision making problem, the

existing indirect approaches can be also chosen to deal with

the preferences of the decision organization. Here the arith-

metic averaging operator can be adopted to aggregate the

preferences over each pair of systems, and in this case, the

derived average value of the preferences can be seen as the

average preference of the decision organization over these

two systems. For instance, for the systems x1 and x3,

(0.2 ? 0.3)/2 = 0.25 can be seen as the average degree that

x1 is superior to x3, and (0.6 ? 0.7)/2 = 0.65 can be seen as

the average degree that x1 is inferior to x3; thus, the prefer-

ences over the systems x1 and x3 can be represented by the

IFV (0.25, 0.65). Following this idea, based on Tables 3 and

4, the following matrix is constructed, which is an IFPR [12].

R2 ¼
ð0:5; 0:5Þ ð0:2667; 0:55Þ ð0:25; 0:65Þ
ð0:55; 0:2667Þ ð0:5; 0:5Þ ð0:15; 0:7Þ
ð0:65; 0:25Þ ð0:7; 0:15Þ ð0:5; 0:5Þ

0

@

1

A:

Moreover, Tables 3 and 4 can be transformed into

Tables 5 and 6, respectively [14].

Then by Tables 5 and 6, the following matrix is con-

structed, which is an IVIFPR [12].

R3 ¼
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:4�; ½0:5; 0:6�Þ ð½0:2; 0:3�; ½0:6; 0:7�Þ
ð½0:5; 0:6�; ½0:1; 0:4�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:2�; ½0:6; 0:8�Þ
ð½0:6; 0:7�; ½0:2; 0:3�Þ ð½0:6; 0:8�; ½0:1; 0:2�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

0

@

1

A:

From the above results, it can be clearly seen that the

constructed IFPR and IVIFPR contain little original

preference information of the decision organization,

while the constructed DHFPR involves all original

preference information. Our method employs DHFEs to

directly collect the preferences of the decision organi-

zation over each pair of systems and excludes the

aggregation or transformation step on the preferences,

which avoids the possible loss of information in the

aggregation or transformation process. It can be also

observed that DHFPRs are both helpful and effective in

the practical GDM process because they can objectively

model the hesitant situation in which a decision organi-

zation has several possible values when establishing the

preference and non-preference degrees of one alternative

over another.

Theorem 3 Let R = (R(1), R(2), …, R(n)) be a collection

of DHFPRs with RðkÞ ¼ ðdðkÞij Þm
m, k = 1, 2, …, n, where

for i, j = 1, 2, …, m, d
ðkÞ
ij ¼ ðhðkÞij ; g

ðkÞ
ij Þ and k = (k1, k2, …,

kn)
T be the weight vector of R = (R(1), R(2),…, R(n)), where

kk C 0, k = 1, 2, …, n and
Pn

k¼1 kk ¼ 1, then by the

SDHFWA operator (Eq. 3), the aggregation result is also a

DHFPR, denoted by R0 = (dij)m9m, and for all i, j = 1, 2,

…, m,

dij ¼ [
cðkÞ
ij
2hðkÞ

ij
;gðkÞ

ij
2gðkÞ

ij

Qn
k¼1 ðc

ðkÞ
ij Þkk

Qn
k¼1 ðc

ðkÞ
ij Þkk þ

Qn
k¼1 ð1� cðkÞij Þkk

( )
;

(

Qn
k¼1 ðg

ðkÞ
ij Þkk

Qn
k¼1 ðg

ðkÞ
ij Þkk þ

Qn
k¼1 ð1� gðkÞij Þkk

( ))
:

ð4Þ

Proof The results can be derived from an easy

calculation.

Compatibility is a very useful tool to measure the con-

sensus of viewpoints within a group. Below the compati-

bility between DHFPRs is investigated:

Definition 8 Let RðkÞ ¼ ðdðkÞij Þm
m and RðlÞ ¼ ðdðlÞij Þm
m be

two DHFPRs. Suppose that for i, j = 1, 2, …, m, d
ðkÞ
ij ¼

ðhðkÞij ; g
ðkÞ
ij Þ and d

ðlÞ
ij ¼ ðhðlÞij ; g

ðlÞ
ij Þ, the compatibility degree

between R(k) and R(l) is defined as:
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where for a = k, l, pðaÞij ¼ 1�
P#h

ðaÞ
ij

t¼1 ðhðaÞ
ijrðtÞÞ=#h

ðaÞ
ij �

P#g
ðaÞ
ij

s¼1 ðgðaÞ
ijrðsÞÞ=#g

ðaÞ
ij ; h

ðaÞ
ijrðtÞ is the tth smallest element in

h
ðaÞ
ij , g

ðaÞ
ijrðsÞ is the sth smallest element in g

ðaÞ
ij , #hij ¼

maxf #h
ðkÞ
ij ;#h

ðlÞ
ij g and #gij ¼ maxf #g

ðkÞ
ij ;#g

ðlÞ
ij g

(#h
ðaÞ
ij and #g

ðaÞ
ij are the numbers of elements in h

ðaÞ
ij and

g
ðaÞ
ij , respectively).

Remark From Eq. (2), a compatibility formula of IFPRs can

be derived when the considered DHFPRs RðkÞ ¼
½ðhðkÞij ; g

ðkÞ
ij Þ�m
m and RðlÞ ¼ ½ðhðlÞij ; g

ðlÞ
ij Þ�m
m are simplified to

the IFPRs, i.e., for all i, j = 1, 2, …, m, #h
ðkÞ
ij ¼ #g

ðkÞ
ij ¼ 1,

and #h
ðlÞ
ij ¼ #g

ðlÞ
ij ¼ 1.At this time, thederived compatibility

formula of IFPRs is different from that developed byXu [12]. In

the definition of compatibility formula, Xu [12] used the max

operation (for more details, please see Ref. [12]), while we here

adopt the square root operation. Obviously, the results derived

fromXu’s formula [12] are easily affectedby the argumentswith

too high or too low values, while our formula can reduce the

impact of these arguments by the square root operation.

Theorem 4 The compatibility degree derived from

Eq. (2) satisfies the following properties:

(i) 0 B c1(R
(k), R(l)) B 1;

(ii) c1ðRðkÞ;RðlÞÞ ¼ 1 , RðkÞ ¼ RðlÞ;
(iii) c1(R

(k), R(l)) = c1(R
(l), R(k));

(iv) If c1(R
(k), R(l)) = 1 and c1(R

(l), R(z)) = 1, then

c1(R
(k), R(z)) = 1;

(v) Especially, if for all i, j = 1, 2, …, m, #h
ðkÞ
ij ¼

#h
ðlÞ
ij and #g

ðkÞ
ij ¼ #g

ðlÞ
ij , then

c1ðRðkÞ;RðlÞÞ ¼ c1ððRðkÞÞT; ðRðlÞÞTÞ, where ðRðaÞÞT
is the transposition of R(a)(a = k, l).

Proof According to the well-known Cauchy–Schwarz

inequality, (i) and (ii) can be easily proven. Furthermore,

the other three properties can be derived from a simple

deduction.

Clearly, R(k) and R(l) are perfectly compatible if and only

if R(k) = R(l), i.e., c1(R
(k), R(l)) = 1. On the contrary, R(k)

and R(l) have the worst compatibility if c1(R
(k), R(l)) = 0.

As a result, the larger the value of c1(R
(k), R(l)), the better

the compatibility between R(k) and R(l).

In the following, a different formula is designed to

compute the compatibility degree between DHFPRs.

Definition 9 Let RðkÞ ¼ ðdðkÞij Þm
m and RðlÞ ¼ ðdðlÞij Þm
m be

two DHFPRs. Suppose that for i, j = 1, 2, …, m,

d
ðkÞ
ij ¼ ðhðkÞij ; g

ðkÞ
ij Þ, dðlÞij ¼ ðhðlÞij ; g

ðlÞ
ij Þ, and for a = k, l, h

ðaÞ
ijrðtÞ

is the tth smallest element in h
ðaÞ
ij , g

ðaÞ
ijrðsÞ is the sth smallest

element in gij
(a), #hij ¼ maxf #h

ðkÞ
ij ;#h

ðlÞ
ij g and #gij ¼

maxf #g
ðkÞ
ij ;#g

ðlÞ
ij g (#h

ðaÞ
ij and #g

ðaÞ
ij are the numbers of

elements in h
ðaÞ
ij and g

ðaÞ
ij , respectively), then the compati-

bility degree between R(k) and R(l) is defined as:

c2ðRðkÞ;RðlÞÞ ¼ 1

2m2

Xm

i¼1

Xm

j¼1

1

#hij

X#hij

t¼1

DhijrðtÞ þ Dhijmin þ 1

Dhijmax þ Dhijmin þ 1
ð1� DhijrðtÞÞ þ

1

#gij

X#gij

s¼1

DgijrðsÞ þ Dgijmin þ 1

Dgijmax þ Dgijmin þ 1
ð1� DgijrðsÞÞ

 ! ;

ð6Þ

where DhijrðtÞ ¼ jhðkÞ
ijrðtÞ � h

ðlÞ
ijrðtÞj for t = 1, 2, …, #hij,

Dhijmax ¼ maxtfDhijrðtÞg, Dhijmin ¼ mintfDhijrðtÞg, DgijrðsÞ ¼

jgðkÞ
ijrðsÞ � g

ðlÞ
ijrðsÞj for s = 1, 2, …, #gij,

Dgijmax ¼ maxsfDgijrðsÞg, and Dgijmin ¼ minsfDgijrðsÞg.

Theorem 5 The compatibility degree derived from

Eq. (3) possesses the properties listed in Theorem 4.

Proof The proof of Theorem 5 is easy.

Analyzing the proposed formulas, it can be found that

Formula (2) involves three aspects of information of

DHFEs, i.e., the membership degrees, the non-membership

degrees and the average indeterminacy degree, while For-

mula (3) only considers the first two kinds of information.

Furthermore, it can be easily observed that the results got

by Formula (2) tend to be influenced by single arguments,

especially those with too high or too low values, while

Formula (3) is capable of alleviating the influence of these

c1ðRðkÞ;RðlÞÞ ¼
Pm

i¼1

Pm
j¼1

1
#hij

P#hij
t¼1 ðhðkÞ

ijrðtÞh
ðlÞ
ijrðtÞÞþ 1

#gij

P#gij
s¼1 ðg

ðkÞ
ijrðsÞg

ðlÞ
ijrðsÞÞ þ pðkÞij pðlÞij

� �

Pm
i¼1

Pm
j¼1

1
#hij

P#hij
t¼1 ðhðkÞ

ijrðtÞÞ
2 þ 1

#gij

P#gij
s¼1 ðg

ðkÞ
ijrðsÞÞ

2 þ ðpðkÞij Þ2
� �h i1

2

�
Pm

i¼1

Pm
j¼1

1
#hij

P#hij
t¼1 ðhðlÞ

ijrðtÞÞ
2 þ 1

#gij

P#gij
s¼1 ðg

ðlÞ
ijrðsÞÞ

2 þ ðpðlÞij Þ
2

� �h i1
2

;

ð5Þ
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arguments by means of dealing with the considered argu-

ments as a whole.

Let A = {a1, a2, …, am} be a set of alternatives, and

RðkÞ ¼ ðdðkÞij Þm
m be aDHFPRon the setA, where for i, j = 1,

2, …, m, d
ðkÞ
ij ¼ ðhðkÞij ; g

ðkÞ
ij Þ, then the ith row vector

fðhðkÞij ; g
ðkÞ
ij Þjj ¼ 1; 2; . . .;mg of R(k), denoted by V

ðkÞ
i , depicts

the pairwise comparison preferences of the alternative ai
over all alternatives in A. In the following, two different

compatibility formulas are developed to calculate the com-

patibility degree between two row vectors of DHFPRs:

Definition 10 Let

V
ðkÞ
i ¼ fðhðkÞi1 ; g

ðkÞ
i1 Þ; ðhðkÞi2 ; g

ðkÞ
i2 Þ; . . .; ðhðkÞim ; g

ðkÞ
im Þg

and

V
ðlÞ
i ¼ fðhðlÞi1 ; g

ðlÞ
i1 Þ; ðh

ðlÞ
i2 ; g

ðlÞ
i2 Þ; . . .; ðh

ðlÞ
im ; g

ðlÞ
imÞg

be the ith row vectors of the DHFPRs RðkÞ ¼ ðdðkÞij Þm
m and

RðlÞ ¼ ðdðlÞij Þm
m, respectively. Suppose that for a = k,

l; j = 1, 2, …, m, h
ðaÞ
ijrðtÞ is the tth smallest element in h

ðaÞ
ij ,

g
ðaÞ
ijrðsÞ is the sth smallest element in g

ðaÞ
ij , #hij ¼

maxf #h
ðkÞ
ij ;#h

ðlÞ
ij g and #gij ¼ maxf #g

ðkÞ
ij ;#g

ðlÞ
ij g

(#h
ðaÞ
ij and #g

ðaÞ
ij are the numbers of elements in h

ðaÞ
ij and

g
ðaÞ
ij , respectively), then the compatibility degree between

V
ðkÞ
i and V

ðlÞ
i is defined as:

or

where DhijrðtÞ ¼ jhðkÞ
ijrðtÞ � h

ðlÞ
ijrðtÞj for t ¼ 1; 2; . . .;#hij,

Dhijmax ¼ maxtfDhijrðtÞg, Dhijmin ¼ mintfDhijrðtÞg, DgijrðsÞ ¼

jgðkÞ
ijrðsÞ � g

ðlÞ
ijrðsÞj for s ¼ 1; 2; . . .;#gij, Dgijmax ¼

maxsfDgijrðsÞg and Dgijmin ¼ minsfDgijrðsÞg.

Clearly, the larger the value of crðVðkÞ
i ;V

ðlÞ
i Þðr ¼ 1; 2Þ,

the better the compatibility between V
ðkÞ
i and V

ðlÞ
i . Fur-

thermore, the compatibility degree crðV ðkÞ
i ;V

ðlÞ
i Þ derived

from Eq. (7) or (8) possesses the following properties:

(i) 0� crðV ðkÞ
i ;V

ðlÞ
i Þ� 1;

(ii) crðVðkÞ
i ;V

ðlÞ
i Þ ¼ 1 , V

ðkÞ
i ¼ V

ðlÞ
i ;

(iii) crðVðkÞ
i ;V

ðlÞ
i Þ ¼ crðVðlÞ

i ;V
ðkÞ
i Þ;

(iv) If crðV ðkÞ
i ;V

ðlÞ
i Þ ¼ 1 and crðVðlÞ

i ;V
ðzÞ
i Þ ¼ 1, then

crðVðkÞ
i ;V

ðzÞ
i Þ ¼ 1.

Two Methods for GDM with DHFPRs

To date, although there have been many methods designed

to solve the GDM problems with various types of prefer-

ence relations [11–14, 47], no methods have been proposed

to deal with the GDM problems with DHFPRs. Below we

intend to investigate the GDM problems with DHFPRs and

develop some solving methods.

The GDM problem considered in this section can be

described as follows: Let A = {a1, a2, …, am} be a set of

alternatives and O = {o1, o2, …, on} be a set of decision

organizations. Suppose that for any two alternatives ai and

aj(i = j, i, j = 1, 2, …, m), each decision organization ok,

which has several experts, offers some values to describe

the degrees that ai is superior to aj, and several values to

c1ðV ðkÞ
i ;V

ðlÞ
i Þ ¼

Pm
j¼1

1
#hij

P#hij
t¼1 ðhðkÞ

ijrðtÞh
ðlÞ
ijrðtÞÞ þ 1

#gij

P#gij
s¼1 ðg

ðkÞ
ijrðsÞg

ðlÞ
ijrðsÞÞ þ pðkÞij pðlÞij

� �

Pm
j¼1

1
#hij

P#hij
t¼1 ðhðkÞ

ijrðtÞÞ
2 þ 1

#gij

P#gij
s¼1 ðg

ðkÞ
ijrðsÞÞ

2 þ ðpðkÞij Þ2
� �h i1

2

�
Pm

j¼1
1

#hij

P#hij
t¼1 ðhðlÞ

ijrðtÞÞ
2 þ 1

#gij

P#gij
s¼1 ðg

ðlÞ
ijrðsÞÞ

2 þ ðpðlÞij Þ
2

� �h i1
2

;

ð7Þ

c2ðV ðkÞ
i ;V

ðlÞ
i Þ ¼ 1

2m

Xm

j¼1

1

#hij

X#hij

t¼1

DhijrðtÞ þ Dhijmin þ 1

Dhijmax þ Dhijmin þ 1
ð1� DhijrðtÞÞ þ

1

#gij

X#gij

s¼1

DgijrðsÞ þ Dgijmin þ 1

Dgijmax þ Dgijmin þ 1
ð1� DgijrðsÞÞ

 !
; ð8Þ
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depict the degrees to which ai is inferior to aj. Then in this

case, the preference information for the two alternatives

provided by ok can be viewed as a DHFE d
ðkÞ
ij and all d

ðkÞ
ij , i,

j = 1, 2, …, m can constitute a DHFPR RðkÞ ¼ ðdðkÞij Þm
m.

In the process of GDM with DHFPRs, it is necessary to

integrate the individual DHFPRs into a collective one. At

this time, the relative importance weights of decision

organizations need to be taken into account and incorpo-

rated into each individual DHFPR, which have a great

influence on the aggregation result. However, in many

practical situations, the information about the importance

weights of decision organizations is usually unknown or is

very difficult to obtain. Therefore, how to assign reason-

able weights to the decision organizations in light of their

DHFPRs is an issue that needs to be solved first. During the

decision making process, it is usually expected that the

differences or contradictions among the preference rela-

tions provided by the decision makers are as few as pos-

sible [37]. Note that cr(R
(k), R(l))(r = 1, 2) measures the

compatibility degree between R(k) and R(l), and the larger

the value of cr(R
(k), R(l))(r = 1, 2), the better the

compatibility between R(k) and R(l). Thus, the larger the

average compatibility degree between R(k) and the others,

the more reliable the information provided by the decision

organization ok. At this time, a larger weight should be

assigned to this decision organization.

Since compatibility is a very valid tool to measure the

agreement of opinions, the developed compatibility mea-

sures can be used to analyze the group’s consensus level

during the process of GDM. Based on the above analysis,

the following GDM method is proposed.

Method 1

Step 1 If the importance weights of decision organiza-

tions are completely unknown, then the weight kk of the
decision organization ok is determined by the following

equation:

kk ¼
cðRðkÞÞPn
l¼1 cðRðlÞÞ ; k ¼ 1; 2; . . .; n: ð9Þ

Here,

cðRðkÞÞ ¼ 1

n� 1

Xn

l¼1;l 6¼k

cðRðkÞ;RðlÞÞ; k ¼ 1; 2; . . .; n;

where c(R(k), R(l)) is the compatibility degree between

R(k) and R(l) calculated by Eq. (2) or (3).

Step 2 For all k = 1, 2, …, n, let

R
ðkÞ
I ¼ ðdðkÞijI Þm
m ¼ RðkÞ, where for all i, j = 1, 2, …,

m, d
ðkÞ
ijI ¼ ðhðkÞijI ; g

ðkÞ
ijI Þ and I = 0. Suppose that the desir-

able consensus level is d*.
Step 3 Use Eq. (1) to aggregate all individual DHFPRs

R
ðkÞ
I , k = 1, 2, …, n into the collective DHFPR

RI = (dijI)m9m, where

dijI ¼ [
cðkÞ
ijI
2hðkÞ

ijI
;gðkÞ

ijI
2gðkÞ

ijI

Qn
k¼1 ðc

ðkÞ
ijI Þ

kk

Qn
k¼1 ðc

ðkÞ
ijI Þ

kk þ
Qn

k¼1 ð1� cðkÞijI Þ
kk

( )
;

(

Qn
k¼1 ðg

ðkÞ
ijI Þ

kk

Qn
k¼1 ðg

ðkÞ
ijI Þ

kk þ
Qn

k¼1 ð1� gðkÞijI Þ
kk

( ))
; i; j ¼ 1; 2; . . .;m:

ð10Þ

Step 4 Compute the compatibility degree cðRðkÞ
I ;RIÞ

between the individual DHFPR R
ðkÞ
I (k = 1, 2, …, n) and

the collective DHFPR RI by Eq. (2) or (3).

Step 5 If for all k = 1, 2, …, n, cðRðkÞ
I ;RIÞ d�, then go

to Step 7; otherwise, there must exist at least one k0 such

that cðRðk0Þ
I ;RIÞ\d�; then, at this time go to the next

step.

Step 6 Let R
ðk0Þ
Iþ1 ¼ ðdðk0ÞijIþ1Þm
m, where for all i, j = 1, 2,

…, m, d
ðk0Þ
ijIþ1 ¼ ðhðk0ÞijIþ1; g

ðk0Þ
ijIþ1Þ and

Table 3 Possible values for the degree to which xi is superior to xj

x1 x2 x3

x1 {0.5} {0.1, 0.3, 0.4} {0.2, 0.3}

x2 {0.5, 0.6} {0.5} {0.1, 0.2}

x3 {0.6, 0.7} {0.6, 0.8} {0.5}

Table 4 Possible values for the degree to which xi is inferior to xj

x1 x2 x3

x1 {0.5} {0.5, 0.6} {0.6, 0.7}

x2 {0.1, 0.3, 0.4} {0.5} {0.6, 0.8}

x3 {0.2, 0.3} {0.1, 0.2} {0.5}

Table 5 Transformed degree to which xi is superior to xj

x1 x2 x3

x1 [0.5, 0.5] [0.1, 0.4] [0.2, 0.3]

x2 [0.5, 0.6] [0.5, 0.5] [0.1, 0.2]

x3 [0.6, 0.7] [0.6, 0.8] [0.5, 0.5]

Table 6 Transformed degree to which xi is inferior to xj

x1 x2 x3

x1 [0.5, 0.5] [0.5, 0.6] [0.6, 0.7]

x2 [0.1, 0.4] [0.5, 0.5] [0.6, 0.8]

x3 [0.2, 0.3] [0.1, 0.2] [0.5, 0.5]
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h
ðk0Þ
ijIþ1rðtÞ ¼

ðhðk0Þ
ijIrðtÞÞ

1�bðhijIÞb

ðhðk0Þ
ijIrðtÞÞ

1�bðhijIÞb þ ð1� h
ðk0Þ
ijIrðtÞÞ

1�bð1� hijIÞb
;

i; j ¼ 1; 2; . . .;m;

ð11Þ

g
ðk0Þ
ijIþ1rðsÞ ¼

ðgðk0Þ
ijIrðsÞÞ

1�bðgijIÞb

ðgðk0Þ
ijIrðsÞÞ

1�bðgijIÞb þ ð1� g
ðk0Þ
ijIrðsÞÞ

1�bð1� gijIÞb
;

i; j ¼ 1; 2; . . .;m;

ð12Þ

where b(0 B b B 1) is an adjustment parameter deter-

mined by the decision maker, representing the decision

maker’s preference to some degree, h
ðk0Þ
ijIþ1rðtÞ and h

ðk0Þ
ijIrðtÞ

are the tth smallest values in h
ðk0Þ
ijIþ1 and h

ðk0Þ
ijI , respec-

tively,g
ðk0Þ
ijIþ1rðsÞ and g

ðk0Þ
ijIrðsÞ are the sth smallest values in

g
ðk0Þ
ijIþ1 and g

ðk0Þ
ijI , respectively, hijI ¼ 1

#hijI

P
cijI2hijI cijI and

gijI ¼ 1
#gijI

P
gijI2gijI gijI , in which dijI = (hijI, gijI), i, j = 1,

2, …, m are the DHFEs in the collective DHFPR

RI = (dijI)m9m in the Ith iteration. Let I = I ? 1, and

return to Step 3.

Step 7 Let R = (dij)m9m = RI, then for the alternative

ai(i = 1, 2, …, m), employ the SDHFA operator to fuse

all the corresponding dual hesitant fuzzy preference

values dij = (hij, gij), j = 1, 2, …, m into the collective

dual hesitant fuzzy preference value di, where

di ¼ [cij2hij ;gij2gij

Qm
j¼1 ðcijÞ

1=m

Qm
j¼1 ðcijÞ

1=m þ
Qm

j¼1 ð1� cijÞ
1=m

( )
;

(

Qm
j¼1 ðgijÞ

1=m

Qm
j¼1 ðgijÞ

1=m þ
Qm

j¼1 ð1� gijÞ1=m

( ))
:

ð13Þ

Step 8 Compare di, i = 1, 2, …, m according to

Definitions 3 and 4, and then get the priority of the

alternative ai according to the ranking of di(i = 1, 2, …,

m).

The above GDM process can be depicted by the

flowchart shown in Fig. 1.

In the above-mentioned method, Steps 2–6 constitute a

consensus improving procedure which requires the experts

to converge to a uniform opinion by adjusting their pref-

erence values. However, in real life, there exist some sit-

uations where the experts do not expect their opinions to be

modified or they do not have to agree in order to reach a

consensus. For example, in the process of judging

figure skating, there are no expectations that all experts

finally reach an agreement. Oppositely, it is expected that

the experts could generate various opinions and the usual

procedure is to rule out the high and low extreme opinions

and average the remainder [48]. In what follows, another

method for GDM with DHFPRs is designed in which the

group’s consensus level is improved without altering the

opinions of the experts, but by modifying their weights and

the alternatives are ranked based upon the rationale of

TOPSIS [49]. Before doing so, the following definition is

first introduced:

Definition 11 Let V
ðkÞ
i and Vi be the ith row vectors of the

individual DHFPR R(k) and the collective DHFPR R,

respectively, then the consensus level of the alternative ai
is defined as:

Ci ¼
Xn

k¼1

kkcðV ðkÞ
i ;ViÞ; ð14Þ

and the group consensus level is defined as:

C ¼ 1

m

Xm

i¼1

Ci; ð15Þ

where k = (k1, k2, …, kn)
T is the weight vector of decision

organizations with kk C 0, k = 1, 2, …, n and
Pn

k¼1 kk ¼ 1, and cðV ðkÞ
i ;ViÞ is the compatibility degree

between V
ðkÞ
i and Vi computed by Eq. (7) or (8).

Method 2

Step 1 Suppose that k = (k1, k2, …, kn)
T is the known

weight vector of decision organizations, where kk C 0,

k = 1, 2, …, n and
Pn

k¼1 kk ¼ 1.

Step 2 For all k = 1, 2, …, n, let

R
ðkÞ
I ¼ ðdðkÞijI Þm
m ¼ RðkÞ, where for i, j = 1, 2, …, m,

d
ðkÞ
ijI ¼ ðhðkÞijI ; g

ðkÞ
ijI Þ, kkI = kk and I = 0. Suppose that the

desirable consensus level is d*.
Step 3 Use Eq. (1) to aggregate all individual DHFPRs

R
ðkÞ
I , k = 1, 2, …, n into the collective DHFPR

RI = (dijI)m9m, where

dijI ¼ [
cðkÞ
ijI
2hðkÞ

ijI
;gðkÞ

ijI
2gðkÞ

ijI

Qn
k¼1 ðc

ðkÞ
ijI Þ

kkI

Qn
k¼1 ðc

ðkÞ
ijI Þ

kkI þ
Qn

k¼1 ð1� cðkÞijI Þ
kkI

( )
;

(

Qn
k¼1 ðg

ðkÞ
ijI Þ

kkI

Qn
k¼1 ðg

ðkÞ
ijI Þ

kkI þ
Qn

k¼1 ð1� gðkÞijI Þ
kkI

( ))
; i; j ¼ 1; 2; . . .;m:

ð16Þ

Step 4 For k = 1, 2, …, n; i = 1, 2, …, m, Eq. (7) or (8)

is used to compute the compatibility degree cðV ðkÞ
iI ;ViIÞ

between the ith row vectors of R
ðkÞ
I and RI, and then
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calculate the consensus level CI
i of the alternative ai by

Eq. (14) and the group consensus level CI by Eq. (15).

Step 5 If CI C d*, then the group members reach an

acceptable consensus, and go to Step 8; otherwise, go to

the next step.

Step 6 Measure the contribution of the decision organi-

zation ol. Firstly, the consensus level CI

il
of the

alternative ai excluding the decision organization ol is

computed by

CI

il
¼

Xn

k¼1;k 6¼l

k
0

kIcðV
ðkÞ
iI ;V

0

iIÞ; ð17Þ

where k
0

kI ¼ kkI=
Pn

t¼1;t 6¼l ktI , and V
0
iI is the ith row

vector of the new collective DHFPR R
0
I derived by

Eq. (16) after excluding the decision organization ol.

Then the contribution DI
il of the decision organization ol

to the alternative ai is computed by

DI
il ¼ CI

i � CI

il
; ð18Þ

where DI
il indicates the difference between the consensus

levels of the alternative ai including and excluding the

decision organization ol. Finally, the contribution mea-

sure DI
l of the decision organization ol is achieved by

DI
l ¼

Xm

i¼1

DI
il: ð19Þ

Obviously, the smaller the DI
l is, the less contribution

that the decision organization ol makes toward the group

decision. On the contrary, the larger DI
l is, the more

contribution that the decision organization ol does to the

group decision.

Step 7 Update the weights of decision organizations.

When the group’s consensus level is lower than the

desired value, which implies that there exists enough

discrepancy among the decision organizations’ opinions,

the weights of decision organizations should be modified

by using the following equations:

pIþ1
k ¼ kkI 1þ DI

k

m

� �o

; k ¼ 1; 2; . . .; n; ð20Þ

kkIþ1 ¼
pIþ1
kPn

t¼1 p
Iþ1
t

; k ¼ 1; 2; . . .; n; ð21Þ

where kkI is the weight of the decision organization ok in

the Ith iteration. Parameter q indicates the effect of the

decision organization’s contribution on its weight. The

larger the value of q, the faster the group reaches the

desired consensus level. Let I = I ? 1, go to Step 3.

Step 8 Rank the alternatives. Let R = RI. Suppose that

a? and a- are the positive and negative ideal alterna-

tives, respectively, then V? = {(1, 0), (1, 0), …, (1, 0)}

and V- = {(0, 1), (0, 1), …, (0, 1)} can be used to

describe the pairwise comparison preferences of a? and

a- over all alternatives in A, respectively. According to

the implications of compatibility, the optimal alternative

should have the compatibility degree with a? as large as

possible and have the compatibility degree with a- as

small as possible. Thus, the alternative ai can be ranked

by the following formula:

VðaiÞ ¼
cðVi;V

þÞ
cðVi;VþÞ þ cðVi;V�Þ ; ð22Þ

where Vi is the ith row vector of R, c(Vi, V
?) is the

compatibility degree between Vi and V?, and c(Vi, V
-) is

the compatibility degree between Vi and V-, which are

computed by Eq. (7) or (8). Notice that the larger the

value of V(ai), the better the alternative ai. Consequently,

the ranking orders of alternatives can be achieved.

The above GDM process can be described by the

flowchart shown in Fig. 2.

From the solving steps of Methods 1 and 2, it can be easily

observed that the consensus improving procedures involved in

the two methods are markedly different. In Method 1, the

consensus level of each decision organization is got by com-

puting the compatibility degree between the individual DHFPR

and the collective DHFPR by Eq. (2) or (3). If the consensus

level is less than the desired consensus level, it is required to

adjust the DHFPR according to the adjustment parameter

provided by the decision maker. However, in Method 2, the

consensus level of each alternative is first achieved by aggre-

gating the compatibility degrees between the row vectors of the

DHFPR and the collective DHFPR, which are computed by

Eq. (7) or (8). Then, the consensus level of the group is

computed by averaging the consensus levels of all alternatives.

If the consensus level is less than the desired consensus level, it

is needed to modify the weights of decision organizations

according to their contributions to the group decision.

Illustrative Example

In this section, an example concerning the evaluation of

causes of students’ disruptive behavior (adapted from Ref.

[50]) is adopted to validate the practicality and effective-

ness of the proposed methods in solving the GDM prob-

lems with DHFPRs.
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Description of the Problem and the Analysis Process

One of the biggest problems presented today in the class-

room is misbehavior. To find out the causes of this mis-

behavior and the influence these exert on it is of interest to

teachers and, in general, to anyone involved in education

(the Education Department, parents, students, etc.). Now

three decision organizations o1, o2 and o3 composed of

teachers, parents and students, respectively, are asked to

rate some given causes of disruptive behavior. Among

these causes are

a1: lack of interest in subject or general disinterest in

school;

a2: unsettled home environment;

a3: pupil psychological or emotional instability;

a4: lack of self-esteem;

a5: dislike of teacher;

a6: use of drugs.

The opinions about the six causes given by the three

organizations are presented in Matrices U(1)–U(3), all of

which are DHFPRs:

In order to solve the above-mentioned GDM problem

with DHFPRs, the following steps are given based upon

Method 1:

Step 1 By Eq. (2), the compatibility degrees c1(U
(k), U(l))

between U(k) and U(l) are computed, listed in the

following matrix:

C ¼ ðcklÞ3
3 ¼
1 0:9585 0:9403
0:9585 1 0:9324
0:9403 0:9324 1

0
@

1
A;

where ckl = c1(U
(k), U(l)), for k, l = 1, 2, 3. Then by

Eq. (9), the weights of decision organizations are

determined:

w1 ¼ 0:3346; w2 ¼ 0:3338; w3 ¼ 0:3316:

Step 2 For all k = 1, 2, 3, let U
ðkÞ
0 ¼ UðkÞ. Then by

Eq. (10), all DHFPRs U
ðkÞ
0 , k = 1, 2, 3 are fused into the

collectiveDHFPRU0. Suppose thatU0 = (dij0)696, where

for i, j = 1, 2, …, 6, dij0 = (hij0, gij0). Due to the limited

space, only some elements in U0 are listed here:

h120 ¼ f0:1861; 0:2635; 0:2667; 0:2871; 0:3627; 0:3679;
0:3865; 0:3903; 0:4806; 0:5005; 0:5061; 0:6197g;

g120 ¼ f0:1692; 0:2129; 0:215; 0:2558; 0:2667; 0:3134;
0:3161; 0:3804g:

Step 3 By Eq. (2), the compatibility degrees c1ðUðkÞ
0 ;U0Þ

between U
ðkÞ
0 , k = 1, 2, 3 and U0 are calculated:

c1ðUð1Þ
0 ;U0Þ ¼ 0:933; c1ðUð2Þ

0 ;U0Þ ¼ 0:9321;

c1ðUð3Þ
0 ;U0Þ ¼ 0:9135:

Step 4 Suppose that the desired consensus level is 0.93.

Since c1ðUð3Þ
0 ;U0Þ\0:93, then it is needed to repair the

DHFPR U(3). By Eqs. (11) and (12) (where b = 0.5), the

new DHFPR is constructed:

Uð1Þ ¼

ff0:5g; f0:5gg ff0:2; 0:5g; f0:3; 0:5gg ff0:2; 0:4g; f0:1; 0:3; 0:6gg ff0:2; 0:5; 0:7g; f0:1; 0:2gg ff0:2; 0:5g; f0:1; 0:2; 0:5gg ff0:1; 0:3; 0:6; 0:8g; f0:1; 0:2gg
ff0:3; 0:5g; f0:2; 0:5gg ff0:5g; f0:5gg ff0:25; 0:65; 0:8g; f0:1; 0:2gg ff0:3g; f0:1; 0:3; 0:7gg ff0:3; 0:4; 0:5g; f0:15; 0:4gg ff0:2; 0:3g; f0:2; 0:5; 0:7gg
ff0:1; 0:3; 0:6g; f0:2; 0:4gg ff0:1; 0:2g; f0:25; 0:65; 0:8gg ff0:5g; f0:5gg ff0:3; 0:6g; f0:1; 0:2; 0:4gg ff0:2; 0:5g; f0:1; 0:5gg ff0:3; 0:6g; f0:2; 0:4gg
ff0:1; 0:2g; f0:2; 0:5; 0:7gg ff0:1; 0:3; 0:7g; f0:3gg ff0:1; 0:2; 0:4g; f0:3; 0:6gg ff0:5g; f0:5gg ff0:1; 0:3g; f0:2; 0:4; 0:6gg ff0:4; 0:6g; f0:1; 0:2; 0:3gg
ff0:1; 0:2; 0:5g; f0:2; 0:5gg ff0:15; 0:4g; f0:3; 0:4; 0:5gg ff0:1; 0:5g; f0:2; 0:5gg ff0:2; 0:4; 0:6g; f0:1; 0:3gg ff0:5g; f0:5gg ff0:55; 0:8g; f0:05; 0:2gg
ff0:1; 0:2g; f0:1; 0:3; 0:6; 0:8gg ff0:2; 0:5; 0:7g; f0:2; 0:3gg ff0:2; 0:4g; f0:3; 0:6gg ff0:1; 0:2; 0:3g; f0:4; 0:6gg ff0:05; 0:2g; f0:55; 0:8gg ff0:5g; f0:5gg

0
BBBBBB@

1
CCCCCCA
;

Uð2Þ ¼

ff0:5g; f0:5gg ff0:3; 0:7g; f0:15; 0:3gg ff0:4; 0:6g; f0:3; 0:4gg ff0:2; 0:5; 0:7g; f0:1; 0:3gg ff0:1; 0:3; 0:4g; f0:1; 0:4; 0:6gg ff0:3; 0:7; 0:9g; f0:05; 0:1gg
ff0:15; 0:3g; f0:3; 0:7gg ff0:5g; f0:5gg ff0:1; 0:3; 0:7g; f0:1; 0:3gg ff0:15; 0:4g; f0:05; 0:2; 0:6gg ff0:1; 0:2; 0:6g; f0:2; 0:4gg ff0:1; 0:45g; f0:2; 0:55gg
ff0:3; 0:4g; f0:4; 0:6gg ff0:1; 0:3g; f0:1; 0:3; 0:7gg ff0:5g; f0:5gg ff0:3; 0:5g; f0:2; 0:5gg ff0:3; 0:6g; f0:15; 0:4gg ff0:1; 0:3; 0:7g; f0:1; 0:3gg
ff0:1; 0:3g; f0:2; 0:5; 0:7gg ff0:05; 0:2; 0:6g; f0:15; 0:4gg ff0:2; 0:5g; f0:3; 0:5gg ff0:5g; f0:5gg ff0:1; 0:2g; f0:3; 0:7gg ff0:4; 0:6g; f0:1; 0:2gg
ff0:1; 0:4; 0:6g; f0:1; 0:3; 0:4gg ff0:2; 0:4g; f0:1; 0:2; 0:6gg ff0:15; 0:4g; f0:3; 0:6gg ff0:3; 0:7g; f0:1; 0:2gg ff0:5g; f0:5gg ff0:5; 0:7; 0:8g; f0:15; 0:2gg
ff0:05; 0:1g; f0:3; 0:7; 0:9gg ff0:2; 0:55g; f0:1; 0:45gg ff0:1; 0:3g; f0:1; 0:3; 0:7gg ff0:1; 0:2g; f0:4; 0:6gg ff0:15; 0:2g; f0:5; 0:7; 0:8gg ff0:5g; f0:5gg

0
BBBBBB@

1
CCCCCCA
;

Uð3Þ ¼

ff0:5g; f0:5gg ff0:1; 0:3; 0:65g; f0:1; 0:35gg ff0:1; 0:3g; f0:25; 0:65gg ff0:2; 0:6; 0:7g; f0:05; 0:3gg ff0:15; 0:35g; f0:5; 0:65gg ff0:25; 0:6; 0:8g; f0:1; 0:2gg
ff0:1; 0:35g; f0:1; 0:3; 0:65gg ff0:5g; f0:5gg ff0:3; 0:5; 0:8g; f0:15; 0:2gg ff0:2g; f0:1; 0:5; 0:8gg ff0:1; 0:3; 0:4g; f0:3; 0:6gg ff0:1; 0:3g; f0:1; 0:3; 0:7gg
ff0:25; 0:65g; f0:1; 0:3gg ff0:15; 0:2g; f0:3; 0:5; 0:8gg ff0:5g; f0:5gg ff0:2; 0:5; 0:6g; f0:3; 0:4gg ff0:3g; f0:05; 0:3; 0:7gg ff0:1; 0:4; 0:6g; f0:1; 0:4gg
ff0:05; 0:3g; f0:2; 0:6; 0:7gg ff0:1; 0:5; 0:8g; f0:2gg ff0:3; 0:4g; f0:2; 0:5; 0:6gg ff0:5g; f0:5gg ff0:2; 0:3g; f0:2; 0:6; 0:7gg ff0:1; 0:4g; f0:2; 0:6gg
ff0:5; 0:65g; f0:15; 0:35gg ff0:3; 0:6g; f0:1; 0:3; 0:4gg ff0:05; 0:3; 0:7g; f0:3gg ff0:2; 0:6; 0:7g; f0:2; 0:3gg ff0:5g; f0:5gg ff0:15; 0:4; 0:6g; f0:05; 0:4gg
ff0:1; 0:2g; f0:25; 0:6; 0:8gg ff0:1; 0:3; 0:7g; f0:1; 0:3gg ff0:1; 0:4g; f0:1; 0:4; 0:6gg ff0:2; 0:6g; f0:1; 0:4gg ff0:05; 0:4g; f0:15; 0:4; 0:6gg ff0:5g; f0:5gg

0

BBBBBB@

1

CCCCCCA
:
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Step 5 By Eq. (10), the DHFPRs U
ð1Þ
0 , U

ð2Þ
0 and U

ð3Þ
1 are

aggregated into the new collective DHFPR U1. Suppose

that U1 = (dij1)696, where dij1 = (hij1, gij1) for i, j = 1,

2, …, 6. Because of the limited space, only some

elements in U1 are listed here:

h121 ¼ f0:2335; 0:2759; 0:3263; 0:327; 0:349; 0:3773;
0:4014; 0:4359; 0:4602; 0:461; 0:5161; 0:5763g;

g121 ¼ f0:1986; 0:2436; 0:25; 0:3021; 0:2476; 0:2995;
0:3068; 0:365g:

Step 6 By Eq. (2), the following compatibility degrees

are calculated:

c1ðUð1Þ
0 ;U1Þ ¼ 0:9378; c1ðUð2Þ

0 ;U1Þ ¼ 0:9376;

c1ðUð3Þ
1 ;U1Þ ¼ 0:9629:

Obviously, c1ðUð1Þ
0 ;U1Þ 0:93, c1ðUð2Þ

0 ;U1Þ 0:93 and

c1ðUð3Þ
1 ;U1Þ 0:93. Thus, the group reaches the desired

consensus level.

Step 7 Let U = U1, then by Eq. (13), the dual hesitant

fuzzy preference values with respect to each alternative

ai are fused into the collective dual hesitant fuzzy

preference value di, and then according to Definition 3,

the score values of di, i = 1, 2, …, 6 are calculated:

sðd1Þ ¼ 0:1494; sðd2Þ ¼ �0:0011; sðd3Þ ¼ 0:0127;
sðd4Þ ¼ �0:0806; sðd5Þ ¼ 0:1273;
sðd6Þ ¼ �0:2043

by which the ranking orders of the alternatives a1, a2,…,

a6 are achieved: a1 � a5 � a3 � a2 � a4 � a6.

In the above solving process, if the compatibility measure

shown in Eq. (3) is used to measure the agreement of pref-

erences, the following computational results can be achieved:

In Step 1, the calculated weights of decision organiza-

tions by Eqs. (3) and (9) are listed as follows:

w1 ¼ 0:3351; w2 ¼ 0:334; w3 ¼ 0:3309:

In Step 3, the calculated compatibility degrees c2(U0
(k),

U0) between U0
(k), k = 1, 2, 3 and U0 by using Eq. (3) are

listed as:

c2ðUð1Þ
0 ;U0Þ ¼ 0:8191; c2ðUð2Þ

0 ;U0Þ ¼ 0:8149;

c2ðUð3Þ
0 ;U0Þ ¼ 0:798:

In Step 6, the derived compatibility degrees c2ðUðkÞ
1 ;U1Þ

between U
ðkÞ
1 , k = 1, 2, 3 and U1 by using Eq. (3) are listed

as:

c2ðUð1Þ
1 ;U1Þ ¼ 0:9455; c2ðUð2Þ

1 ;U1Þ ¼ 0:9442;

c1ðUð3Þ
1 ;U1Þ ¼ 0:9379:

In Step 7, the derived score values of di, i = 1, 2, …, 6

by Definition 3 are listed as:

sðd1Þ ¼ 0:1361; sðd2Þ ¼ �0:0114; sðd3Þ ¼ 0:0128;
sðd4Þ ¼ �0:0829; sðd5Þ ¼ 0:1327;
sðd6Þ ¼ �0:1838

by which the ranking orders of the alternatives a1, a2, …,

a6 are achieved: a1 � a5 � a3 � a2 � a4 � a6.

From the above results, it can be seen that by using

different compatibility measures, the yielded ranking

orders of weights of decision organizations are the same,

i.e., w1[w2[w3, and the same conclusion can be drawn

for the ranking orders of compatibility degrees between the

individual DHFPRs and the collective DHFPR, and for the

ranking orders of the alternatives, which demonstrate the

effectiveness of the proposed compatibility measures

shown in Eqs. (2) and (3).

In the above, Method 1 has been adopted to solve the

GDM problem concerning the evaluations of causes of

students’ disruptive behaviors, in which the consensus

level of each decision organization is improved by

adjusting the preference values of the decision organiza-

tion. Nonetheless, sometimes, the decision organizations

U
ð3Þ
1 ¼

ff0:5g; f0:5gg ff0:2086; 0:3411; 0:5187g; f0:1672; 0:3065gg ff0:1836; 0:3064g; f0:3044; 0:508gg
ff0:1672; 0:3065g; f0:2086; 0:3411; 0:5187gg ff0:5g; f0:5gg ff0:3865; 0:4904; 0:6581g; f0:1587; 0:1834gg
ff0:3044; 0:508g; f0:1836; 0:3064gg ff0:1587; 0:1834g; f0:3865; 0:4904; 0:6581gg ff0:5g; f0:5gg
ff0:0904; 0:221g; f0:3197; 0:5352; 0:5895gg ff0:192; 0:4161; 0:5877g; f0:2249gg ff0:2986; 0:3469g; f0:2995; 0:4609; 0:5115gg
ff0:4363; 0:5133g; f0:2053; 0:311gg ff0:3146; 0:462g; f0:18; 0:3013; 0:3497gg ff0:1246; 0:2888; 0:4866g; f0:3295gg
ff0:1077; 0:1533g; f0:3891; 0:5746; 0:6881gg ff0:209; 0:3417; 0:5477g; f0:1525; 0:2611gg ff0:1549; 0:3099g; f0:2046; 0:3865; 0:4859gg

0

BBBBBBBB@

ff0:3197; 0:5352; 0:5895g; f0:0904; 0:221gg ff0:2053; 0:311g; f0:4363; 0:5133gg ff0:3891; 0:5746; 0:6881g; f0:1077; 0:1533gg
ff0:2249g; f0:192; 0:4161; 0:5877gg ff0:18; 0:3013; 0:3497g; f0:3146; 0:462gg ff0:1525; 0:2611g; f0:209; 0:3417; 0:5477gg
ff0:2995; 0:4609; 0:5115g; f0:2986; 0:3469gg ff0:3295g; f0:1246; 0:2888; 0:4866gg ff0:2046; 0:3865; 0:4859g; f0:1549; 0:3099gg
ff0:5g; f0:5gg ff0:1946; 0:2404g; f0:316; 0:5308; 0:5853gg ff0:2128; 0:3984g; f0:2139; 0:3999gg
ff0:316; 0:5308; 0:5853g; f0:1946; 0:2404gg ff0:5g; f0:5gg ff0:3292; 0:4882; 0:5886g; f0:0887; 0:2572gg
ff0:2139; 0:3999g; f0:2128; 0:3984gg ff0:0887; 0:2572g; f0:3292; 0:4882; 0:5886gg ff0:5g; f0:5gg

1

CCCCCCCCA

:
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do not expect their opinions to be modified. In what fol-

lows, Method 2 will be used to resolve the aforementioned

GDM problem, in which the group’s consensus level is

improved without altering the opinions of the decision

organizations but by modifying their weights. It is worth-

while to point out that in order to make a fair comparison

with Method 1, here the importance weight vector of the

three organizations is assumed as w ¼ ð0:3346; 0:3338;
0:3316ÞT, and the desired consensus level is assumed as

d* = 0.93. Then, according to Method 2, the following

steps are given:

Step 1 For all k = 1, 2, 3, let U
ðkÞ
I ¼ UðkÞ and wk0 = wk.

Then by Eq. (16), all DHFPRs U
ðkÞ
0 , k = 1, 2, 3 are

aggregated into the collective DHFPR U0. Suppose that

U0 = (dij0)696, where dij0 = (hij0, gij0) for i, j = 1, 2,…,

6. Due to the limited space, only some elements in U0

are listed here:

h120 ¼ f0:1861; 0:2635; 0:2667; 0:2871; 0:3627; 0:3679;
0:3865; 0:3904; 0:4806; 0:5005; 0:5061; 0:6197g;

g120 ¼ f0:1692; 0:2129; 0:215; 0:2558; 0:2667; 0:3134;
0:3161; 0:3803g:

Step 2 By Eq. (7), the compatibility degrees

c1ðV ðkÞ
i0 ;Vi0Þ;, k = 1, 2, 3 between the ith row vectors

of U
ðkÞ
0 , k = 1, 2, 3 and U0 are calculated, listed in the

following matrix:

C¼ðckiÞ3
6

¼
0:9415 0:9163 0:9364 0:9232 0:966 0:9173
0:9237 0:9288 0:917 0:935 0:9522 0:9511
0:9491 0:9241 0:9366 0:9025 0:9187 0:8557

0
@

1
A;

where cki ¼ c1ðV ðkÞ
i0 ;Vi0Þ, for k = 1, 2, 3; i = 1, 2, …, 6.

Then by Eqs. (14) and (15), the consensus level C0
i of

Set the desired consensus level *δ , and 
derive opinions from individual decision 

organization ko

Form DHFPR ( )kR

Generate the weight of decision 
organization ko

Aggregate into collective DHFPR R

Calculate compatibility degree 
( )( , )kc R R Modify DHFPR ( )kR

Is ( ) *( , ) ?kc R R δ≥

Get collective dual hesitant fuzzy 
preference value of each alternative

Solution 

Exploitation 

Yes 

No

Fig. 1 Overall GDM process by Method 1
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the alternative ai(i = 1, 2, …, 6) and the group con-

sensus level C0 are, respectively, computed:

C0
1 ¼ 0:9381; C0

2 ¼ 0:923; C0
3 ¼ 0:93;

C0
4 ¼ 0:9203; C0

5 ¼ 0:9457; C0
6 ¼ 0:9081;

C0 ¼ 0:9275:

Step 3 Since C0\ 0.93, then it is needed to update the

weights of decision organizations. Firstly, it is required

to calculate the contribution of each decision organiza-

tion to the group decision. By using Eq. (17), the new

consensus level of each alternative excluding one

decision organization is calculated, as given in Table 7.

By Eqs. (18) and (19), the contribution of each decision

organization to the group decision is achieved:

D0
1 ¼ 0:1119; D0

2 ¼ 0:1183; D0
3 ¼ �0:1742:

Then, by means of Eqs. (20) and (21) [let q = 7 in

Eq. (20)], the new weights of the decision organizations

can be obtained. Table 8 shows the weights of decision

organizations and the group consensus level in each

iteration.

From Table 8, it can be easily observed that during the

iterations, the weights of decision organizations o1 and o2
increase, while the weight of the decision organization o3
decreases. This is the consequence of the decision orga-

nization o3 contributing less to the group decision. Fur-

thermore, it can be also found that in the iteration process,

the group consensus level gradually increases until it is not

less than the desired consensus level 0.93. To provide a

Set the desired consensus level 
*δ  and the importance weight 

of decision organization ko

Form DHFPR ( )kR

Derive opinions from individual 
decision organization ko

Aggregate into collective DHFPR 

Is * ?C δ≥

Update weights of decision 
organizations 

Solution 

Calculate each alternative’s consensus 
 level iC  and group consensus level C

Yes 

No 

Fig. 2 Overall GDM process by Method 2

Table 7 New consensus levels excluding one specific decision

organization

Consensus a1 a2 a3 a4 a5 a6

C0

i1
0.9134 0.9044 0.9113 0.9016 0.9231 0.8995

C0

i2
0.9183 0.9033 0.9102 0.9005 0.9259 0.8884

C0

i3
0.9591 0.9511 0.9524 0.9539 0.9665 0.9565
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better view of the change process, the changes in the

decision organizations’ weights as the group consensus

level changes from 0.9275 to 0.9301 are presented in

Fig. 3 (Fig. 3 is formed according to the data obtained by

setting q = 1 in Eq. (20). Different parameters q do not

influence the changing tendencies of the weights with the

changing of the group consensus level since they just

affect the speed that the group reaches the desired con-

sensus level).

It can be easily seen from Fig. 3 that in order to improve

the group consensus level, the weights of decision orga-

nizations o1 and o2 gradually increase, while the weight of

the decision organization o3 gradually decreases. These

conclusions are consistent with those derived from Table 8.

Step 4 According to Eqs. (7) and (4), the following

results are computed:

Vða1Þ ¼ 0:5252; Vða2Þ ¼ 0:4961; Vða3Þ ¼ 0:5008;
Vða4Þ ¼ 0:4896; Vða5Þ ¼ 0:525;
Vða6Þ ¼ 0:4633

by which the ranking orders of the alternatives a1, a2,…,

a6 are achieved: a1 � a5 � a3 � a2 � a4 � a6.

In the above solving process, if the compatibility mea-

sure shown in Eq. (8) is adopted to measure the agreement

of preferences, the following computational results can be

obtained:

In Step 2, by Eqs. (8), (14) and (15), the derived con-

sensus level C0
i of the alternative ai(i = 1, 2, …, 6) and the

group consensus level C0 are listed as:

C0
1 ¼ 0:9035; C0

2 ¼ 0:9003; C0
3 ¼ 0:9012;

C0
4 ¼ 0:896; C0

5 ¼ 0:9108; C0
6 ¼ 0:8954;

C0 ¼ 0:9012:

In Step 3, the weight vector of the decision organiza-

tions obtained in the final iteration is w ¼ ð0:5323; 0:3588;
0:1089ÞT, and in this case, the obtained group consensus

level is 0.9302, which is larger than the desired consensus

level.

In Step 4, by Eqs. (8) and (4), the following results are

computed:

Vða1Þ ¼ 0:5251; Vða2Þ ¼ 0:4969; Vða3Þ ¼ 0:5011;
Vða4Þ ¼ 0:4897; Vða5Þ ¼ 0:5247; Vða6Þ ¼ 0:4626

by which the ranking orders of the alternatives a1, a2, …,

a6 are achieved: a1 � a5 � a3 � a2 � a4 � a6.

From the above results, it can be seen that by using

different compatibility measures, the obtained ranking

orders of consensus levels of alternatives in the 0th itera-

tion are the same, i.e., C5
0 � C1

0 � C3
0 � C2

0 � C4
0 � C6

0,

and the same conclusion can be drawn for the ranking

orders of weights of decision organizations obtained in the

final iteration, and for the ranking orders of the alternatives.

Therefore, it can be concluded that the proposed compat-

ibility measures shown in Eqs. (7) and (8) are applicable

and effective. Furthermore, it can be also observed that no

matter which compatibility measure is used to compute the

degree of agreement of preferences in the decision making

process, the ranking orders of the alternatives derived from

0.9275 0.9280 0.9285 0.9290 0.9295 0.9300 0.9305

0.24

0.26

0.28

0.30

0.32

0.34

0.36

0.38

0.40

C

w

w1
w2
w3

Fig. 3 Weights of decision

organizations with the change in

the group consensus level

Table 8 Weights of decision organizations

I w1 w2 w3 CI

0 0.3346 0.3338 0.3316 0.9275

1 0.3437 0.3403 0.316 0.9279

2 0.3526 0.3459 0.3015 0.9284

3 0.3614 0.3509 0.2877 0.9288

4 0.3699 0.3554 0.2747 0.9291

5 0.3784 0.3591 0.2625 0.9295

6 0.3868 0.3623 0.2509 0.9298

7 0.3953 0.3648 0.2399 0.9301
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Methods 1 and 2 are the same, i.e., a1 � a5 � a3 � a2
� a4 � a6, which demonstrates the practicability and

effectiveness of the proposed methods in dealing with the

GDM problems with DHFPRs.

Comparative Analyses and Discussions

In this subsection, with the same decision making problem

as mentioned in ‘‘Description of the Problem and the

Analysis Process’’ section, comparison analyses are con-

ducted to show the advantages of the proposed methods in

solving the GDM problems with DHFPRs.

More recently, Xu [12] and Liao et al. [13] investigated

the consensus improving procedures for GDM with

IVIFPRs. Since the DHFEs’ envelopes are the interval-

valued intuitionistic fuzzy values (IVIFVs) (for details,

please refer to Ref. [21]), and considering that within the

dual hesitant fuzzy context, there have been no investiga-

tions similar to our methods proposed in ‘‘Two Methods for

GDM with DHFPRs’’ section, we here make comparisons

with the GDM methods developed by Xu [12] and Liao

et al. [13], which are close to our methods. Since both Xu’s

[12] and Liao et al.’s [13] methods are designed to deal

with the situations where the weight values need to be

provided in advance, in order to make the comparisons fair,

here the weight vector is assumed as w ¼ ð0:3346; 0:3338;
0:3316ÞT, which is the same as that used in the solving

processes in ‘‘Description of the Problem and the Analysis

Process’’ section. The detailed solving steps of the two

methods are presented in ‘‘Appendix.’’

In order to facilitate the comparisons of different

methods, the ranking orders of alternatives derived from

different methods are listed in Table 9 (where Method k

(Eq. (t)) denotes that the compatibility measure in Eq. (t) is

used to compute the degree of agreement of preferences

when Method k is adopted to solve the GDM problem).

From Table 9, it can be easily seen that the ranking

orders of the alternatives obtained by Xu’s [12] or Liao

et al.’s [13] method are different from those obtained by

Method 1 or Method 2. The main reason may be that the

proposed methods directly apply the original DHFPRs to

GDM and do not need to transform them into IVIFPRs,

which can avoid the loss and distortion of original infor-

mation. However, when adopting Xu’s [12] or Liao et al.’s

[13] method, the given DHFPRs are not fully utilized and

just transformed into IVIFPRs, which leads to the loss and

distortion of original information and may further result in

inaccurate decision results.

Furthermore, analyzing the solving steps of different

methods, it can be easily seen that when Xu’s method [12]

is applied to solve the GDM problem described in ‘‘De-

scription of the Problem and the Analysis Process’’ section,

there are no consensus improving procedures involved

since the calculated compatibility degree between each

initial IVIFPR and the collective IVIFPR is not less than

the desired consensus level. Notably, when the compati-

bility degree between the individual IVIFPR and the col-

lective IVIFPR is less than the desired consensus level, Xu

[12] recommended to return the IVIFPR (together with the

collective IVIFPR and some elements with the smallest

compatibility degrees as a reference) to the decision maker

for re-evaluation and to construct a new IVIFPR according

to his/her new comparisons until it reaches the desired

consensus, which is not easy to implement especially when

a lot of IVIFPRs need to be re-evaluated, and wastes plenty

of time and resources. Although in Liao et al.’s method

[13], the consensus improving procedures are automatic,

the desired consensus level is reached by adjusting the

IVIFPRs of the decision makers, and thus, Liao et al.’s

method [13] cannot deal with the situations where the

decision makers do not expect their opinions to be modi-

fied. In addition, in both Xu’s [12] and Liao et al.’s [13]

methods, it is required that the weight values are provided

in advance and no methods for deriving weights are

provided.

Therefore, compared with Xu’s [12] and Liao et al.’s

[13] methods, Methods 1 and 2 have some desirable

advantages, which are summarized as follows:

(1) Both Methods 1 and 2 can avoid the loss and

distortion of original information, and generate more

precise decision results since they directly employ

the original DHFPRs during the decision making

process, which are able to objectively represent the

hesitant preference and non-preference degrees of

one alternative over another, and do not need to

transform the DHFPRs into the IVIFPRs.

(2) Both Methods 1 and 2 can integrate more useful

information into the decision making process by

considering the situation that all pairwise compar-

ison judgments for alternatives from the decision

makers are DHFEs and thus can better deal with the

practical uncertain decision situations.

(3) Method 1 can well deal with such GDM problems in

which the weights of group members are completely

Table 9 Rankings of alternatives derived from different methods

Methods Rankings

Method 1 (Eq. 5) a1 � a5 � a3 � a2 � a4 � a6

Method 1 (Eq. 6) a1 � a5 � a3 � a2 � a4 � a6

Method 2 (Eq. 7) a1 � a5 � a3 � a2 � a4 � a6

Method 2 (Eq. 8) a1 � a5 � a3 � a2 � a4 � a6

Xu’s method [12] a5 � a1 � a3 � a2 � a4 � a6

Liao et al.’s method [13] a2 � a1 � a5 � a3 � a4 � a6
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unknown, because by using Step 1, the weights can

be objectively determined based upon the provided

DHFPRs, which is very important in solving a

decision making problem. Furthermore, in Method 1,

when repairing the DHFPRs that do not reach the

desired consensus, it is not needed to interact with

the group members to spend much time adjusting the

DHFEs in the DHFPRs one by one, but just give the

adjustment parameter, which can greatly improve the

efficiency of decision making.

(4) Method 2 can well handle such situations where the

group members do not agree to compromise for

reaching the desired consensus level since it

improves the consensus level of the group without

altering the opinions of the group members, but by

modifying their weights according to their contribu-

tions to the group decision.

Conclusions

In this paper, the GDM problems in which the cognitive

information of group members is expressed by DHFPRs

have been investigated. Firstly, a new operator to aggre-

gate dual hesitant fuzzy cognitive information has been

developed, which treats the membership and non-mem-

bership information fairly, and can generate more neutral

results than the existing dual hesitant fuzzy aggregation

operators. Since compatibility is a very effective tool to

measure the consensus in GDM with preference relations,

then two compatibility measures for DHFPRs have been

proposed. After that, the developed aggregation operator

and compatibility measures have been applied to GDM

with DHFPRs and two GDM methods have been

designed, which can be applied to different decision-

making situations. Each method involves a consensus

improving model with respect to DHFPRs. The model in

the first method reaches the desired consensus level by

adjusting the group members’ preference values, and the

model in the second method improves the group con-

sensus level by modifying the weights of group members

according to their contributions to the group decision,

which maintains the group members’ original opinions

and allows the group members not to compromise for

reaching the desired consensus level. In actual applica-

tions, we may choose a proper method to solve the GDM

problems with DHFPRs in light of the actual situation.

Compared with the GDM methods with IVIFPRs [12, 13],

the proposed methods directly apply the original DHFPRs

to decision making and do not need to transform them

into the IVIFPRs, which can avoid the loss and distortion

of original information and thus can generate more pre-

cise decision results.
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Appendix

According to the fact that the envelope of the DHFE

d = (h, g) is the IVIFV ([c-, c?], [g-, g?]), where c- and

g- are the minimum elements in h and g, respectively, and

c? and g? are the corresponding maximum elements [21],

the DHFPRs U(1)–U(3) are transformed into the following

IVIFPRs eU ð1Þ � eU ð3Þ:

eU ð1Þ¼

ð½0:5;0:5�;½0:5;0:5�Þ ð½0:2;0:5�;½0:3;0:5�Þ ð½0:2;0:4�;½0:1;0:6�Þ ð½0:2;0:7�;½0:1;0:2�Þ ð½0:2;0:5�;½0:1;0:5�Þ ð½0:1;0:8�;½0:1;0:2�Þ
ð½0:3;0:5�;½0:2;0:5�Þ ð½0:5;0:5�;½0:5;0:5�Þ ð½0:25;0:8�;½0:1;0:2�Þ ð½0:3;0:3�;½0:1;0:7�Þ ð½0:3;0:5�;½0:15;0:4�Þ ð½0:2;0:3�;½0:2;0:7�Þ
ð½0:1;0:6�;½0:2;0:4�Þ ð½0:1;0:2�;½0:25;0:8�Þ ð½0:5;0:5�;½0:5;0:5�Þ ð½0:3;0:6�;½0:1;0:4�Þ ð½0:2;0:5�;½0:1;0:5�Þ ð½0:3;0:6�;½0:2;0:4�Þ
ð½0:1;0:2�;½0:2;0:7�Þ ð½0:1;0:7�;½0:3;0:3�Þ ð½0:1;0:4�;½0:3;0:6�Þ ð½0:5;0:5�;½0:5;0:5�Þ ð½0:1;0:3�;½0:2;0:6�Þ ð½0:4;0:6�;½0:1;0:3�Þ
ð½0:1;0:5�;½0:2;0:5�Þ ð½0:15;0:4�;½0:3;0:5�Þ ð½0:1;0:5�;½0:2;0:5�Þ ð½0:2;0:6�;½0:1;0:3�Þ ð½0:5;0:5�;½0:5;0:5�Þ ð½0:55;0:8�;½0:05;0:2�Þ
ð½0:1;0:2�;½0:1;0:8�Þ ð½0:2;0:7�;½0:2;0:3�Þ ð½0:2;0:4�;½0:3;0:6�Þ ð½0:1;0:3�;½0:4;0:6�Þ ð½0:05;0:2�;½0:55;0:8�Þ ð½0:5;0:5�;½0:5;0:5�Þ

0
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1
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;
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Then by Eq. (12) in Ref. [12], the transformed IVIFPRs

are aggregated into the following collective IVIFPR:

Furthermore, by Eq. (11) in Ref. [12], the compatibility

degrees cðeU ðkÞ; eUÞ of eU ðkÞ; k ¼ 1; 2; 3 and eU are

computed:

cðeU ð1Þ; eUÞ ¼ 0:9871; cðeU ð2Þ; eUÞ ¼ 0:9677;

cðeU ð3Þ; eUÞ ¼ 0:9502:

Since all cðeU ðkÞ; eUÞ 0:93; k ¼ 1; 2; 3, then by Eq. (14)

in Ref. [12], the overall preference values eri ; i ¼ 1; 2; . . .; 6

corresponding to the alternativesai, i = 1, 2,…, 6 are derived:

er1 ¼ ð½0:2501; 0:5834�; ½0:2166; 0:4083�Þ;
er2 ¼ ð½0:2362; 0:4668�; ½0:2139; 0:5277�Þ;
er3 ¼ ð½0:2556; 0:4917�; ½0:2306; 0:5055�Þ;

er4 ¼ ð½0:2167; 0:45�; ½0:2584; 0:5166�Þ;
er5 ¼ ð½0:2805; 0:5804�; ½0:2167; 0:4029�Þ;
er6 ¼ ð½0:1834; 0:3859�; ½0:2863; 0:5974�Þ:

Finally, by Eq. (15) in Ref. [12], the closeness coeffi-

cients of the overall preference values are calculated:

cð er1Þ ¼ 0:541; cð er2Þ ¼ 0:4925; cð er3Þ ¼ 0:5022;
cð er4Þ ¼ 0:4788; cð er5Þ ¼ 0:5479; cð er6Þ ¼ 0:4383

by which the ranking orders of the alternatives a1, a2, …,

a6 are achieved: a5 � a1 � a3 � a2 � a4 � a6.

In what follows, Liao et al.’s method [13] will be

adopted to resolve the GDM problem described in ‘‘De-

scription of the Problem and the Analysis Process’’ sec-

tion. Before doing so, it should be pointed out that as Liao

et al. [13] measured the consensus of each individual

IVIFPR by calculating the distance between the IVIFPR

and the collective IVIFPR, and the smaller the distance, the

better the consensus of the IVIFPR, here the threshold

value is assumed as s* = 1 - 0.93 = 0.07 for facilitating

comparisons with other decision making methods.

eU ð2Þ ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3; 0:7�; ½0:15; 0:3�Þ ð½0:4; 0:6�; ½0:3; 0:4�Þ ð½0:2; 0:7�; ½0:1; 0:3�Þ ð½0:1; 0:4�; ½0:1; 0:6�Þ ð½0:3; 0:9�; ½0:05; 0:1�Þ
ð½0:15; 0:3�; ½0:3; 0:7�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:7�; ½0:1; 0:3�Þ ð½0:15; 0:4�; ½0:05; 0:6�Þ ð½0:1; 0:6�; ½0:2; 0:4�Þ ð½0:1; 0:45�; ½0:2; 0:55�Þ
ð½0:3; 0:4�; ½0:4; 0:6�Þ ð½0:1; 0:3�; ½0:1; 0:7�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3; 0:5�; ½0:2; 0:5�Þ ð½0:3; 0:6�; ½0:15; 0:4�Þ ð½0:1; 0:7�; ½0:1; 0:3�Þ
ð½0:1; 0:3�; ½0:2; 0:7�Þ ð½0:05; 0:6�; ½0:15; 0:4�Þ ð½0:2; 0:5�; ½0:3; 0:5�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:2�; ½0:3; 0:7�Þ ð½0:4; 0:6�; ½0:1; 0:2�Þ
ð½0:1; 0:6�; ½0:1; 0:4�Þ ð½0:2; 0:4�; ½0:1; 0:6�Þ ð½0:15; 0:4�; ½0:3; 0:6�Þ ð½0:3; 0:7�; ½0:1; 0:2�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:5; 0:8�; ½0:15; 0:2�Þ
ð½0:05; 0:1�; ½0:3; 0:9�Þ ð½0:2; 0:55�; ½0:1; 0:45�Þ ð½0:1; 0:3�; ½0:1; 0:7�Þ ð½0:1; 0:2�; ½0:4; 0:6�Þ ð½0:15; 0:2�; ½0:5; 0:8�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

0
BBBBBB@

1
CCCCCCA
;

eU ð3Þ ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:65�; ½0:1; 0:35�Þ ð½0:1; 0:3�; ½0:25; 0:65�Þ ð½0:2; 0:7�; ½0:05; 0:3�Þ ð½0:15; 0:35�; ½0:5; 0:65�Þ ð½0:25; 0:8�; ½0:1; 0:2�Þ
ð½0:1; 0:35�; ½0:1; 0:65�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3; 0:8�; ½0:15; 0:2�Þ ð½0:2; 0:2�; ½0:1; 0:8�Þ ð½0:1; 0:4�; ½0:3; 0:6�Þ ð½0:1; 0:3�; ½0:1; 0:7�Þ
ð½0:25; 0:65�; ½0:1; 0:3�Þ ð½0:15; 0:2�; ½0:3; 0:8�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2; 0:6�; ½0:3; 0:4�Þ ð½0:3; 0:3�; ½0:05; 0:7�Þ ð½0:1; 0:6�; ½0:1; 0:4�Þ
ð½0:05; 0:3�; ½0:2; 0:7�Þ ð½0:1; 0:8�; ½0:2; 0:2�Þ ð½0:3; 0:4�; ½0:2; 0:6�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2; 0:3�; ½0:2; 0:7�Þ ð½0:1; 0:4�; ½0:2; 0:6�Þ

ð½0:5; 0:65�; ½0:15; 0:35�Þ ð½0:3; 0:6�; ½0:1; 0:4�Þ ð½0:05; 0:7�; ½0:3; 0:3�Þ ð½0:2; 0:7�; ½0:2; 0:3�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:15; 0:6�; ½0:05; 0:4�Þ
ð½0:1; 0:2�; ½0:25; 0:8�Þ ð½0:1; 0:7�; ½0:1; 0:3�Þ ð½0:1; 0:4�; ½0:1; 0:6�Þ ð½0:2; 0:6�; ½0:1; 0:4�Þ ð½0:05; 0:4�; ½0:15; 0:6�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

0
BBBBBB@

1
CCCCCCA
:

eU ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2; 0:6165�; ½0:1836; 0:3835�Þ ð½0:2336; 0:4336�; ½0:2165; 0:5498�Þ
ð½0:1836; 0:3835�; ½0:2; 0:6165�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2165; 0:7666�; ½0:1166; 0:2334�Þ
ð½0:2165; 0:5498�; ½0:2336; 0:4336�Þ ð½0:1166; 0:2334�; ½0:2165; 0:7666�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0834; 0:2665�; ½0:2; 0:7�Þ ð½0:0833; 0:6998�; ½0:2168; 0:3002�Þ ð½0:1997; 0:4334�; ½0:2668; 0:5666�Þ
ð½0:2326; 0:5831�; ½0:1501; 0:4169�Þ ð½0:2164; 0:4663�; ½0:1669; 0:5002�Þ ð½0:1001; 0:5329�; ½0:2665; 0:4671�Þ
ð½0:0833; 0:1666�; ½0:2165; 0:8334�Þ ð½0:1668; 0:6499; ½0:1335; 0:3501�Þ ð½0:1335; 0:3666�; ½0:1669; 0:6334�Þ

0
BBBBBBBB@

ð½0:2; 0:7�; ½0:0834; 0:2665�Þ ð½0:1501; 0:4169�; ½0:2326; 0:5831�Þ ð½0:2165; 0:8334�; ½0:0833; 0:1666�Þ
ð½0:2168; 0:3002�; ½0:0833; 0:6998�Þ ð½0:1669; 0:5002�; ½0:2164; 0:4663�Þ ð½0:1335; 0:3501�; ½0:1668; 0:6499�Þ
ð½0:2668; 0:5666�; ½0:1997; 0:4334�Þ ð½0:2665; 0:4671�; ½0:1001; 0:5329�Þ ð½0:1669; 0:6334�; ½0:1335; 0:3666�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1332; 0:2666�; ½0:2334; 0:6665�Þ ð½0:3005; 0:5337�; ½0:1332; 0:3661�Þ
ð½0:2334; 0:6665�; ½0:1332; 0:2666�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:4007; 0:7337�; ½0:0834; 0:2663�Þ
ð½0:1332; 0:3661�; ½0:3005; 0:5337�Þ ð½0:0834; 0:2663�; ½0:4007; 0:7337�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1
CCCCCCCCA

:
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Firstly, by Algorithm 2 in Ref. [13], the following

multiplicative consistent IVIFPRs eU ðkÞ
� from eU ðkÞ; k ¼

1; 2; 3 are constructed:

Then, by the symmetric interval-valued intuitionistic

fuzzy weighted averaging operator in Ref. [13], the

eU ð1Þ
� ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2; 0:5�; ½0:3; 0:5�Þ ð½0:0769; 0:8�; ½0:0455; 0:2�Þ
ð½0:3; 0:5�; ½0:2; 0:5�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:25; 0:8�; ½0:1; 0:2�Þ
ð½0:0455; 0:2�; ½0:0769; 0:8�Þ ð½0:1; 0:2�; ½0:25; 0:8�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0237; 0:6044�; ½0:0968; 0:3956�Þ ð½0:0122; 0:1429�; ½0:125; 0:8571�Þ ð½0:1; 0:4�; ½0:3; 0:6�Þ
ð½0:0287; 0:419�; ½0:054; 0:4663�Þ ð½0:0182; 0:4833�; ½0:0593; 0:4615�Þ ð½0:027; 0:5�; ½0:0455; 0:3913�Þ
ð½0:0211; 0:3333�; ½0:1196; 0:6101�Þ ð½0:0145; 0:2325�; ½0:2172; 0:7134�Þ ð½0:0084; 0:2109�; ½0:2281; 0:75�Þ

0
BBBBBBBB@

ð½0:0968; 0:3956�; ½0:0237; 0:6044�Þ ð½0:054; 0:4663�; ½0:0287; 0:419�Þ ð½0:1196; 0:6101�; ½0:0211; 0:3333�Þ
ð½0:125; 0:8571�; ½0:0122; 0:1429�Þ ð½0:0593; 0:4615�; ½0:0182; 0:4833�Þ ð½0:2172; 0:7134�; ½0:0145; 0:2325�Þ
ð½0:3; 0:6�; ½0:1; 0:4�Þ ð½0:0455; 0:3913�; ½0:027; 0:5�Þ ð½0:2281; 0:75�; ½0:0084; 0:2109�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:3�; ½0:2; 0:6�Þ ð½0:4; 0:6�; ½0:1; 0:3�Þ
ð½0:2; 0:6�; ½0:1; 0:3�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1196; 0:6316�; ½0:013; 0:2727�Þ
ð½0:1; 0:3�; ½0:4; 0:6�Þ ð½0:013; 0:2727�; ½0:1196; 0:6316�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1
CCCCCCCCA

;

eU ð2Þ
� ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3; 0:7�; ½0:15; 0:3�Þ ð½0:0455; 0:8448�; ½0:0192; 0:1552�Þ
ð½0:15; 0:3�; ½0:3; 0:7�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:7�; ½0:1; 0:3�Þ
ð½0:0192; 0:1552�; ½0:0455; 0:8448�Þ ð½0:1; 0:3�; ½0:1; 0:7�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0306; 0:3956�; ½0:1282; 0:6044�Þ ð½0:027; 0:3�; ½0:0455; 0:7�Þ ð½0:2; 0:5�; ½0:3; 0:5�Þ
ð½0:0514; 0:3345�; ½0:0674; 0:6244�Þ ð½0:0206; 0:5�; ½0:0297; 0:433�Þ ð½0:0968; 0:7�; ½0:0455; 0:2�Þ
ð½0:026; 0:2178�; ½0:0825; 0:7375�Þ ð½0:0145; 0:1841�; ½0:0516; 0:7617�Þ ð½0:0286; 0:1695�; ½0:2592; 0:75�Þ

0

BBBBBBBB@

ð½0:1282; 0:6044�; ½0:0306; 0:3956�Þ ð½0:0674; 0:6244�; ½0:0514; 0:3345�Þ ð½0:0825; 0:7375�; ½0:026; 0:2178�Þ
ð½0:0455; 0:7�; ½0:027; 0:3�Þ ð½0:0297; 0:433�; ½0:0206; 0:5�Þ ð½0:0516; 0:7617�; ½0:0145; 0:1841�Þ
ð½0:3; 0:5�; ½0:2; 0:5�Þ ð½0:0455; 0:2�; ½0:0968; 0:7�Þ ð½0:2592; 0:75�; ½0:0286; 0:1695�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:2�; ½0:3; 0:7�Þ ð½0:1; 0:5�; ½0:0703; 0:3684�Þ
ð½0:3; 0:7�; ½0:1; 0:2�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:5; 0:8�; ½0:15; 0:2�Þ
ð½0:0703; 0:3684�; ½0:1; 0:5�Þ ð½0:15; 0:2�; ½0:5; 0:8�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1

CCCCCCCCA

;

eU ð3Þ
� ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1; 0:65�; ½0:1; 0:35�Þ ð½0:0455; 0:8814�; ½0:0192; 0:1186�Þ
ð½0:1; 0:35�; ½0:1; 0:65�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3; 0:8�; ½0:15; 0:2�Þ
ð½0:0192; 0:1186�; ½0:0455; 0:8814�Þ ð½0:15; 0:2�; ½0:3; 0:8�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0403; 0:6202�; ½0:027; 0:3533�Þ ð½0:0703; 0:1429�; ½0:0968; 0:8571�Þ ð½0:3; 0:4�; ½0:2; 0:6�Þ
ð½0:0218; 0:6029�; ½0:0322; 0:379�Þ ð½0:0158; 0:7�; ½0:0968; 0:3�Þ ð½0:0968; 0:6087�; ½0:0588; 0:3913�Þ
ð½0:0232; 0:5133�; ½0:0187; 0:4724�Þ ð½0:0226; 0:5�; ½0:0287; 0:5�Þ ð½0:0169; 0:555�; ½0:0438; 0:445�Þ

0
BBBBBBBB@

ð½0:027; 0:3533�; ½0:0403; 0:6202�Þ ð½0:0322; 0:379�; ½0:0218; 0:6029�Þ ð½0:0187; 0:4724�; ½0:0232; 0:5133�Þ
ð½0:0968; 0:8571�; ½0:0703; 0:1429�Þ ð½0:0968; 0:3�; ½0:0158; 0:7�Þ ð½0:0287; 0:5�; ½0:0226; 0:5�Þ
ð½0:2; 0:6�; ½0:3; 0:4�Þ ð½0:0588; 0:3913�; ½0:0968; 0:6087�Þ ð½0:0438; 0:445�; ½0:0169; 0:555�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2; 0:3�; ½0:2; 0:7�Þ ð½0:0423; 0:3913�; ½0:013; 0:6087�Þ
ð½0:2; 0:7�; ½0:2; 0:3�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:15; 0:6�; ½0:05; 0:4�Þ
ð½0:013; 0:6087�; ½0:0423; 0:3913�Þ ð½0:05; 0:4�; ½0:15; 0:6�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1
CCCCCCCCA

:
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multiplicative consistent IVIFPRs are aggregated into the

following collective IVIFPR:

Furthermore, by Eq. (34) in Ref. [13], the deviation

between each multiplicative consistent IVIFPR and the

collective IVIFPR is computed:

dðeU ð1Þ
� ; eU�Þ ¼ 0:0501; dðeU ð2Þ

� ; eU�Þ ¼ 0:0582;

dðeU ð3Þ
� ; eU�Þ ¼ 0:0717:

Since dðeU ð3Þ
� ; eU�Þ[ 0:07, then by Eqs. (35–38) in Ref.

[13] (where g = 0.5), the IVIFPR eU ð3Þ
� is modified as:

eU� ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1861; 0:6197�; ½0:1692; 0:3803�Þ ð½0:0543; 0:8448�; ½0:0257; 0:1552�Þ
ð½0:1692; 0:3803�; ½0:1861; 0:6197�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2007; 0:7697�; ½0:1147; 0:2303�Þ
ð½0:0257; 0:1552�; ½0:0543; 0:8448�Þ ð½0:1147; 0:2303�; ½0:2007; 0:7697�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0308; 0:5407�; ½0:0707; 0:45�Þ ð½0:0287; 0:186�; ½0:0826; 0:814�Þ ð½0:1856; 0:4329�; ½0:2639; 0:5671�Þ
ð½0:0319; 0:45�; ½0:0491; 0:4902�Þ ð½0:0181; 0:5643�; ½0:0557; 0:3959�Þ ð½0:0638; 0:6057�; ½0:0495; 0:3193�Þ
ð½0:0233; 0:345�; ½0:0581; 0:6126�Þ ð½0:0168; 0:2897�; ½0:0712; 0:6667�Þ ð½0:016; 0:2893�; ½0:1442; 0:6595�Þ

0
BBBBBBBB@

ð½0:0707; 0:45�; ½0:0308; 0:5407�Þ ð½0:0491; 0:4902�; ½0:0319; 0:45�Þ ð½0:0581; 0:6126�; ½0:0233; 0:345�Þ
ð½0:0826; 0:814�; ½0:0287; 0:186�Þ ð½0:0557; 0:3959�; ½0:0181; 0:5643�Þ ð½0:0712; 0:6667�; ½0:0168; 0:2897�Þ
ð½0:2639; 0:5671�; ½0:1856; 0:4329�Þ ð½0:0495; 0:3193�; ½0:0638; 0:6057�Þ ð½0:1442; 0:6595�; ½0:016; 0:2893�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1269; 0:2636�; ½0:2303; 0:6681�Þ ð½0:0804; 0:5085�; ½0:023; 0:4106�Þ
ð½0:2303; 0:6681�; ½0:1269; 0:2636�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:3757; 0:7429�; ½0:0731; 0:2571�Þ
ð½0:023; 0:4106�; ½0:0804; 0:5085�Þ ð½0:0731; 0:2571�; ½0:3757; 0:7429�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1
CCCCCCCCA

:

eU ð3Þ
1� ¼

ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1375; 0:635�; ½0:1308; 0:365�Þ ð½0:0497; 0:8641�; ½0:0222; 0:1359�Þ
ð½0:1308; 0:365�; ½0:1375; 0:635�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:247; 0:7852�; ½0:1313; 0:2148�Þ
ð½0:0222; 0:1359�; ½0:0497; 0:8641�Þ ð½0:1313; 0:2148�; ½0:247; 0:7852�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ
ð½0:0352; 0:581�; ½0:044; 0:4007�Þ ð½0:0451; 0:1633�; ½0:0894; 0:8367�Þ ð½0:2381; 0:4163�; ½0:2304; 0:5837�Þ
ð½0:0263; 0:5271�; ½0:0398; 0:4338�Þ ð½0:0169; 0:6348�; ½0:0737; 0:3464�Þ ð½0:0788; 0:6072�; ½0:054; 0:3545�Þ
ð½0:0233; 0:4271�; ½0:0332; 0:5434�Þ ð½0:0195; 0:3897�; ½0:0455; 0:5858�Þ ð½0:0165; 0:4161�; ½0:0808; 0:5548�Þ

0
BBBBBBBB@

ð½0:044; 0:4007�; ½0:0352; 0:581�Þ ð½0:0398; 0:4338�; ½0:0263; 0:5271�Þ ð½0:0332; 0:5434�; ½0:0233; 0:4271�Þ
ð½0:0894; 0:8367�; ½0:0451; 0:1633�Þ ð½0:0737; 0:3464�; ½0:0169; 0:6348�Þ ð½0:0455; 0:5858�; ½0:0195; 0:3897�Þ
ð½0:2304; 0:5837�; ½0:2381; 0:4163�Þ ð½0:054; 0:3545�; ½0:0788; 0:6072�Þ ð½0:0808; 0:5548�; ½0:0165; 0:4161�Þ
ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:1601; 0:2815�; ½0:2148; 0:6843�Þ ð½0:0585; 0:4492�; ½0:0173; 0:51�Þ
ð½0:2148; 0:6843�; ½0:1601; 0:2815�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ ð½0:2458; 0:6755�; ½0:0605; 0:3245�Þ
ð½0:0173; 0:51�; ½0:0585; 0:4492�Þ ð½0:0605; 0:3245�; ½0:2458; 0:6755�Þ ð½0:5; 0:5�; ½0:5; 0:5�Þ

1
CCCCCCCCA

:
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Then, the obtained new collective IVIFPR eU1� is

By Eq. (34) in Ref. [13], the deviations between the

IVIFPRs eU ð1Þ
� ,eU ð2Þ

� ,eU ð3Þ
1� and the new collective IVIFPR

eU1� are computed:

dðeU ð1Þ
� ; eU1�Þ ¼ 0:0432; dðeU ð2Þ

� ; eU1�Þ ¼ 0:0493;

dðeU ð3Þ
1� ; eU1�Þ ¼ 0:0489:

As dðeU ð1Þ
� ; eU1�Þ� 0:07, dðeU ð2Þ

� ; eU1�Þ� 0:07 and

dðeU ð3Þ
1� ; eU1�Þ� 0:07, then by the symmetric interval-valued

intuitionistic fuzzy averaging operator in Ref. [13], all the

interval-valued intuitionistic fuzzy preference values cor-

responding to the alternatives ai, i = 1, 2, …, 6 are fused

into the overall preference values eri ; i ¼ 1; 2; . . .; 6:

er1 ¼ ð½0:118; 0:6052�; ½0:0686; 0:3752�Þ;
er2 ¼ ð½0:1431; 0:6063�; ½0:0733; 0:3768�Þ;
er3 ¼ ð½0:134; 0:3944�; ½0:1064; 0:5791�Þ;

er4 ¼ ð½0:1013; 0:397�; ½0:1452; 0:5711�Þ;
er5 ¼ ð½0:1271; 0:5878�; ½0:0983; 0:3638�Þ;
er6 ¼ ð½0:0466; 0:319�; ½0:1777; 0:6399�Þ:

Finally, according to the comparison laws of IVIFVs

[13], the ranking orders of er1 ; er2 ; . . .; er6 are achieved:

er2 � er1 � er5 � er3 � er4 � er6 . Thus, the ranking orders of

the alternatives a1, a2, …, a6 are a2 � a1 � a5 �
a3 � a4 � a6.
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