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Abstract The use of biometrics has been successfully

applied to security applications for some time. However,

the extension of other potential applications with the use of

biometric information is a very recent development. This

paper summarizes the field of biometrics and investigates

the potential of utilizing biometrics beyond the presently

limited field of security applications. There are some syn-

ergies that can be established within security-related

applications. These can also be relevant in other fields such

as health and ambient intelligence. This paper describes

these synergies. Overall, this paper highlights some inter-

esting and exciting research areas as well as possible

synergies between different applications using biometric

information.

Keywords Biometrics � Security � Healthcare � Ambient

intelligence

Introduction

The term ‘‘biometrics’’ originates from the Greek words

Bio (life) and metron (measure) and is defined as the sci-

ence and technology of measuring and statistically ana-

lysing biological data. Although many people consider

biometrics only relevant to security applications, in reality,

the relevance of biometrics is very far reaching. This field

has applications relevant to animals, plants and human

beings. Some examples are:
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• Statistical methods for the analysis of data from

agricultural field experiments to compare the yields of

different varieties of wheat.

• Analysis of data from human clinical trials evaluating the

relative effectiveness of competing disease therapies.

• The analysis of biometric characteristics for animal/

human verification or identification.

The main components of a hypothetical biometric

application system are shown in Fig. 1. The first block

deals with the acquisition of input signals. Depending on

the application and the kind of sensors, a variety of dif-

ferent signals may be obtained. Nowadays, most signals are

acquired in a digital format or are converted to digital in

order to make computerized analysis more feasible. While

some signals can be acquired from both human beings and

animals (such as iris and retinal analysis of the eye), others

are specific to humans (such as speech, handwriting, etc.).

This paper is focused exclusively on applications that

are relevant only to human beings. Therefore, we will limit

discussion to only human-specific signals. The set of these

signals can be split into two categories:

1) Behavioural biometrics: this category is based on the

measurements and data derived from an action

performed by a user and thus indirectly measures

some characteristics of human body. Signature, gait,

gesture and key stroking recognition belong to this

category.

2) Morphological biometrics: this category is based on

direct measurements of parts of the human body.

Fingerprint, face, iris and hand-scanning recognition

belong to this category.

However, this classification is quite artificial. For

example, speech signals are dependent on behavioural

traits such as semantics, diction, pronunciation, idiosyn-

crasy, etc. A speech signal might also be related to factors

such as socio-economic status, education, place of birth,

etc. Moreover, it is also dependent on individual speaker

physiology, such as the shape of the vocal tract. On the

other hand, physiological traits are also influenced by

human behaviour, for example, the manner in which a user

presents a finger and looks at a camera, etc.

Figure 2 summarizes possible biometric applications as

well as the input signals that can be used for these applica-

tions. While a large set of signals can be utilized for bio-

metric security applications, some offer much more potential

in other fields, especially in the case of behavioural signals.

For the remainder of this paper, we will concentrate exclu-

sively on health and ambient intelligence applications.
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Health Applications

The skill level of humans is strongly related to their health

state. An important example is the way our cognitive

functions are related to the ageing process. Cognitive

decline is a natural part of the ageing process. However, the

extent of decline varies across subjects and across func-

tions. For instance, handwriting and speech production is a

fine motor control performed by our brain. When these

signals are degraded, it is indicatory of health problems.

Figure 3 shows the handwriting of one elder person as an

example.

One important unsolved problem is how the dementia

syndrome is associated with diseases such as Parkinson’s

and Alzheimer’s, etc. In the case of Alzheimer’s, it is

estimated that the cost per year for a single patient is

35,000 USD in the USA. One in ten patients is below

60 years old. The incidence of Alzheimer’s is doubled for

every 5 years after 65, and beyond 85 years old, the inci-

dence is between one-third and half of the amount of

population. If a solution is not found, this problem will be

unbearable for society. A relevant issue related to dementia

is its diagnostic procedure. For example, Alzheimer’s dis-

ease (AD) is the most common type of dementia and it has

been pointed out that early detection and diagnosis may

confer several benefits. However, intensive research efforts

to develop a valid and reliable biomarker with enough

accuracy to detect AD in the very mild stages or even in

presymptomatic stages of the disease have not been con-

clusive. Nowadays, the diagnostic procedure includes the

assessment of cognitive functions by using psychometric

instruments such as general or specific tests that assess

several cognitive functions. A typical test for AD is the

clock drawing test (CDT) [84] that consists of drawing a

circle and distributing the 12 h inside. An example of this

is shown in Fig. 4. The top row shows the initial results

produced by a person (baseline) on the left, and on the

right, several samples of the same person after 6, 12 and

18 months of being damaged are also shown. This same

test has also been used for detecting drug abuse, depres-

sion, etc. The bottom row of Fig. 4 shows a similar situa-

tion when copying two interlinking pentagons, which is

one of the tasks of the mini-mental state examination

(MMSE) [30]. The MMSE or Folstein test is a brief

30-point questionnaire test that is used to screen for cog-

nitive impairment. It is also used to estimate the severity of

cognitive impairment at a specific time and to follow the

course of cognitive changes in an individual over time, thus

making it an effective way to document an individual’s

response to treatment.

Research by Forbes et al. [31] showed the correlation

between handwriting skill degradation and AD. Initially, it

is possible to detect the disease using handwriting, espe-

cially in the case of cursive letters. Work by Neils-Strunjas

et al. [60] established that some handwriting aspects are

more open to vulnerabilities than others and thus can be

good indicators for AD diagnosis.

Handwriting tests are also very useful for determining

the relevance of medication. For instance, Fig. 5 shows on

the left the result of drawing an ellipsoid on a digitizing

tablet. As can be seen, the Y plot, the velocity and accel-

eration of this coordinate are quite periodic for a healthy

person (on the left). In the centre, we can see the results of

a Parkinson disease (PD) patient and on the right a PD

patient taking medication. It is evident that the medication

permits the recovery to a large extent the skill of a healthy

person. Obviously, this kind of analysis can be used for

determining the dosage of drugs for a specific patient. This

example has been extracted from [21]. Similar research

line is exploited here [11].

There are similar experiences using the letter ‘‘ll’’ Tucha

et al. [89, 90] and drawing an Archimedes spiral [75].

Werner et al. [94] showed the differences in handwriting

between patients with mild AD and mild cognitive

impairment. Ericsson et al. [23] evaluated the dictated

handwriting and signature and observed that it remained

unaltered longer than spontaneous writing. Heinik et al.

[42] used the drawings for analysing depressive disorders

in older people. Other interesting works using handwriting

include:

a) Changes in handwriting due to Alcohol [27, 65]

b) Effects of caffeine on handwriting [90]

c) Effects of marijuana and alcohol [29]

d) Study of kids with perceptive/motor difficulties [48,

72]

Handwriting analysis using a digitizing tablet with an

ink pen has an advantage over the classic method based on

handwriting and posterior scanning, namely that the

machine can acquire the information ‘‘in the air’’. That is,

where there is no contact between pen and paper. Figure 6

shows the acquisition of the ten digits from 1 to 0 using an

Intuos Wacom digitizing tablet (http://www.wacom.eu).

The tablet acquired 100 samples per second including the

spatial coordinates (x, y), the pressure, and a couple ofFig. 3 Handwriting of an elder person

138 Cogn Comput (2013) 5:136–151
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basal 6 months 12 months 18 monthsFig. 4 Clock drawing test (top),

pentagons of MMSE (bottom)

for a person with AD, showing

initial baseline on the left, and

then from left to right, samples

from the same person after 6,

12, and 18 months

Fig. 5 Signals y(t), vy(t), ay(t) (position, velocity and acceleration, respectively, of coordinate y) when drawing an ellipsoid by a healthy person

(left), a PD patient (centre) and a PD patient taking apomorphine (APO)
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angles (see Figs. 7, 8). The pen-up information is repre-

sented in Fig. 6 using ‘‘?’’, while the pen-down is marked

with ‘‘*’’. Our experiments on the biometric recognition of

people reveal that these two kinds of information are

complementary and in fact, contain a similar discriminative

capability, even when using a database of 370 users [78,

79].

Speech signals represent another important possibility

for health analysis. Hypokinetic dysarthria is a speech

production alteration based on neurological problems [53].

There are multiple causes for this illness, such as brain

paralysis, thrombosis, embolia, hemorrhagia, tumours and

degenerative diseases (Alzheimer’s, Parkinson’s, Amyo-

trophic lateral sclerosis, etc.). Dysarthria affects speech

quality (articulation, speech, intonation, speed, breath

control, etc.) [57]. One possible analysis based on speech

signals is of emotion analysis, because people affected by

dementia display fewer emotions [80]. Moreau et al. [58]

dealt with oral festination in PD. Festination is the ten-

dency to speed up during repetitive movements. It appears
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first with gait in order for sufferers to avoid falling down,

and it subsequently appears in handwriting and speech.

Ozsancak et al. [63] used speech signals to study PD.

Ackermann et al. [5] analysed the trajectory of the lower

lip when articulating speech signals, in order to study

Parkinson’s, Huntington’s, cerebellum atrophia and pseu-

dobulbar paralysis. Goberman and Coelho [36, 37],

Nagulic et al. [59], Stewart et al. [83] used speech to

evaluate the improvement of PD after treatment. [93]

analysed the required time taken for sufferers to find the

suitable word as well as time taken to articulate, and they

found that AD specially affected the time taken to find the

correct word, and to a lesser extent the articulation time.

Rapcan et al. [69] used several measures (pitch, energy,

etc.) for schizophrenia detection. They obtained promising

results, which are especially interesting because there are

no biological markers for this kind of disorder. Ferrand

[28] used harmonic-to-noise ratio (HNR), jitter, funda-

mental frequency (F0), etc., and found that the most

relevant of these parameters for studying the ageing pro-

cess is the HNR.

Ringeval et al. [70] developed an automatic intonation

recognition systems exploiting static (e.g. k-NN) and

dynamic classifiers (e.g. HMMs) for the characterization of

verbal productions of language-impaired children. The

main results show that it is possible to characterize the

prosodic abilities of those children and providing results in

agreement with the clinical descriptions of the subjects’

communication impairments.

Figure 9 shows a speech sentence pronounced by a

healthy person and the same sentence pronounced by a PD

affected person. It can be seen that the intonation is very

flat for the PD sufferer, matching similar results as those

reported in [41]. AD causes the changes in prosody [71].

The reason is based on the alteration of brain areas devoted

to speech processing [44, 62]. In its initial stages, AD can

be confused with multiple sclerosis, and speech analysis

can differentiate between both [9]. Another classical
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application of speech processing can be useful for dementia

studies. For instance, AD patients exhibit a reduced

vocabulary [19, 47]. Thus, speech recognition applications

can be useful for evaluating the reduction of vocabulary in

spontaneous speech.

Thus, speech signals offer significant potential for

health analysis. Nevertheless, its acquisition can be more

complicated than handwriting due to microphone position,

recording level adjustment, etc. Some studies, such as

[40], studied jointly handwriting and speech, although

they were focused on lexical issues. Obviously, possibil-

ities with other signals exist, such as the pupil reaction to

light [32] and SPECT (single-photon emission computed

tomography) [39], PET (positron emission tomography)

[45], and MRI (magnetic resonance imaging) image

analysis [88].

An interesting application of iris recognition might be to

use this technology for characterizing the relationship of

the change of pupil to the mood state of one person [33]. It

is known that depressed patients manifest a shorter latency

for constriction than control subjects, which is related to

the fact that in depression, the activity of the neurotrans-

mitters’ decreases. Another application of biometric iris

recognition technologies can be to predict the risk of age-

related macular degeneration. Macular degeneration is one

of the main causes of loss of sight in elderly people, and

changes in iris colour are a sign of the risk of this illness

[43]. Another extremely promising use of biometric tech-

nologies can be for a noninvasive estimate of cholesterol,

through the changes in the iris of a patient [67].

Another potential use for biometric information is to

develop the next generation of hearing aids. The previous

audio-only developments in the field of speech enhance-

ment (such as multi-microphone arrays and speech

enhancement algorithms) have been developed academi-

cally and then been implemented into commercial hearing

aids for the benefit of the hearing impaired community. In

recent years, hardware has developed to an extent that very

sophisticated multiple microphone hearing aids have been

developed that exclusively exploit the audio modality. It is

expected that in the future, conventional hearing aids will

be transformed to make use of visual information with the

aid of cameras for input in addition to conventional audio

input, demonstrating that it is possible to combine audio

and visual information to further improve the quality and

intelligibility of speech in real-world noisy environments.

Speech is produced by vibration of the vocal cord and

the configuration of the vocal tract that is composed of

articulatory organs, and due to the visibility of some of

these articulators such as tongue, teeth, and lips, there is an

inherent relationship between the acoustic and visible

properties of speech production. The speech percep-

tion connection between audio and visual aspects of

communication has been established since pioneering

works in 1954 [87] and subsequent developments such as

the McGurk effect [56]. In addition, audiovisual speech

correlation has been deeply investigated in the literature [7,

8, 74], including in the work by [4, 18], showing the

connection between lip movement and acoustic speech and

that this connection could be used for enhancing noisy

speech.

Multimodal correlation is of interest because of the

application of visual information to the speech enhance-

ment domain. To the best knowledge of the authors, the

first example of a functioning audiovisual speech filtering

system was proposed in 2001 [35], and this was then fol-

lowed by other related work [38, 81, 82]. The increased

processing power of computers and the miniaturized and

improved capability of relevant technical components such

as video cameras and processors have made the concept of

utilizing cameras for speech processing, possibly even as

part of a hearing aid system, much more feasible. There are

both strengths and weaknesses with the use of visual

information for speech enhancement, but it has proved

practical for further development. Following the pioneering

work by Girin et al. [35], more recent work has focused on

the use of visual information as part of a source separation-

based system [81, 82]. In addition, [6] has made use of

visual information as part of a Wiener filtering speech

processing system. The use of visual biometric informa-

tion, applied intelligently, has the potential to improve the

quality of future hearing aid devices and aid the lives of

those who suffer from hearing impairment.

Multimodal signal processing plays an important role in

human communication analysis due to its integrative pro-

cess. Indeed, correlations between speech and visual

information (e.g. gestures, movements) make it possible to

extract intra- and inter-coordination. In Delaherche and

Chetouani [20], a general framework is proposed for the

characterization of dyadic interactions for the automatic

assessment of the interactional synchrony, which is con-

sidered as a measure of the quality of interaction.

Ambient Intelligence

In computing, ambient intelligence refers to electronic

environments that are sensitive and responsive to the

presence of people. According to [1, 96], it is characterized

by systems and technologies that are:

• Embedded: many networked devices are integrated into

the environment;

• Context aware: these devices can recognize you and

your situational context;

• Personalized: they can be tailored to your needs;

• Adaptive: they can change in response to you;

142 Cogn Comput (2013) 5:136–151
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• Anticipatory: they can anticipate your desires without

conscious mediation.

While probably the highest level of intelligence that a

machine can posses is the knowledge about the health

condition of the human beings in front of machine, there is

much other possible information that the machine can

infer, such as

• Who is in front of the machine? (man/woman)

• How old are they? (child, elder, etc.)

• What is their emotional state? (angry/sad/happy, etc.)

• Who is speaking in a given room?

In a daily body-to-body interaction, emotional expres-

sions play a vital role in creating social linkages, producing

cultural exchanges, influencing relationships and communi-

cating experiences. Emotional information is transmitted and

perceived simultaneously through verbal (the semantic

content of a message) and nonverbal (facial expressions,

vocal expressions, gestures, paralinguistic information)

communicative tools, and contacts and interactions are

highly affected by the way this information is communicated/

perceived by/from the addresser/addressee. Therefore,

research devoted to the understanding of the relationship

between verbal and nonverbal communication modes, and to

investigate the perceptual and cognitive processes involved

in the perception of emotional states, as well as the role

played by communication impairments in their recognition,

is particularly relevant in the field of human–human and

human–computer Interaction both for building up and

hardening human relationships and for developing friendly

and emotionally coloured assistive technologies.

Emotions are considered as adaptive reactions to rele-

vant changes in the environment, which are communicated

through a nonverbal code from one organism to another

[66]. This perspective is based on several assumptions,

among which, the most important is that there exists a

small set of universally shared discrete emotional catego-

ries from which other emotions can be derived [22, 46].

This small set of emotional categories includes happiness,

anger, sadness and fear, which can be reliably associated

with basic survival problems such as nurturing offspring,

earning food, competing for resources, avoiding and/or

facing dangers. In this context, basic emotions are brief,

intense and adapted reactions to urgent and demanding

survival issues. These reactions to goal-relevant changes in

the environment require ‘‘readiness to act’’ and ‘‘prompting

of plans’’ in order to appropriately handle (under condi-

tions of limited time) the incoming event producing suit-

able mental states, physiological changes, feelings and

expressions [34].

The categorization of emotions is, however, debated

among researchers and different theories have been

proposed for its conceptualization, among these dimen-

sional models [73, 77]. Such models envisage a finite set of

primary features (dimensions) in which emotions can be

decomposed and suggest that different combinations of

such features can arouse different affective states. Bringing

the dimensional concept to an extreme, such theories

suggest that, if the number of primary features extends

along a continuum, it would be possible to generate an

infinite number of affective states. This idea, even though

intriguing, clashes with the principle of economy that

seems to rule the dynamic of natural systems, since in this

case, the evaluation of affective states may require an

infinite computational time. Moreover, humans tend to

categorize, since it allows for them to make associations,

rapid recovery of information, and facilitates handling of

unexpected events, and therefore, categories may be

favoured in order to avoid excessive processing time.

Furthermore, this discrete evolutionary perspective of basic

emotions has been supported through several sources of

evidence, such as the findings of (1) an emotion-specific

autonomic nervous system’s (ANS) activity1 [50]; (2)

distinct regions of the brain tuned to handle basic emotions

[64]; (3) presence of basic emotional expressions in other

mammalian species (as the attachment of infant mammals

to their mothers) [61]; (4) universal exhibition of emotional

expressions (such as smiling, amusement and irritability)

by infants, adults, blind and sighted [61]; (5) universal

accuracy in recognizing facial and vocal expressions of

basic emotions by all human beings independently of race

and culture [22, 46, 76].

Most of the relevant applications in information com-

munication technologies exploit what are called the

‘‘expressions of emotions’’, that is, changes in expressions

that allow interactants to perceive an emotional state during

face-to-face interaction. In this sense, the perceptual

appearance of emotional states is attributed to perceptual

changes in the facial, vocal and gestural expressions [24–

26].

In the field of human computer interface (HCI), the

research objectives are to identify methods and procedures

capable of automatically identifying human emotional

states exploiting the multimodal nature of emotions. This

requires the consideration of several key aspects, such as

the development and the integration of algorithms and

procedures for applications in communication, and for the

recognition of emotional states, from gestures, speech, gaze

and facial expressions, in anticipation of the implementa-

tion of intelligent avatars and interactive dialog systems

1 It should be noticed that not all these findings proved to be strong

enough, as, for example, [10, 13] disconfirmed the existence of an

autonomic specificity and distinctive ANS’s activity patterns for each

basic emotion.
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that could be exploited to improve the learning and

understanding of emotional behaviour and facilitate the

user’s access to future communication services.

Emotional processes in disabilities and health disorders

follow in some aspects the same paths exploited in typical

normal conditions and are different in other aspects.

Impairments and developmental disorders may change

emotional expressions and needs with respect to normal

emotional processes.

Emotional reactions may be different. Questions on how

these differences are expressed, felt and relevant to social

interaction are still open and can be considered to still be at

a theoretical level. Comparing normative and disordered

expressions of emotional states can be useful not only for

implementing effective intelligent systems able to interact

with disabled people, but also to improve the performance

of these systems. To the best of our knowledge, very little

research has been done up to now in this direction.

Given the complexity of the problem, there has been a

branching of the engineering approach toward the

improvement and the development of video–audio tech-

niques, such as video and image processing, video and

image recognition, synthesis and speech recognition, object

and features extraction from audio and video, with the goal

of developing new cutting edge methodologies for syn-

thesizing, analysing and recognizing emotional states from

faces, speech and/or body movements.

One example of an emerging ambient intelligence

technology is the novel emotion and sentiment mining

approach, termed sentic computing, that has been devel-

oped by Cambria and Hussain et al. [14], which aims to

extract cognitive and affective information associated

with natural language and, hence, better understand the

current state of the user, including factors such as his/her

emotional state, current needs and intent. Cambria et al.

[14] also employed affective ontologies and common

sense reasoning tools to analyse text not only at docu-

ment, page or paragraph level, but also at sentence and

clause level.

Sentic computing involves the use of AI and Semantic

Web techniques, for knowledge representation and infer-

ence; mathematics, for carrying out tasks such as graph

mining and multi-dimensionality reduction; linguistics, for

discourse analysis and pragmatics; psychology, for cogni-

tive and affective modelling; sociology, for understanding

social network dynamics and social influence; and finally

ethics, for understanding related issues about the nature of

the mind and the creation of emotional machines.

In the field of health, in particular, sentic computing has

been used for the development of patient-centred applica-

tions [15], which empower the real end-users of the health

system by bridging the gap between unstructured and

structured health-care data [16]. Sentic computing is also

employed for the development of intelligent multimodal

affective interfaces, in which many different technologies

are concurrently applied and integrated, for example, a

facial emotional classifier and a multimodal animation

engine for managing virtual agents and 3D scenarios [17].

Different sensors usable in a home environment are

nowadays available at reasonable prices. In the last few

years, many efforts have been made to build different

frameworks capable of integrating unstructured signals

received from different sources. The main aim of such

systems is to enhance everyday living (e.g. for home

automation system) but also to allow people who require

care to safely live in their home environment [55].

An interesting example of ambient intelligence has been

given in Rantz et al. [68] where a number of sensors have

been installed in an apartment within a retirement com-

munity. The sensor network (including bed, chair, stove

temperature and motion sensors) passively collected data to

detect the presence of the person in different rooms and to

infer when the person is carrying out specific activities.

Data from sensors are then aggregated for each patient and

made available to clinicians and researchers; graphical

representations of the activity level could help healthcare

providers to detect any changes in activity patterns, after

receiving automated alert from the system. It has been

shown the potential of this kind of system for early

detection of specific pathologies (e.g. for urinary treat

infections).

There are a number of diverse applications for ambient

intelligence-based technologies and systems that are

expected to impact our daily life in the future. For example,

consider the case of future intelligent transportation sys-

tems for tackling drink driving. One hypothetical example

could be a scenario where a driver intends to drive his/her

car after a night out drinking with friends, an embedded

ambient intelligent system within his car will be able to

automatically detect this situation and judge whether the

level of alcohol is below the legal limit or not. If the system

finds the driver might be illegally driving, it may send a

signal to alert the driver and in an extra case it can stop the

driver from starting his/her car. Another potential appli-

cation of intelligent transport is where ambient intelligence

can also help to alert the driver to be aware of speeding if

the intelligent system can recognise the driving situation

and detect the speed limit.

In adaptive cruise and steering control (ACC) of future

cognitive or ‘‘smart’’ vehicles, ambient intelligence may

also play a key role. Figure 10 illustrates such a typical

system where an intelligent multivariable multi-controller

approach is employed to realize speed tracking by using a

longitudinal and lateral vehicle model and a switching

strategy from one mode to another [2, 3]. One example is

given in Fig. 11 showing how the intelligent system is able
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to track the target speed of vehicle by switching the con-

trollers between two modes [2, 3].

Synergies and Interactions between Health and Security

Applications

Ideally, a system with ambient intelligence should be able

to detect the age of the persons in front of it, and their

gender, health condition, emotional state, etc. This infor-

mation should be inferred from the signals described in

Section 2. Some security systems are also able to detect

heart rates. If the heart rate is higher than a predetermined

threshold, a silent alarm is activated because the system

considers that the person is providing their biometric trait

in a situation where they may be under duress.

One of the main concerns of biometrics applied to

security is about privacy issues. Technological advances let

to store, gather and compare a wide range of information

on people. Using identifiers such as name, address, pass-

port or social security number, institutions can search

databases for individuals’ information. This information

can be related to salary, employment, sexual preferences,

religion, consumption habits, medical history, etc. Though

in most of the scenarios there should be no problem, there

is a potential risk. Let us think, for instance, in sharing

medical information. Obviously, in case of emergency, this

sharing between hospitals would be beneficial. On the

contrary, if this information is transferred to a personal

insurance company or a prospective employer, the insur-

ance or the job application can be denied. The situation is

especially dramatic when biometric data collection is

intended for security purposes but a third party tries to infer

the health condition of the subject. For instance, in the case

of retina and iris recognition, an expert can determine that a

patient suffers from diabetes, arteriosclerosis, hyperten-

sion, etc.

For any biometric identifier, there is a portion of pop-

ulation for which it is possible to extract relevant infor-

mation about their health, with similar implications to the

ones described in previous paragraph, for example, speech

disorders, hair or skin colour problems, etc. An important

question is what exactly is disclosed when biometric

scanning is used. In some cases, additional information not

related to identification might be obtained. For instance,

[95] presents a list of these cases that includes

• Some studies suggesting that fingerprints and finger

images may disclose medical information about a

person (chromosomal disorders such as Down syn-

drome, Turner syndrome and Klinefelter syndrome, and

nonchromosomal disorders, such as chronic, intestinal

pseudo-obstruction, leukaemia, breast cancer and

Rubella syndrome).

• Several researchers reporting a link between finger-

prints and homosexuality.

Fig. 10 Intelligent

multivariable multi controller

approach to adaptive cruise

control
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In (Maltoni et al. [54], p. 46), there is a set of references

about statistical correlation between malformed fingers and

certain genetic disorders.

While the relationship between genetic disorders and

fingerprints may be possible, it is hard to believe that a

fingerprint, which is fully formed at about 7 months of

foetus development and does not change throughout the

life of an individual (Maltoni et al. [54], p. 24), could be

correlated with sexual preferences that can vary, or dis-

eases that can appear and disappear during a lifetime.

Most biometric traits evolve through time. Feature

extraction is a key point of classification, but nowadays

there are no powerful studies about the evolution of dif-

ferent parameters: Which are more long lasting? Which

phenomena affect these parameters? How can we use this

information for a robust biometric security/health appli-

cation? Is the person in front of the machine in good health

condition and he/she can be responsible of his/her own

acts? Fig. 12 shows a real case extracted from [92]. In this

case, several women made an elder woman sign her name

on blank sheets of paper (Fig. 13). Theoretically, it was to

solve some issues related to medicines. When the elder

person died, the other women took advantage of the signed

sheets in order to write a rental agreement. The theoretical

date of this agreement was 1985 (Fig. 12 on the bottom),

but several documents signed in 1986 (Fig. 12 on the top)

showed better control of calligraphic movements. In fact,

the hesitantly written signature document signed in 1985

was closer in appearance to the blank sheets signed when

the elder woman had dementia than to the 1986 document.

Thus, it was demonstrated that in fact the rental document

was not signed in 1985. It was signed later.

An interesting application of biometric system com-

bined with ambient intelligence to health is the use of gait

recognition for predicting falls of elderly people. From a

healthcare perspective, different applications for exploiting

ambient intelligence have been recently proposed. Among

them, we can recall here an automated fall detection system

[52] whose main aim is to promptly detect falls especially

in older people to ensure a rapid medical intervention. In

that study, falls are reported as the leading causes of

accidental death in the US population over 65, with a large

percentage of all people who died as a result of a fall being

over 65. An inexpensive system based on Doppler radar

sensors has been set up and a k-NN (nearest neighbour)-

based classification system has been developed showing

Fig. 11 Intelligent multiple

controller in tracking target

vehicle speed: (a) output speed

trajectory, (b) multiple

controller switching scheme

among throttle and wheel brake

subsystems
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excellent performance (with an AUC equal to 0.96) in

detecting falls at home.

On a similar topic, [86] proposed a preliminary study on

a depth camera device in home environments with a view

of building a fall risk model. That study has shown how

measurements of temporal and spatial gait parameters

could be inexpensively and passively (i.e. without the

active involvement of the person being observed) obtained

by a depth camera (such the popular Microsoft Kinect)

combined with a motion capture system for ground truth.

In biometric systems, the use of gait information has

been used not only for recognizing the identity of people

but also for indentifying gender [49]. The technology for

gait recognition is based on deriving parameters from sil-

houettes, such as approximating ellipses, from which time-

dependent features are extracted, which are fed into a

classifier that gives as output the identity and/or the gender

of the person in the image.

A straight forward extension of this idea might be to

determine a specific gait sequence of a given person, and

detect whether the gait process suffers changes. In the case

of elderly people, it might be a good predictor of the

probability of falling [91]. In this paper, the authors ana-

lysed the set of features that gave the best prediction of the

risk of falling, which from a set of 7 gait markers, the

feature that explained most of the variance was a slower

gait speed. The technology for detecting gait anomalies

does not need to be based on expensive video signal pro-

cessing, but can be based on simple accelerometers [51],

which can be implemented in a wrist wearable device or

even on a mobile telephone. The same technology can be

used for training and correcting the gait of elderly people

and, therefore, diminishing the fall risk [85].

The use of the current technology on gait recognition

not only can identify the danger of fall, but also can be used

to train elderly people to reduce the risk of falling. As a

matter of fact, the combination of biometric and ambient

intelligence technologies may allow to improve the quality

of living and autonomy of elderly or handicapped people,

which improves the independence and auto-sufficiency and

at the same time might lower the cost of attending a

growing fraction of the population that needs specific care,

but not on a 24 h basis.

A last straightforward question is about the physical

‘‘apparent’’ age and the real age. For instance, [12] reveal a

loss of writing speed in later life, particularly in individuals

suffering from senile psychoses. The differences in writing

speed between senile subjects and ‘‘normal elderly’’ ones

were less than the differences between normal elderly and

young subjects. They also provide a plot that relates age

with writing speed. Thus, theoretically, an apparent age

estimation is possible looking at the writing speed, and

some categorization of people could be possible: those with

health condition below the average of those born the same

year and those in better condition than the average. This

classification could probably be considered very sensible

and private data.

Conclusions

In this paper, we have discussed several applications of

biometrics related to human beings beyond security

applications. Mainly, we have investigated the possibilities

in health and ambient intelligence, as well as the rela-

tionship between these applications. The most important

issue is that the same signals used for security applications

can be used for detecting diseases such as dementia, drug

abuse, diabetes, arteriosclerosis, hypertension, genetic

disorders, etc. This is a double-edged sword because bio-

metric data can be used to assist in obtaining accurate and

fast health diagnoses, but this information can also be

illegally inferred without the consent of the user. Another

synergy worth considering is when health issues are

important for identity verification, that is, when the health

Fig. 12 Documents signed in 1985 (hesitated) and 1986
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state can change the validity of the authentication. These

are the cases where the user has provided his biometric

data, such as the signature, under pressure or affected by

dementia.

Thus, this is a hot research topic that must be addressed,

probably by signal processing teams cooperating with

medical doctors and working on both biometric research

fields: health and security.

Acknowledgments This work was supported by FEDER and MEC,

TEC2009-14123-C04-04. SIX (CZ.1.05/2.1.00/03.0072), CZ.1.07/2.3.00/

20.0094, VG20102014033, GACR 102/12/1104 and KONTAKT

ME10123. We also thank Francesc Viñals and Mari Luz Puente for
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