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Abstract: Hand tracking is relevant to such a variety of applications including human-robot interaction (HRI),
human-computer interaction (HCI), virtual reality (VR), and augmented reality (AR). Accurate and robust hand
tracking however is challenging due to the intricacies of dynamic motion within small space and the complex
interactions with nearby objects, coupled with the hurdles in real-time hand mesh reconstruction. In this paper, we
conduct a comprehensive examination and analysis of existing hand tracking technologies. Through the review of
major works in the literature, we have discovered numerous studies employing a diverse array of sensors, leading
us to propose their categorization into seven types: vision, soft wearable, encoder, magnetic, inertial measurement
unit (IMU), electromyography (EMG), and the fusion of sensor modalities. Our findings indicate that no singular
solution surpasses all others, attributing to the inherent limitations of using a single sensor modality. As a result, we
assert that integrating multiple sensor modalities presents a viable path toward devising a superior hand tracking
solution. Ultimately, this survey paper aims to bolster interdisciplinary research efforts across the spectrum of hand
tracking technologies, thereby contributing to the advancement of the field.

Keywords: Augmented reality, computer vision, data gloves, exoskeleton gloves, hand tracking, human-computer
interaction, human-robot interaction, mixed reality, virtual reality, wearable devices.

1. INTRODUCTION

Real-time three-dimensional (3D) hand pose estima-
tion, or hand tracking, has emerged as a significant area
of interest over the last decade, particularly in fields such
as human-robot interaction (HRI), human-computer inter-
action (HCI), virtual reality (VR), and augmented reality
(AR), due to its capacity to enhance user immersion and
presence in various applications. To date, a multitude of
hand tracking technologies has been developed, some of
which have achieved commercial success and widespread
adoption, yet the necessity of further advancements re-
mains vast. In response, this paper aims to comprehen-
sively study and analyze existing hand tracking technolo-
gies, with a particular focus on identifying promising di-
rections for the development of hand tracking solutions in
alignment with the evolution of related fields.

Hand motion tracking poses significant challenges.
Firstly, compared to other body parts, the hand allows
for dynamic, sophisticated, and dexterous motion within a
small space, leading to frequent self-occlusion. Secondly,
as a fundamental function of human manipulation, hands

are required to frequently interact with different objects,
environments, and other humans. Therefore, hand track-
ing must be robust against various interferences. The rel-
atively small size of the hand makes it difficult for sensor
attachment, and wearability becomes crucial if the tech-
nology requires wearing devices. Although hand track-
ing has advanced significantly in recent years, no existing
technology has yet emerged as a satisfactory solution that
resolves all these challenges and offers a universal and re-
liable platform for reasonably large pool of applications.

Meanwhile, the advancement in hand tracking hold
great potential to transform many application domains.
First, it can significantly enhance immersion and pres-
ence in VR and AR environments [6,7], surpassing tra-
ditional handheld controllers or gamepads by enabling
more natural and sophisticated hand movements. Faster
and more accurate hand tracking would allow for the im-
plementation of more dexterous and agile manipulations
within VR/AR contexts. Second, hand tracking technol-
ogy is poised to significantly improve robot teleoperation,
as manifest in the Avatar XPRIZE competition held in
2022 [8]. Enhanced hand tracking technologies are cru-
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Fig. 1. The examples of hand model: (a) Segment-joint model [1], (b) geometric primitive models [2,3], and (c) soft hand
models including MANO [4] and Handy [5].

cial for intuitive control and essential for the accurate
and skilled teleoperation of humanoid robots. With the in-
creasing release of commercial humanoid robots such as
Tesla’s Optimus [9] and Apptronik’s Apollo [10], the de-
mand for sophisticated hand tracking solutions is expected
to rise significantly. Third, hand tracking can be leveraged
to capture high-quality data from intricate tasks performed
by human experts. This approach is increasingly popular
in robot learning [11-16], where the quality of data for im-
itation learning is paramount, especially as the complexity
of tasks escalates.

Given the growing need for hand tracking across var-
ious domains, it is being investigated in numerous fields
through diverse approaches. After reviewing recent find-
ings, we propose classifying them into seven categories
based on the sensing modality: vision, soft wearable, en-
coder, magnetic, inertial measurement unit (IMU), elec-
tromyography (EMG), and the fusion of sensor modali-
ties. Each sensing approach presents inherent challenges;
thus, we recognize the integration of diverse technologies
from various disciplines, including computer vision, soft
wearable sensors, mechatronics, and mobile robotics, as
a promising direction for advancing hand tracking. No-
tably, recent studies have begun to integrate two different
sensor modalities—visual and inertial—which were pri-
marily utilized in computer vision and mobile robotics
[17-20].

To date, there has been a lack of comprehensive anal-
ysis of hand tracking technologies, despite their not be-
ing a new field. Previous survey and review papers have
often focused solely on a specific type of method (e.g.,
vision-based [21,22], fiber bragg grating (FBG) sensor-
based [23], and visual-inertial fusion-based [24]), or nar-
row fields of hand tracking technologies [25]. This paper
aims to holistically survey and categorize hand tracking
technologies and suggest the promising direction to ac-
celerate interdisciplinary studies across various research
fields related to hand tracking.

In Section 2, we provide some preliminary backgrounds
for hand tracking, including hand modeling and avail-
able sensors. Then, in Section 3, hand tracking method-

ologies are introduced, along with a succinct overview of
the research trajectory for each type of sensor. Next, some
widely-available commercial hand tracking products are
briefly introduced in Section 4. Finally, in Section 5, we
conclude this paper with a discussion on the promising di-
rection of hand tracking.

2. PRELIMINARIES

2.1. Hand modeling
Hand tracking is a real-time 3D pose estimation of

articulated rigid bodies, thus, hand configuration and
constraints should be established first. The human hand
anatomy is illustrated in Fig. 2, where the palm com-
prises the carpus and metacarpus. All fingers, excluding
the thumb, are made up of three articulated bones; prox-
imal, middle, and distal phalanges. These are connected
to the root by the metacarpophalangeal (MCP), proximal
interphalangeal (PIP), and distal interphalangeal (DIP)
joints, respectively. The thumb slightly differs in struc-
ture, consisting of articulation of the metacarpal, prox-
imal, and distal phalanges, which are connected by the
carpometacarpal (CMC), MCP, and interphalangeal (IP)
joints. Based on the hand anatomy, several hand model-
ing have been suggested and they can be classified into
three types according to the detail level: the segment-joint
model, the geometric primitive model [2,3], and the soft
hand model [4,5].

Fig. 2. The anatomy of the human hand.
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Table 1. Strengths and weaknesses of each sensor type for hand tracking. The evaluation items consists of interferences
(occlusion, magnetic interference, and contact), reliability (accuracy, and repeatability), comfortability (calibra-
tion, and wearability), and cost. Sensor types consists of vision (RGB, and RGB-D), soft wearable (flex, resistive
strain sensor (RSS), capacitive strain sensor (CSS), fiber Bragg grating (FBG), and piezoresistive fabric), en-
coder, magnetic sensor with permanent magnet (PM) or electromagnet (EM), inertial measurement unit (IMU)
with compass, and electromyography (EMG).

Sensor Type
Interferences Reliability Comfortability

Cost
Occl. Mag. Contact Accuracy Repeat. Calib. Wearability

Vision
RGB

weak robust robust high high free free
low

RGB-D medium

Soft

Flex

robust robust weak high low complex

low-stretch low
RSS good low
CSS good high
FBG good high

Piezo. good medium
Encoder robust robust robust medium medium simple high-drag medium

Magnetic
PM

robust weak robust high high medium
good low

EM bulky high
IMU w/ Comp. robust weak impact-weak pos. drift high simple good low

EMG robust robust robust low low complex good medium

2.1.1 Segment-joint model

This is the most widely used model for hand tracking,
which is illustrated in Fig. 1(a). The position and rotation
of the palm have 6 DOFs (degree-of-freedoms), and each
finger except the thumb has 4 DOFs; 2 DOFs for the MCP
joint and 1 DOF for each of the PIP and DIP joints. The
interpretation of thumb kinematics varies slightly for each
paper. The thumb can be considered to have 4 DOFs as
the same as other fingers, or its CMC and MCP joint can
be interpreted to have higher DOFs, resulting in 5 DOFs
or 6 DOFs. Consequently, the total DOFs of the hand
varies from 26 to 28, depending on the interpretation of
the thumb.

2.1.2 Geometric primitive model

Another approach for hand modeling, the geometric
primitive hand model, has the same kinematics as the
segment-joint model, but it includes rigid volumetric
shapes, whereas the segment-joint model does not. As an
example of the geometric primitive model, the hand can
be approximated as a composition of elliptic cylinders, el-
lipsoids, spheres, and cones, as illustrated in Fig. 1(b) [2].
Similarly, this geometric primitive hand model can be sim-
plified to use only spheres [3].

2.1.3 Soft hand model

Soft hand models are designed to represent not just the
skeletal structure but also skin mesh. The most widely
used example of soft hand model is MANO [4]. It is over-
parameterized by 15 ball joints and global orientation, and

its mesh is constructed via modified linear blend skin-
ning (LBS). Unlike standard LBS approaches, it leverages
both pose and shape to prevent excessive smoothing at the
joints. This model has been used in numerous real-time
hand reconstruction studies [26-32]. The SMPL-X [33] is
a holistic human model which combined the MANO hand
model with the SMPL body model [34] and the FLAME
head model [35]. Another soft hand model, Handy [5],
improved several weaknesses of the MANO using much
more hand scan data. Handy can even reconstruct skin
textures by leveraging a generative adversarial network
(GAN) [36] to capture high-frequency details.

2.2. Sensors
As shown in Table 1, hand tracking has been devel-

oped utilizing various types of sensors, and each has its
advantages and disadvantages. Vision-based hand track-
ing, which has been extensively researched recently due
to advancements in deep learning, has not yet fully over-
come its vulnerability to occlusion and changing light con-
ditions. In addition, the limited field of view (FOV) is also
one of the major issues for this type of hand tracking. On
the other hand, soft wearable sensor-based hand tracking
cannot discriminate between deformation by hand motion
and deformation by contact. Additionally, bad repeatabil-
ity due to hysteresis, the need for recalibration whenever
a new user wears the device, and low durability remain as
challenges to be addressed. Encoder-based hand tracking
adopts exoskeleton glove, and it usually facilitates force
haptic feedback at the same time. However, it leads to poor
wearability due to the friction between exoskeleton link-
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Table 2. Summary of hand tracking technologies using vision type sensors. Papers are listed in order of time. (Terms)
LBS: linear-blend-skinning, PCK: percentage-of-correct-keypoints, AUC: area-under-the-curve, PA: procrustes-
alignment, MPJPE /MPVPE: mean-per-joint/vertex-position-error.

Year Ref. Sensor Type Parameters Mesh Accuracy

2014 [3] Depth 26 X wrist/fingertips err. 7.3-11.7 mm
Creative Senz3D custom dataset

2014 [37] multiple RGBs 26 X 24.1 mm
Dexter1 [38]

2015 [39] Depth 73 X Pose: 15.0 mm
Kinect V2 LBS Dexter1 [38]

2015 [40] Depth 26 X fingertips err. 19.6 mm
Dexter1 [38]

2015 [41] RGB-D 26 X phalanx end-pt. err. < 10 mm
custom synthetic dataset

2017 [42] RGB-D 26 X 32.6 mm (under occlusion)
RealSense SR300 EgoDexter [42]

2017 [43] RGB 63 X 2D-PCK AUC = 0.817
RHD [43]

2018 [44] Depth - X 8.42 mm
NYU [45]

2018 [46] RGB 63 X 3D-PCK AUC = 0.887, 0.990
RHD [43], STB [47]

2018 [48] RGB 26 X 3D-PCK AUC = 0.965
Stereo dataset [49]

2019 [50] Depth 123 X 12.3 mm (NYU [45])
2019 [51] RGB - O Pose: 8.03 mm, Mesh: 7.95 mm

custom custom synthetic dataset
2019 [52] RGB - O 3D-PCK AUC = 0.994, 0.84

Adam [53] STB [47], DO [54]
2019 [26] RGB 61 O 3D-PCK AUC = 0.926, 0.65, 0.995

MANO [4] RHD [43], DO [54], SHD [47]
2019 [55] stereo RGB - X 7.18 mm (STB [47])
2020 [56] RGB 61 O Pose: 30.4, Mesh: 10.6

MANO [4]
2020 [57] RGB 63 X -
2020 [58] RGB 63 X MPJPE 16.02, EPE 7.95, 20.89

InterH. [58], STB [47], RHD [43]
2020 [59] IR image 63 X 8.3 mm (slow), 8.8 mm (fast)

BigHand2.2M custom dataset
2020 [60] 4 fisheye B/W cams 26 X 9.4-14.7 mm

LBS (custom dataset)
2020 [27] 4 thermal cams 9 O Pose: 12.0 mm (free motion)

MANO [4] 26.8 mm (obj.interaction)
2022 [28] RGB 61 O Pose: 12.78 mm

MANO [4] InterHand2.6M [58]
2022 [29] RGB 61 O Pose: 8.79 mm, Mesh: 9.03 mm

MANO [4] InterHand2.6M [58]
2022 [30] RGB 61 O Pose: 9.1 mm, Mesh: 8.8 mm

MANO [4] HO3D [56]
2023 [61] RGB 47 O Pose: MPJPE 11.8 mm, 11.0 mm

Mesh: MPVPE 11.9 mm, 10.9 mm
FreiHAND [62], HO3D [56]
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Table 3. Table 2. continued.

Year Ref. Sensor Type Parameters Mesh Accuracy

2023 [63] RGB - O Pose: MPJPE 8.3 mm
AMVUR Mesh: MPVPE 8.2 mm

HO3Dv2 [56]
2023 [64] RGB 61 O Pose: MPJPE 8.0 9mm

MANO [4] Mesh: MPVPE 8.29 mm
InterHand2.6M [58]

2023 [65] RGB 61 O Mesh: PA-MPVPE 5.65 mm
SMPL-X synthetic data

2023 [31] RGB 61 O Pose: PA-MPJPE 6.0 mm, 7.7 mm
MANO [4] Mesh: PA-MPVPE 5.7 mm, 7.9 mm

FreiHAND [62], HO3D [56]
2023 [32] RGB 61 O Pose: PA-J-PE 5.3 mm, 8.5 mm

MANO [4] Mesh: PA-V-PE 5.2 mm, 8.6 mm
Dex-YCB [66], HO3D-v2 [56]

Table 4. Summary of hand tracking technologies using soft wearable type sensors. Papers are listed in order of time.
(Terms) FBG: fiber Bragg grating, RSS/CSS: resistive/capacitive strain sensor, IMU: inertial measurement unit,
SPAW: soft polymer acoustic waveguides.

Year Ref. Sensor Type Parameters Mesh Accuracy

2011 [67] FBG 14 X -
2014 [68] Flex 14 X -
2014 [69] RSS 2 X -

ionic liquid 2 fingers
2015 [70] RSS 11 X -

ionic liquid
2016 [71] Flex 10 X -
2016 [72] Flex 10 X 6 deg
2016 [73] RSS 6 X < 9 deg

liquid metal 3 fingers
2016 [74,75] Piezoresistive fabric 19 X < 5 deg
2017 [76] RSS 21 X 1.39 deg

liquid metal
2017 [77] CSS 10 X -

textile & silicone
2018 [78] Flex (& RGB, IMU) 11 X -
2018 [79] Piezoresistive fabric 2 X -

2 fingers
2019 [80] CSS (& RGB-D) 31 X 7.6 deg

textile & silicone
2020 [81] FBG 6 X < 1 deg
2020 [82] FBG 14 X 1.63 deg
2020 [83] FBG 10 X 0.80 deg
2021 [84] Piezoresistive fabric - X -
2023 [85] CSS 10 X 7.2 deg

fabric
2023 [86] SPAW strain 10 X < 2.00 deg

silicone
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Table 5. Summary of hand tracking technologies using encoder, magnetic sensor, IMU, EMG, and the fusion of sensor
modalities. Papers are listed in order of time for each type. (Terms) PM: permanent magnet, EM: electromagnet,
EMG: electromyography.

Year Ref. Sensor Type Parameters Mesh Accuracy

2014 [87]∗ Encoder
2016 [88]∗ Encoder 13 X < 1 mm

magnetic encoder 3 fingers index fingertip only
2023 [89] Encoder 13 X 0.95-5.61 mm

potentiometer 3 fingers index fingertip only
2011 [90]∗ Magnetic sensor & PM - X -
2016 [91]∗ Magnetic sensor & EM - X 1.33 mm

3 fingers single fingertip only
2019 [92] Magnetic sensor & EM 5 (per unit) X 4.41 mm, 4.65 deg
2021 [93]∗ Magnetic sensor & PM 15 X 1.9-3.2 deg

exoskeleton
2021 [94]∗ Magnetic sensor & EM 19 X 4.7-5.2 mm

Polhemus [95] 4 fingers joint positions
1999 [96]∗ IMU - X -

2-axis accelerometers pseudo static gesture
2009 [97]∗ IMU 9 X -

3-axis accelerometers 2 fingers
2015 [98] IMU & Compass - X 5.95 deg
2017 [99] IMU & Compass 23 X < 3.32 deg
2018 [100] IMU & Compass & CSS 16 X 0.068-1.567 deg

3 fingers
2019 [101] IMU & Compass 18 X < 3 deg
2021 [102] EMG 21 X 6.24 deg

Myo
2020 [17] IMU & depth 21 X wrist/fingertips err. 9.34 mm

MSRA14 [3]
2020 [18] Gyroscope & depth 26 X 2D pixel err. < 10

custom dataset
2021 [19] IMU & stereo-RGB 20 X 10.69 mm (free motion)

ZED mini 3 fingers 12.68 mm (obj.interaction)
2021 [103] gyroscope & EMG - X 25.7 mm

Myo, gForce [104]
2023 [20] CSS & RGB-D & IMU - O 0.142-0.206 rad
∗ Only the distal phalanx is tracked. The whole finger pose is calculated via inverse kinematics.

ages causing fast fatigue to the user. Hand tracking based
on magnetic sensors or IMUs with compasses is highly
susceptible to magnetic interference, making hand track-
ing impossible near electronic devices. EMG sensor-based
hand tracking still lacks in accuracy and reliability. Rep-
resentative studies for each type of hand tracking are sum-
marized at Tables 2-5.

Despite various attempts for hand tracking, unresolved
issues remain in all methods. As will be introduced
in Subsection 3.7, recent research actively investigates
multi-sensor fusion to overcome the weaknesses of single
sensor-based hand tracking.

3. HAND TRACKING METHODOLOGIES

We categorize hand tracking technologies into seven
types depending on the sensing method: 1) vision, 2) soft
wearable, 3) encoder, 4) magnetic, 5) IMU with compass,
6) EMG, and 7) fusion of sensor modalities.

3.1. Vision
Despite the recent popularity and considerable progress

of vision-based hand tracking methods, challenges persist.
Visual occlusion is one fundamental limitation of these
approaches, as hand pose becomes not fully-observable
when parts of the hand are obscured. Another limitation
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coming from the recent trend of adopting learning-based
methods is that the dataset is expensive due to the need for
extensive and diverse datasets (e.g., varied skin colors and
lighting conditions, and accurately annotated hand poses).

Vision-based methods can be classified according to
whether they use depth or color. Depth provides 3D infor-
mation vital for 3D pose estimation but is limited by range,
light interference, and environmental texture. Color, cap-
tured by conventional cameras, offers rich visual detail
and some cues of relative depth even without 3D data. Al-
though including depth can provide richer information, re-
cent trend is exploiting RGB images without depth due to
the easy accessibility of sensors and abundant data on the
internet.

3.1.1 Depth
Given depth information, estimating hand pose was

posed as a filtering/optimization problem in [3,39-41].
Makris et al. [41] introduced a geometric primitive model
made up of cylinders and spheres and rendered the depth
of the model to run a hierarchical particle filter. Optimiza-
tion was conducted in [3,39,40] to minimize the cost re-
lated to the discrepancy of the depth measurement and
the depth rendered from the hand model (i.e., spheres [3],
mesh [39], and weighted 3D Gaussian mixtures [40]).

More recently, learning-based methods have been
widely used to estimate hand poses from depth
[42,44,50,59]. In [42], Mueller et al. trained convolutional
neural networks (CNNs) in a supervised manner to pre-
dict 2D/3D joint positions and the hand pose was fit with
an optimization process. Moon et al. [44] cast the depth
measurement into a 3D voxel map and trained CNNs via
supervised learning to predict 3D heatmaps of the joint
positions. This class of methods that leverages supervised
learning requires datasets with ground truth annotations of
what is being estimated (e.g., 3D joint positions), which
is costly to obtain. Alternatively, self-supervised methods
and transfer learning can be utilized to train the networks
without or with little annotation. Wan et al. [50] parame-
terized hand with 3D spheres and trained a network that

estimates the 3D center positions of the spheres with a dif-
ferentiable depth renderer by minimizing the difference
between the rendered and measured depths as shown in
Fig. 3(a). Transfer learning was employed in [59] to train
a network that predicts the 3D skeleton from an IR image,
which is less fragile to motion blur than a depth image.

3.1.2 Color
Color images are much more accessible than depth im-

ages. In addition, hand tracking using color image is ap-
plicable to numerous videos on the internet while depth
images are not easily available. Therefore research on
color-based hand tracking is more active than depth-based
hand tracking in recent years. In terms of algorithms, the
use of deep learning [26,29-31,43,46,48,51,52,55-58,60,
61,63,64] is a dominant stream than optimization-based
methods. Many studies train networks in a supervised
fashion to estimate from an RGB image either a skeleton
with 2.5D/3D joint positions [57,58] or a 3D mesh (e.g.,
MANO) [26,29,52,56,64]. These methods require datasets
with ground truth labels, which are costly to obtain (e.g.,
motion capture in a multi-view studio). To circumvent
this issue, some studies proposed to exploit synthetic data
whose ground truth is already known [43,46,48,51,55].
However, synthetic images are usually not photo-realistic,
which degrades the estimation when tested on real im-
ages. Mueller et al. [48] trained a generative adversarial
network (GAN) to translate synthetic images to realistic
ones such that the translated images follow the distribution
of real images. Utilizing a GAN greatly enhanced robust-
ness to small occlusions and varying camera viewpoints
as shown in Fig. 3(b). Another approach to circumvent
acquiring costly datasets is weakly-supervised learning.
In [46,51], the networks were fine-tuned on real data that
does not contain 3D ground truth labels by weakly super-
vising on depth measurements, which are easier to obtain
than the 3D ground truths. The hand tracking performance
is reasonable as shown in Fig. 3(c), even it has trained
without ground truth labels. Similarly, without resorting to
synthetic data, Z. Tu, et al. [61] utilized self-supervision

(a) (b) (c) (d) (e)

Fig. 3. Hand tracking technologies using a single RGB-D camera - (a) Self-supervised hand tracking by Wan, et al. in
2019 [50], where the left and right figures are real depth map and rendered depth map, respectively; a single RGB
camera - (b) GANerated Hands by Mueller, et al. in 2018 [48], (c) Weakly-supervised hand tracking by Cai, et al.
in 2018 [46], (d) HandOccNet by Park, et al. in 2022 [30]; four monochrome egocentric cameras - (e) MEgATrack
by Facebook (now Meta) Reality Labs in 2020 [60].
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to handle the lack of 3D annotations in datasets. More
recently, Z. Jiang, et al. [63] proposed a probabilistic at-
tention model-based hand tracking which does not require
large numbers of 3D ground truths and relieves model de-
pendency at the same time. On the other hand, instead of
making the best of limited datasets, Pavlakos et al. [31]
simply scraped up multi-source large-scale data to make
the best performance.

Visual occlusion, which is the fundamental limitation of
vision, has been challenged by recent studies [27,30,32].
Hu et al. [27] developed a set of hand-facing wrist-worn
thermal cameras, where the silhouette images of the hand
were used to estimate the 3D joint positions through a net-
work. Feature injection/fusion was introduced in [30,32]
to exploit the most out of visible parts’ information to
enhance robustness to occlusion. The exemplar result of
[30] is in Fig. 3(d), which shows robustness with object
interacting scenarios. Another limitation of 3D hand pose
estimation from a single image is that the problem is in-
herently ill-posed because the depth is not observable. To
overcome this, multiple camera images with overlapped
field-of-views (FOVs) can render depth observable. For
instance, multi-view RGB images were used in [37], and
four monochrome fisheye cameras were employed in [60].
The latter one is also embedded to the Meta Quest’s hand
tracking software as shown in Fig. 3(e). In other studies,
an RGB sequence was adopted in [61,65].

3.2. Soft wearable

Soft wearable sensors utilize totally different sensing
modality to the vision, which are attachable to the skin or
worn as gloves and measure hand poses by sensing joint
angles through deformation. However, they lack the abil-
ity to provide global position and orientation, necessitat-
ing external sensors like cameras for comprehensive pose
estimation. Soft wearable sensors also struggle to distin-
guish between deformation by bending and deformation
by contact. Calibration poses another challenge, requiring
meticulous setup for each sensor and additional adjust-
ments for different users. Moreover, they exhibit low re-
peatability due to hysteresis and less durability compared

to other sensor types.
These sensors vary in type based on the deforma-

tion measured (e.g., bending, stretching) and measuring
method (e.g., electrical resistance, capacitance). Common
examples include flex sensors, RSS, CSS, FBG sensors,
and piezoresistive fabric sensors.

3.2.1 Flex sensor

The resistance of a flex sensor is changed based on
the degree of bending, which means that the bending an-
gle is detected simply by measuring its resistance. For
hand tracking, flex sensors are used to acquire the finger
joint angle [68,71,72,78]. Unfortunately, flex sensors can
only detect bending in one direction and are not stretch-
able, which means they are not suitable for measuring the
movement of complex joints such as MCP and CMC joints
with multi-DOFs. Also, the wearability of flex sensor is
poor due to its low stretchability, but Shen, et al. [71] over-
came it combining an flex sensor with stretchable belts as
shown in Fig. 4 (a). Meanwhile, soft polymer-based RSS
and CSS can serve as alternatives for soft wearable sensor-
based hand tracking.

3.2.2 Resistive strain sensor (RSS)

Stretchable polymer-based strain sensors can measure
more complex joint movements, flexion-extension, and
abduction-adduction, by arranging sensors in an array.
Embedding microchannels within a soft elastomer and fill-
ing these channels with either liquid metal or ionic liq-
uid produces a soft stretchable RSS. This approach of-
fers better wearability than the flex sensor, with a cheap
and simple manufacturing process. Several studies have
utilized the soft and stretchable RSS for hand tracking
[69,70,73,76]. The microchannel in RSS is designed in
a zigzag pattern at joint areas to enhance sensitivity as
Chossat, et al. did in [70] as shown in Fig. 4(b). The main
drawback of RSS is its sensitivity to changes in tempera-
ture and humidity. Additionally, it demonstrates low dura-
bility and suffers from hysteresis. Using CSS can mitigate
these drawbacks, making it also commonly used in soft
wearable-based hand tracking.

(a) (b) (c) (d) (e)

Fig. 4. Hand tracking technologies using (a) flex sensors by Shen, et al. in 2016 [71]; (b) RSS array by Chossat, et al.
in 2015 [70]; (c) CSS array by Glauser, et al. in 2019 [80]; (d) FBG sensors by Silva, et al. in 2011 [67]; and (e)
piezoresistive fabric for multimodal sensing by Bianchi, et al. in 2016 [74].
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3.2.3 Capacitive strain sensor (CSS)
Soft stretchable CSS is typically less sensitive to envi-

ronmental changes (e.g., temperature) and more durable
than RSS, hence it is frequently used in recent hand track-
ing research [77,80,85,100]. It is made from materials
like polymer or knit, and measures the change in elec-
tric capacitance coming from strain deformation. Espe-
cially, Glauser, et al. [80] incorporated an extensive array
of CSSs (44 in total) on the back of a glove as shown in
Fig. 4(c), and utilized deep learning to train hand pose es-
timation network. This method breaks away from the tra-
ditional one-to-one mapping of soft wearable sensors to
joints, employing a far greater number of sensors than the
hand’s DOF.

3.2.4 FBG sensor
FBG sensors, developed more recently compared to the

aforementioned sensors, have very high durability, accu-
racy, and compact size. Exposing UV light to an opti-
cal fiber, a periodic grating is created that reflects a spe-
cific wavelength, known as the Bragg wavelength. This
reflection changes with strain and temperature so that we
can sense the strain by measuring the shift in the Bragg
wavelength and the temperature. Creating multiple grat-
ings in one long optical fiber, the deformation of multiple
joints can be measured using only one fiber, which makes
it very compact. Due to these advantages, many studies
use FBG sensors for hand tracking [67,81-83]. The major
shortcoming of this sensor is the expensive cost of opti-
cal equipment. The FBG sensing glove proposed in [67]
uses a single optical fiber to cross all the hand as shown
in Fig. 4(d), and the fiber is connected to a bulky optical
equipment.

Meanwhile, there is a sensor similar to the FBG sensor,
named soft polymer acoustic waveguide (SPAW) which
measures the time of flight (TOF) of transmitted acoustic
waves and echoes to determine the strain within a sensor
unit [86]. Unlike the FBG sensor, SPAW utilizes acous-
tic waves, not light, allowing for various frequency-based
techniques.

3.2.5 Piezoresistive fabric
Several studies made the gloves that work as the sen-

sor themselves, which extremely enhances the wearability
[74,75,79,84]. The piezoresistive sensor is similar to RSS
in that it measures the changes in resistance caused by the
sensor deformation. The key difference is that it reacts to
external pressure, while RSS reacts to the strain. It is orig-
inally developed as a tactile sensor, however, depending
on the design of the sensor mechanism, it can also func-
tion as a goniometer or a strain gauge. Bianchi, et al. de-
signed multimodal sensing gloves using knitted piezore-
sistive fabric. As shown in Fig. 4(e), it senses the contact
normal force on the palmar side and finger bending on the

dorsal side [74].

3.3. Encoder
A hand is an articulation of rigid-bodies and hand

tracking can be solved by exploiting linkage kinematic
structure. Early exoskeleton haptic gloves were studied
primarily focusing on rehabilitation and haptic feedback
[105-109] with capability of just distinguishing a few
grips. Henceforth, exoskeleton haptic gloves are attempt-
ing accurate hand tracking through encoder sensing and
linkage kinematics analysis, as well as exerting force feed-
back [87-89]. Performing hand tracking and exerting force
feedback at the same time using the same exoskeleton
structure is a significant advantage of this type of hand
tracking. This contrasts with other kinds of hand track-
ing systems, which often struggle to integrate with force
feedback devices due to their susceptibility to interfer-
ences like occlusion and contact. Furthermore, encoders
ensure highly precise and reliable sensing. However, the
exoskeleton linkage is relatively heavy and constraining
finger movements, which causes quick fatigue and lim-
its dexterity. The linkage also only directly measures the
target segment (usually the distal phalanx), thus, the full
finger pose estimation via inverse kinematics is often not
so accurate or, in some cases, even impossible. The de-
vice shown in Fig. 5(a) is an exoskeleton device for finger
tracking and force feedback, named HEXOTRAC [88],
which seems very bulky and tracks the finger-tip segments
only.

3.4. Magnetic
The 6 DOF pose magnetic tracking is a well-studied

problem [110,111]. Pose tracking using electromagnetic
sensors does not require a line of sight and is widely used
in the field of human-computer interaction (HCI), with a
magnet attached to the finger as an input [112-116]. Such
technology has further evolved into hand tracking.

The magnetic hand tracking technology is divided into
two methods: using permanent magnets and generating
electromagnetic fields with alternating current. The for-
mer method is cheaper and easier to wear on the hand,
leading to its adoption in various research for hand track-
ing [90,93]. It however struggles with tracking multi-
ple 3D poses and is influenced by the Earth’s magnetic
field, reducing accuracy. Meanwhile, alternating current
can generate multiple frequencies of oscillating voltage. It
is possible to distinguish multiple frequencies and elim-
inate the influence of the Earth’s magnetic field by filter-
ing and amplifying the signal, accurately tracking multiple
points for hand tracking [91,92,94]. However, generating
strong electromagnetic fields requires bulky equipment.
As an example, AuraRing [92] is a 5 DOF electromagnetic
tracker which can be worn on the finger as shown in Fig.
5(b), which is quite bulky to wear multiple trackers on the
same finger. Both methods have the disadvantage of a nar-
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(a) (b) (c) (d) (e)

Fig. 5. Hand tracking technologies using encoder - (a) HEXOTRAC by Sarakoglou, et al. in 2016 [88]; magnetic sensors
- (b) AuraRing by Parizi, et al. in 2019 [92]; IMUs and compasses - (c) Finger Tracking Modules (FTMs) by Lee,
et al. in 2018 [100]; EMG - (d) NeuroPose by Liu, et al. in 2021 [102]; and visual-inertial fusion - (e) VIST glove
by Lee, et al. in 2021 [19].

row tracking range near the source of the electromagnetic
field. They are also susceptible to magnetic interference,
significantly affected by nearby steel structures and elec-
tronic devices, limiting their applications.

3.5. IMU & compass
Unlike vision-based hand tracking, IMU-based hand

tracking does not suffer from occlusion or changing light
conditions. Furthermore, it does not require laborious cal-
ibration for each user, unlike soft wearable sensor-based
hand tracking. At the early stage of research, only 3-
axis accelerometers were used for hand tracking [96,97].
Assuming a pseudo-static state, gesture recognition was
performed by sensing the direction of gravity. Subse-
quently, a 9-axis IMU, adding on a 3-axis gyroscope and
a 3-axis compass, enabled dynamic hand motion track-
ing [98-101]. Here, the gyroscope detects angular veloc-
ity, and the compass corrects orientation errors. Although
an IMU is low-cost and calibration is relatively simple, it
suffers from global position drift. In addition, the compass
is susceptible to magnetic interference and the accelerom-
eter is susceptible to impacts. Thus, in [100], Lee, et al.
utilized combination of 9-axis IMUs and CSS sensors to
avoid magnetic interference caused by a finger-tip haptic
device as shown in Fig. 5(c).

3.6. Electromyography
Electromyography (EMG) sensors detect electrical sig-

nals from muscle activation. Since the muscles that acti-
vate finger movements are located in the forearm, EMG
sensors can detect hand gestures by being worn only
around the wrist, without the need for any hand-worn sen-
sors or external cameras. However, due to the noisy and
inaccurate sensing, they have primarily been used for dis-
crete gesture recognition [117-122]. NeuroPose [102] is
one of the few studies on continuous 3D hand tracking
using EMG sensors with machine learning-based tech-
niques. It uses only a wrist-held armband as shown in Fig.
5(d). Although the accuracy of the sensors is not yet guar-
anteed, EMG sensor-based hand tracking is promising be-
cause it is easy to integrate with other sensors and haptic

devices.

3.7. Fusion of sensor modalities

Due to the limitations inherent in each sensor modality,
researchers have developed hand tracking techniques that
utilize multiple sensor modalities. Combining vision and
inertial measurements, several studies have achieved ro-
bust hand tracking in scenarios of occlusion and rapid mo-
tion [17-19]. To begin with, a robust initializer that fuses
depth images and IMUs was suggested in [17], which
is essential to handle difficulties of vision-based meth-
ods (e.g., loss of tracking due to occlusion and rapid mo-
tion). Motion blur induced by rapid motion was dealt with
in [18], which overcame this problem through the fusion
of depth camera and gyroscope. Occlusion and out-of-
FOV problems were addressed in [19], which introduced
a tightly-coupled sensor fusion of stereo RGB images and
6-axis IMUs that do not cause a magnetic interference
problem. The hand tracking glove consists of two layers-
inner layer for IMU array attachment, and outer layer for
colored blobs attachment as shown in Fig. 5(e) shows.
The stereo vision corrects IMU drifts and the IMUs help
matching detected markers to the corresponding model
marker set.

Vision sensor, soft wearable sensor, and IMU are inte-
grated altogether in [20], where the global 3D hand posi-
tion (i.e., wrist position) was estimated using an RGB-D
camera and IMUs on the arm, and the local hand pose was
estimated with a depth image and soft wearable sensors.

Without the vision modality, the combination of EMG
and gyroscope measurements were tried in [103]. The
hand motion is tracked using an armband device worn on
the wrist (Myo and gForce [104]) with a recursive neural
network (RNN), but the accuracy is not good due to the
noise of EMG sensors.

The biggest merit of the fusion of sensor modalities is
that it enables tracking in challenging scenarios such as in-
teracting with electric devices while a significant portion
of the hand is occluded, which was originally impossible
by exploiting a single modality. However, complementar-
ily combining different sensor modalities without disturb-
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ing each other is difficult in terms of hardware and soft-
ware because each sensor modality is different in sensing
method, sensing period, and mapping method. Therefore,
more research on the hand tracking by fusion of sensor
modalities is needed.

4. COMMERCIAL PRODUCTS

Hand tracking technologies have improved significantly
over the past few decades, leading to their widespread re-
lease as commercial products. While various sensor-based
hand tracking technologies have reached a usable level of
sophistication, there is no solution yet that works robustly
in a wide variety of scenarios and offers high accuracy at
the same time. In this section, we will survey some of the
commercial products for each type of hand tracking. More
products are discussed in detail in another paper [130] fo-
cusing on commercial data gloves.

4.1. Vision
Leap Motion Controller 2, Stereo IR 170, and Ultra-

leap 3Di are Leap Motion’s stereo IR cameras, and the
hand tracking software is available on the website [123].
Fig. 6(a) is the Ultraleap 3Di. The price1 of these products
are US$139, US$262, and US$275, respectively. Meta’s
head mounted displays (HMD), Quest series [131], are
also equipped with vision-based hand tracking. The lat-
est product within the series, Quest 3, can track hands

1All the prices in this paper are as of April 2024.

with four IR cameras and two RGB cameras embedded
in the HMD, and the price is US$499. Apple Vision Pro
[132], which is the newest HMD released on February
2024, are also equipped with hand tracking with its own
stereoscopic 3D main camera system, and the price is
US$3,499. HMDs are more expensive than camera-only
products because they include display, battery, applica-
tions, and other additional functions. Vision-based hand
tracking systems tend to be cheaper than other types of
hand tracking systems to be described next, because they
do not need to fabricate data gloves. However, they suf-
fer from self-occlusion, object occlusion, and narrow FOV
because they rely on cameras.

4.2. Soft wearable

The CyberGlove series by CyberGlove Systems [124]
are soft wearable sensor-based hand tracking gloves. The
latest version, CyberGlove 3, is equipped with either 18
or 22 soft sensors embedded in the glove to estimate hand
pose, and it costs around US$13,000. The appearance of
this glove is in Fig. 6(b). StretchSense [133] also produces
motion capture gloves, which equips 16 or 26 soft sensors,
and the prices varies from US$795 to US$6,995 accord-
ing to the product lines. Soft wearable sensor-based hand
tracking gloves cost more than vision-based hand tracking
systems on average due to their difficulty in fabrication.
These gloves need an additional external motion capture
system to track their global position and orientation, and
they are vulnerable to contact on the sensor location.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. (a) Ultraleap 3Di by Leap Motion [123]. (b) CyberGlove 3 by CyberGlove Systems [124]. (c) Dexmo by Dex-
tarobotics [125]. (d) Sense Glove DK1 by Sense Glove [126]. (e) Manus Quantum Gloves by Manus VR [127]. (f)
HaptX Gloves G1 by HaptX [128]. (g) Manus Prime 3 by ManusVR [127]. (h) Motion Glove by Quester [129].
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4.3. Encoder
Dextarobotics’ Dexmo haptic glove [125] and Sense-

glove’s Sense Glove DK1 [126] track hand motion using
encoders. These gloves have the advantage of providing
force feedback, but the exoskeleton structures may cause
the feeling of high resistance that disturbs the fast move-
ment of fingers. In addition, as you can check it from their
appearances in Figs. 6(b) and 6(c), they can only track
finger-tip segments and calculate finger poses via inverse
kinematics which leads to inaccuracy of tracking. Dexmo
haptic glove is currently not available to consumers, and
Senseglove discontinues Sense Glove DK1, but the price
was about C3,000 when it was served.

4.4. Magnetic
Manus Quantum Metagloves [127] and HaptX Gloves

G1 [128] use electromagnetic field sensors for hand track-
ing. The Manus Quantum Metagloves costs US$4,999,
and HaptX Gloves G1 costs US$5,495. They appears in
Figs. 6(e) and 6(f), respectively. These systems are frag-
ile to magnetic interference and must be kept away from
electric devices and metals. Meanwhile, HaptX Gloves G1
includes a huge pneumatic system to provide realistic tac-
tile haptic feedback.

4.5. IMU & compass
Manus Prime 3 [127] is equipped with IMUs, com-

passes, and flex sensors embedded in the glove for hand
tracking, and also provides vibrotactile haptic feedback.
Manus Prime 3 needs an external motion capture system
to track global position and orientation, and they are vul-
nerable to magnetic interference due to the use of com-
passes. The appearance of this glove is shown in Fig. 6(g).
It costs US$2,999.

4.6. Visual-inertial fusion
Quester Motion Glove [129] is equipped with multiple

6-axis IMUs without compasses and utilizes a stereo RGB
camera to capture colored markers on the gloves. This
product is not currently available, but it will be released
soon. The price is expected to be low because it utilizes
only low-cost sensors, and it does not require calibration
thanks to the auto-calibration algorithm making it com-
fortable to use. The core technology used in Quester Mo-
tion Glove is the same with [19], and the concept picture
of this product is in Fig. 6(h).

5. CONCLUSION

In this survey paper, we analyze the existing hand track-
ing methodologies and organize them into seven cate-
gories with respect to the sensing modality. Hand tracking
technology has kept advancing from recognizing pseudo-
static gestures to dynamic gestures, from tracking free mo-

tion to object-interacting motion, and from reconstruct-
ing hand skeletal structure to hand surface mesh, grad-
ually solving more complex problems. However, single
modality-based hand tracking has fundamental limitations
due to its sensing method. Consequently, we found out
that the fusion of sensor modalities is essential to break the
limit of current hand tracking technology despite of its dif-
ficulty in terms of hardware and software. In this regard,
we hope that this paper will help accelerate the interdis-
ciplinary study among the research fields (e.g., computer
graphics, soft wearable sensors, mechatronics, and mobile
robotics) to develop an ultimate solution of hand tracking.
With more advanced hand tracking technology, we expect
that various tasks and interactions in HRI/HCI and VR/AR
can become as realistic as those in the real world.
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