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Robust Fault Detection Scheme for Asynchronous Switched Systems via
Sliding Mode Observer
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Abstract: This work studies the fault detection problem for continuous-time asynchronous switched systems. For
residual signal generation, we design a fault detection sliding mode observer such that residual characterizes the
fault sensitivity level by H_ performance, and its robustness to process disturbance is determined by H∞ perfor-
mance. Specifically, the challenge entails addressing the phenomenon of asynchronous switching between the con-
trolled object and the observer, where there is a delay between the switching of the subsystems and the observer. A
piece-wise Lyapunov function and average dwell time approach are applied to resolve the asynchronous switching
stability within matched and unmatched periods. A feasible solution is derived based on linear matrix inequalities.
For effective fault detection, a residual evaluation scheme is provided with a threshold. Finally, simulation results
on a buck-boost converter are furnished to validate the usefulness of the proposed approach.

Keywords: Asynchronous switched systems, average dwell time, fault detection, H−/H∞ performance index, linear
matrix inequality, sliding mode observer.

1. INTRODUCTION

Model-based fault diagnosis has gained increasing at-
tention over the past decades [1-3]. In recent years, fault
diagnosis and fault tolerant control (FTC) have received
considerable attention in both data-driven and model-
based methods of fault diagnosis [4,5]. To increase their
performance, modern systems need to operate safely and
reliably. Hence, several serious failures occur in engineer-
ing and industrial applications such as chemical, nuclear
power stations, and aerospace. Therefore, fault detection
(FD) has received significant importance in recent years
to enhance system efficiency [6-9]. The problem of false
alarms and missing detection in many practical applica-
tions are due to the coupling of faults, disturbances, con-
trol inputs, and even cyber attacks [10]. Hence, the FD
system becomes fault sensitive and robust to process dis-
turbance. Different optimization performance indices for
FD problems have been recommended, such as H_/H∞

[11-13], H2/H2, and H∞/H∞ [14,15]. In our research, we
pay particular attention to H_/H∞. The H_ index char-
acterizes maximum sensitivity to a fault, whereas the H∞

performance tries to minimize the impact of disturbances
on residual signals.

Switched systems [16-18] are prominent in hybrid dy-
namical networks. Therefore, they have gained consid-
erable attention due to their industrial and practical ap-
plications [19-22]. Switched systems are generally com-
posed of subsystems that have switching rules associ-
ated with them. The most significant issue is the de-
sign of switching rules in switched systems. Thus, bet-
ter performance can be achieved by choosing a proper
switching rule. However, real switched systems exist with
definite switching signals such as, state-dependent, time-
dependent, memory-dependent, and arbitrary switching
signals. To address switched system stability, the aver-
age dwell time (ADT) is used, often employing a time-
dependent switching signal. ADT switching is a sort of re-
stricted switching signal in which the number of switches
is fixed. It is also generally known that the ADT method
specifies a broader class of stable switching signals, with
the extreme case being arbitrary switching. As a result,
both theoretically and practically, analyzing the stability
of switched systems using ADT is important.

Besides, the FD issue in switched systems is an active
research area and has attracted many researchers to ex-
plore further challenges of fault diagnosis in switched sys-
tems. FD is investigated in [23] for discrete-time switch-
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ing systems. A switching rule with dwell time constraints
is devised, so that the switched system is asymptotically
stable and has better detection performance. The observer
design of the FD problem in the switched system is ex-
amined in [24], making all modes unstable. A discretised
Lyapunov function is designed in this case, and the switch-
ing signal is derived using the average dwell time ap-
proach, taking into account the instability induced by the
unobservable condition. For DC-DC boost converters, ef-
fective fault detection and identification systems are ob-
served in [25]. The basis of this work’s strategy is the
creation of a robust linear switch fault detection observer
and a series of fault recognition observers. The simultane-
ous robust control and detection problems are described in
[26] for the discrete-time switching system to meet control
and detection goals. A switching law and output feedback-
based controller/detectors are developed. The problem of
FTC is tackled in [27] for discrete-time switched linear
parameter varying (LPV) systems. The switching behav-
ior among the system’s subsystems is regulated by means
of a general dwell time. The study in [28] investigates the
utilization of the parity space approach to address the fault
detection issue in switched linear systems that operate in
discrete time, with consideration of the dwell time con-
straint.

However, the aforementioned research on FD problems
of switched systems contains a default assumption of syn-
chronous switching between the subsystem and observer.
It means that the subsystem and observer switch at the
same time. However, in practical applications, it is essen-
tial to allow a certain amount of time to identify active
subsystems and observer switching. In general, there are
asynchronous switching phenomena between subsystems
and observers. Here, asynchronous means lag in switch-
ing between subsystem and observer. There exist multi-
ple approaches to analyze and regulate the phenomenon
of asynchronous switching in dynamic systems. Hybrid
modeling is a highly effective method that combines both
continuous and discrete system models to accurately rep-
resent the system’s behavior. This approach is particularly
advantageous for modeling asynchronous switched sys-
tems, as it captures the system’s dynamics in both modes.
Another potent method to evaluate the stability of asyn-
chronous switched systems is the multiple Lyapunov func-
tion method, which constructs multiple Lyapunov func-
tions for each mode of the system, and uses them to assess
the overall system’s stability. The technique of switched
observer design involves creating observers for each mode
of the system, which can be beneficial in estimating the
system’s state during switching events. Additionally, the
sliding mode control strategy is another effective approach
to stabilize asynchronous switched systems, by design-
ing a controller that directs the system’s state onto a slid-
ing surface, where its behavior can be controlled. Other
methods for controlling asynchronous switched systems

include adaptive control, robust control, and model predic-
tive control. More recently, the problem of asynchronous
switching has gained much attention in FD research com-
munity [29,30]. However, FD in asynchronous switched
systems needs to be studied more thoroughly. An FD and
isolation filter for asynchronous switching systems is de-
signed in [29]. A residual signal is generated in the pres-
ence of disturbance. An observer is designed in [30] using
the piece-wise Lyapunov function for integrated FD and
control under asynchronous switching. Here, the problem
is solved by manipulating the ADT and H∞ control de-
sign method. Using the H_/H∞ approach, authors of [31]
examine the asynchronous switching scenario caused by
state delay for the simultaneous FD and control problem.
ADT and the performance index for linear switched time-
delay systems with asynchronous switching are used to
determine stability and FD. A class of nonlinear systems
susceptible to time-varying unknown delays on states is
proposed in [32] along with resilient, adaptive FD and di-
agnosis observer design. The LMI approach is used to de-
termine the existence of faults. Furthermore, the Lyapunov
stability theory is used to attain asymptotic stability. ADT
with mode-dependent asynchronous switching is stud-
ied in [33] for the stability of switched linear parameter
varying systems. The controller matched and mismatched
periods corresponding to subsystem switching are com-
puted here using MDADT and Lyapunov stability crite-
ria. A robust fuzzy observer based on SMO is proposed in
[34] for the uncertain Takagi-Sugeno (T-S) fuzzy model,
with the aim of tackling the FDI problem. The asyn-
chronous switching cases, together with continuous and
discrete-time systems, were achieved properly by using a
non-weighted l2/L2 gain performance in [35]. The asyn-
chronous switching issue for simultaneous FD and con-
trol is addressed in [36]. Also, robustness and sensitivity
to fault are guaranteed by designing a switching law and
FD control unit. To address the asynchronous switched
model and provide stability and control of switching sys-
tems, persistent dwell time is used in [37]. Here firstly,
the l2 gain and stability analysis for the switched sys-
tem is derived. Furthermore, Lyapunov-like functions are
used while switching between system mode and controller
during the mismatched time. A robust admissibility crite-
rion is established in [38] for uncertain switched systems
through the utilization of a switched Lyapunov function
and a strict LMIs formulation. Fault detection and isola-
tion (FDI) is studied in [39] by utilizing ADT for switched
systems in discrete-time cases. For a type of continuous-
time switched Takagi-Sugeno (T-S) fuzzy systems [40],
the phenomenon of asynchronous switching arises be-
tween event triggered instants. Meanwhile, this technique
developed the non-weighted H∞ and stability criteria for
switched TS fuzzy systems utilizing MDADT switching.
The problem of asynchronous l1 filtering is explored in
[41] for a class of discrete-time switched positive systems.
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Here, upper and lower-bound positive filters are meant to
assure the positivity, stability, and non-weighted l1 gain
of the associated filtering error systems. The presence of
disturbances significantly impacts the effectiveness of a
control system. The results on realistic and bounded dis-
turbances are available in the literature, and their impact
is minimized to improve the system’s output. Utilizing
adaptive SMO, a simultaneous FD in actuator and sen-
sor in [42] is suggested for wind turbines. In this case,
the variation in wind speed represents a realistic distur-
bance. The stirred tank heater model is proposed in [43]
as a solution for intermittent FD with severe noise and un-
known disturbances. A framework is suggested in [44] for
a Roesser system using event-triggered fault diagnosis and
bounded disturbance. A sliding mode multiple observer
is developed in [45] utilizing multiple models for FDI of
a nonlinear dynamical system, with the goal of estimat-
ing the system’s state vector. Developing an accurate FD
scheme for asynchronous switched systems is a challeng-
ing task due to the complexity of the switched system’s
behavior, which arises from the time-varying behavior of
the subsystems and observers, leading to matched and un-
matched periods. Furthermore, SMOs are susceptible to
disturbances and measurement noise, potentially resulting
in false alarms or missed detections that can undermine
the FD system’s dependability. Additionally, it is chal-
lenging to design an SMO that can track the system dy-
namics accurately because of the asynchronous switching
phenomenon. Hence, based on the preceding discussion
and references, we will broaden the scope of our work for
SMO-based FD in complex asynchronous switching prob-
lems by a mixed H_/H∞ technique. However, the previ-
ous studies of the literature on asynchronous switching
control have not sufficiently examined this issue. Fault
detection sliding mode observer (FDSMO) is designed
for both matched and unmatched periods of asynchronous
switching and stability of the respective switched system
is achieved by Lyapunov Krasovskii functional method.
Also, H_/H∞ criteria is used to make the residual signal
robust to disturbances and sensitive to faults.

This paper proposes an FD technique that considers
continuous-time asynchronous switching and the ADT ap-
proach while applying the multiobjective H_/H∞ opti-
mization index. The main contributions of the present re-
search are concluded as

1) For the generation of the residual signal, fault detec-
tion sliding model observer (FDSMO) is proposed for
asynchronous switching systems in the presence of a
fault and disturbance.

2) To examine the stability of asynchronous switching
systems, we choose the Lyapunov function for both
matched and unmatched periods along with average
dwell time, such that switched system achieve asymp-
totic stability.

3) A mixed H_/H∞ performance index is utilized to de-
sign a fault detection observer that achieves both sen-
sitivity and robustness to fault and disturbance simul-
taneously in such a way that the influence of the fault
on the residual is maximized and the impact of the
disturbance is reduced.

4) The simulation results of a buck-boost converter cir-
cuit illustrate the appropriateness of the prospective
method.

The remaining content of the paper is structured as fol-
lows: Section 2 presents the given problem. The deriva-
tions of the most significant results related to H_/H∞ per-
formance and asynchronous switched system stability are
obtained in Section 3. Section 4 demonstrates a simulation
study. Finally, the conclusion is provided in Section 5.

Notations: Some notations are adopted in this paper.
The Hermition matrix is He(Z) = Z + ZT where Z is a
square matrix of appropriate dimension. Here ZT is the
transposed matrix. In addition, the positive and negative
definite matrix is denoted by A > 0 and A < 0, respec-
tively. Symmetric elements within the matrix are denoted
by the symbol ∗. 0 and I are zero and identity matrices,
respectively.

2. PROBLEM FORMULATION

Switched systems with sensor fault can be described as
follows:{

ẋ(t) = Aσ(t)x(t)+Bσ(t)u(t)+Edσ(t)d(t),

y(t) =Cσ(t)x(t)+Fdσ(t)d(t)+ fs(t),
(1)

where x(t) ∈ Rn denotes the state vector, u(t) ∈ Rm and
y(t) ∈ Rp are, respectively the control input and measure-
ment output vectors, d(t) ∈ Rr represents disturbance vec-
tor and fs(t) ∈ Rq is sensor fault vector. σ(t) ∈ {1, 2, . . .,
k} is the continuous-time switching signal, specifically
a piece-wise constant function, where k > 1 is subsys-
tems number involved. For σ(t) = i, matrices of the sys-
tem are represented by Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rp×n,
Edi ∈ Rn×r, and Fdi ∈ Rp×r.

For the generation of residual signal, the specified SMO
for FD is chosen as

˙̂x(t) = Aσ̂(t)x̂(t)+Bσ̂(t)u(t)+Gσ̂(t)
(
ey(t)

)
+ϑ(t),

ŷ(t) =Cσ̂(t)x̂(t),

ey(t) = y(t)− ŷ(t),

(2)

where x̂(t) ∈ Rn and ŷ(t) ∈ Rp are state and output es-
timations respectively. ey(t) is the output estimation er-
ror. Gσ̂(t) and ϑ(t) are respectively the observer gain and
non-linear injection terms. The observer switching signal
is σ̂(t). Fig. 1 shows the block diagram representation
of switched system model and SMO model while taking
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Fig. 1. The structure of switched system and asyn-
chronously switching observers.

Observer 2

             Subsystem kSubsystem 1 Subsystem 2

Observer 1 Observer k

unmatched 
period

matched period

0 0t d0t
k kt d

Fig. 2. Asynchronous switching between subsystem and
observer.

asynchronous switching phenomena. In the presence of
a disturbance d(t) and a fault fs(t), the switching system
model is divided into k subsystems. The SMO model, on
the other hand, is also divided into k number of observers
as well. Subtracting the subsystem outputs y(t) from the
observer outputs ŷ(t) yields the residual signal r(t). Ide-
ally, synchronous switching exist between subsystem and
observer, that is, σ(t) = σ̂(t) = i. But in practical appli-
cations, the observer takes considerable time for identifi-
cation of the subsystem. Hence the asynchronous switch-
ing phenomenon arises. Here the observer lags behind the
subsystem switching by a period of di, which is known a
priori. Fig. 2 illustrates the asynchronous switching phe-
nomenon between matched and unmatched periods. For
any time duration t ∈ [tk, tk+1), where k = 1, 2, 3, ...,
it follows that for any matched period where subsystem
1 and observer 1 are in operation, the interval is t ∈ [t0,
t1)∪ [tk−1 + dk−1, tk), k = 1, 2, 3, ..., also for unmatched
period there exist time duration t ∈ [tk, tk+dk), k = 1, 2,
3, ..., where subsystem 2 and observer 1 are in operation.

The error dynamics ė(t) and residual signal r(t) for both
matched and unmatched periods of asynchronous switch-
ing are described as

ė(t) = (Ai −GiCi)e(t)+(Edi −GiFdi)d(t)

−Gi fs(t)−ϑi(t),

r(t) =Cie(t)+Fdid(t)+ fs(t),

(3)


ė(t) = (Ai −GiCi)e(t)+(Ed j −GiFd j)d(t)

−Gi fs(t)+(A j −Ai +GiCi −GiC j)x(t)

−ϑi j(t),

r(t) =Cie(t)+(C j −Ci)x(t)+Fd jd(t)+ fs(t).
(4)

For optimal FD in switched systems that experience spe-
cific fault and disturbance, H_/H∞ performance index is
utilized. This solution gives a sort of compromise between
maximum sensitivity to fault and minimizes the distur-
bance to residual signal.To maintain the stability of asyn-
chronous switched systems, the switching logic is gener-
ated using an ADT approach. The following are the key
definitions that will be utilized to determine the solution
to our desired approach.

Definition 1 (H_ performance): In order to ensure fault
sensitivity to the residual signal and satisfy H_ perfor-
mance, systems (3) and (4) must take into account zero
initial conditions and disturbance d(t) = 0, if∫

∞

0
rT (s)r(s)ds ≥ β

2
∫

∞

0
f T
s (s) fs(s)ds. (5)

where β indicates the scalar parameter for fault sensitivity.
Definition 2 (H∞ performance): Given that the atten-

uation constant parameter as γ , then systems (3) and (4)
hold the robust H∞ performance under zero initial condi-
tions and fault fs(t) = 0, if∫

∞

0
rT (s)r(s)ds ≤ γ

2
∫

∞

0
dT (s)d(s)ds. (6)

Definition 3 (Average dwell time) [16]: Switching sig-
nal σ(t) satisfies ADT for any tb ≥ ta ≥ 0 if we have

Nσ (τ, t)≤ No +
tb − ta

τa
,

where τa > 0 is the ADT, Nσ (τ, t) denotes the switching
number over the period (ta, tb) and No ≥ 0 is the chatter-
ing bound which ensures that the system switches between
subsystems smoothly and avoids undesirable chattering
behavior.

Remark 1: In asynchronous switched systems, the
ADT represents the minimum duration during which each
subsystem must remain active before transitioning to an-
other subsystem. This parameter plays a crucial role in de-
termining the response characteristics of the switched sys-
tem. Longer dwell times are associated with greater stabil-
ity, while shorter dwell times can improve system respon-
siveness but also raise the risk of instability. Thus, our pro-
posed method selects the ADT in asynchronous switched
systems to ensure asymptotic stability while also enhanc-
ing system responsiveness.

3. MAIN RESULTS

This section formulates the FD problem as a multi-
objective H_/H∞ problem, which is essentially a trade-off
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with the maximum influence on fault sensitivity and the
minimum influence on disturbance attenuation level to the
residual signal. First, we analyse H_ optimization prob-
lem.

3.1. H_ formulation
Consider the augmented form of systems (3) and (4) for

both matched and unmatched periods. Assume that d(t) =
0 {

J̇(t) = ĀiJ(t)+ B̄ f i fs(t)−ϑi(t),

r(t) = C̄iJ(t)+ fs(t),
(7){

J̇(t) = Āi jJ(t)+ B̄ f i j fs(t)−ϑi j(t),

r(t) = C̄i jJ(t)+ fs(t),
(8)

where J(t) = [x(t)T e(t)T ]TĀi =

[
Ai 0
0 Ai −GiCi

]
, B̄ f i =

[
0

−Gi

]
,

C̄i =
[
0 Ci

]
,

Āi j =

[
A j 0
A12 Ai −GiCi

]
,

A12 = A j −Ai +GiCi −GiC j,

B̄ f i j =

[
0

−Gi

]
, C̄i j =

[
C j −Ci Ci

]
.

Lemma 1 [30]: Given scalars 0 < η < 1, 0 <℘< 1,
β > 0, µ1 ≥ 1 and µ2 ≥ 1, if the Lyapunov function can-
didates Vi(J(t)) and Vi j(J(t)) satisfying the following in-
equalities exist

Vj(J(t))≤ µ1Vi j(J(t)),

Vi j(J(t))≤ µ2Vi(J(t)),

V̇i(J(t))≤−ηVi(J(t))−ϒ1,

V̇i j(J(t))≤℘Vi j(J(t))−ϒ1,

where ϒ1 = β 2 f T
s (t) fs(t) − rT (t)r(t), then the system

achieves global asymptotic stability and has H_ perfor-
mance along with ADT

τa > τ
∗
a =

ln(µ1µ2)

ξ ∗ ,

T− (t0, t)
T+ (t0, t)

≥ ℘+ξ ∗

η −ξ ∗ , 0 < ξ
∗ < η . (9)

Theorem 1: For any given positive scalars 0 < η < 1,
℘> 0, β > 0, a1 > 1 and a2 > 1 then switched system
(1) and fault detection sliding mode observer (2) satisfy
global asymptotic stability and achieve H_ performance
index (5) and switching signal besides ADT (9), provided
that there exist positive definite symmetric matrices Ps,i >
0, Ps,i j > 0, Zs,i1 > 0, Zs,i j1 > 0, Zs,i2 > 0 and Zs,i j2 > 0,
such that the following inequalities hold.−He(Zs,i1) ▽ ZT

s,i1B̄ f i

∗ ▽he +▽′′ ▽1

∗ ∗ β 2I − I

≤ 0, (10)

−He(Zs,i j1) ▽2 ZT
s,i j1B̄ f i j

∗ ▽′

he +▽′

3 ▽4

∗ ∗ β 2I − I

≤ 0, (11)

where ▽ = Ps,i − a1Zs,i1 + ZT
s,i1Āi, ▽he = He(ZT

s,i1Āi)a1,
▽′′

=−C̄T
i C̄i+αPs,i, ▽1 =−C̄T

i +a1ZT
s,i1B̄ f i, ▽2 = Ps,i j −

a2Zs,i j1 +ZT
s,i j1Āi j, ▽

′

he = He(ZT
s,i j1Āi j)a2,▽′

3 =−C̄T
i jC̄i j −

℘Ps,i j and ▽4 =−C̄T
i j +a2ZT

s,i j1B̄ f i j.

Proof: Considering the Lyapunov-Krasovskii function
for augmented systems (7) and (8) during both matched
and unmatched periods.

Va(J(t)) =

{
Vi(J(t)), t ∈ [tk−1 +dk−1, tk),

Vi j(J(t)), t ∈ [tk, tk+dk).

We construct the Lyapunov function Vi(J(t)) for the
matched period and Vi j(J(t)) for the mismatched period to
ensure the stability of an asynchronous switched switch-
ing system. This can be stated as{

Vi(J(t)) = JT (t)Ps,iJ(t),

Vi j(J(t)) = JT (t)Ps,i jJ(t).

First, the Lyapunov function is modified for the matched
period as

Vi(J(t)) = JT (t)Ps,iJ(t). (12)

Differentiating the above equation throughout system (7)
trajectory indicates

V̇i(J(t)) = J̇T (t)Ps,iJ(t)+JT (t)Ps,iJ̇(t). (13)

Lemma 1 is modified for matched period as

V̇i(J(t))+ηVi(J(t))− rT (t)r(t)+β
2 f T

s (t) fs(t)≤ 0.
(14)

Now the inequality is obtained by substituting (12), (13)
and r(t) from (7) in (14) solve as

J̇T (t)Ps,iJ(t)+JT (t)Ps,iJ̇(t)+ηJT (t)Ps,iJ(t)

+β
2 f T

s (t) fs(t)−
[
C̄iJ(t)+ fs(t)

]T

× [C̄iJ(t)+ fs(t)]≤ 0. (15)

After substituting J̇(t) from (7) into (15), the above in-
equality can be easily written as follows:

JT (t)ĀT
i Ps,iJ(t)+ f T

s (t)B̄
T
f iPs,iJ(t)+JT (t)Ps,iĀiJ(t)

+JT (t)Ps,iB̄ f i fs(t)+ηJT (t)Ps,iJ(t)

−JT (t)C̄T
i C̄iJ(t)−JT (t)C̄T

i fs(t)− f T
s (t)C̄iJ(t)

− f T
s (t) fs(t)+β

2 f T
s (t) fs(t)−2η∥ J(t) ∥ ≤ 0.

(16)
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Thus (16) is expressed in such a way as

[
JT (t) f T

s (t)
]

H

J(t)

fs(t)

≤ 0. (17)

Here,

H =

Θh Ps,iB̄ f i −C̄T
i

∗ β 2I − I

 , (18)

where Θh = ĀT
i Ps,i + Ps,iĀi + ηPs,i − C̄T

i C̄i. Also rewrite
(18) as

[
ĀT

i I 0
B̄ f i 0 I

]
Π

Āi B̄ f i

I 0
0 I

< 0, (19)

where

Π =

 0 Ps,i 0
Ps,i −C̄T

i C̄i +ηPs,i −C̄T
i

0 −C̄i β 2I − I

 . (20)

By using projection lemma, we express (20) as 0 Ps,i 0
Ps,i ∆a −C̄T

i
0 −C̄i β 2I − I


+He

−I
ĀT

i
B̄T

f i

[
Zs,i1 Zs,i2 0

] ,

where ∆a =−C̄T
i C̄i +ηPi. Set Zs,i2 = a1Zs,i1. Apply Schur

complement we get−He(Zs,i1) ▽ ZT
s,i1B̄ f i

∗ ▽he +▽′′ ▽1

∗ ∗ β 2I − I

≤ 0. (21)

The bilinear matrix inequality (21) is modified to LMI
by substituting the values of Āi, B̄ f i,C̄i and Rs,i = ZT

s,i22Gi.
Also, Ps,i and Zs,i1 are symmetric matrices of appropriate
dimension.

ψ11 ψ12 ψ13 ψ14 ψ15

∗ ψ22 ψ23 ψ24 ψ25

∗ ∗ ψ33 ψ34 ψ35

∗ ∗ ∗ ψ44 ψ45

∗ ∗ ∗ ∗ ψ55

< 0, (22)

where

ψ11 =−Zs,i11 −ZT
s,i11, ψ12 = 0,

ψ13 = Ps,i11 −a1Zs,i11 +ZT
s,i11Ai, ψ14 = 0,

ψ15 = 0, ψ22 =−Zs,i22 −ZT
s,i22, ψ23 = 0,

ψ24 = Ps,i22 −a1Zs,i22 +ZT
s,i22Ai −Rs,iCi,

ψ33 = a1AT
i Zs,i11 +a1ZT

s,i11Ai +ηPs,i11,

ψ44 = a1AT
i Zs,i22 −a1CT

i RT
s,i +a1ZT

s,i22Ai −a1Rs,iCi

−CT
i Ci +ηPs,i22,

ψ45 =−CT
i −a1Rs,i, ψ25 =−Rs,i, ψ34 = 0,

ψ35 = 0, ψ55 = β
2I − I.

Now the augmented form of switched system (8) is an-
alyzed for unmatched period in which the jth subsystem
and the ith observer is active.

Choose the Lyapunov function for unmatched time pe-
riod as

Vi j(J(t)) = JT (t)Ps,i jJ(t). (23)

Take derivative of (23) over the path of system (8), we
have

V̇i j(J(t)) = J̇T (t)Ps,i jJ(t)+JT (t)Ps,i jJ̇(t). (24)

Lemma 1 is modified during unmatched period to satisfy
H_ performance

V̇i j(J(t))−℘Vi j(J(t))− rT (t)r(t)+β
2 f T

s (t) fs(t)

≤ 0. (25)

Substitute (23), (24) and r(t) from (8) into (25)

J̇T (t)Ps,i jJ(t)+JT (t)Ps,i jJ̇(t)−℘JT (t)Ps,i jJ(t)

+β
2 f T

s (t) fs(t)−
[
C̄i jJ(t)+ fs(t)

]T

× [C̄i jJ(t)+ fs(t)]≤ 0. (26)

By substituting the expression J̇(t) from (8) into (26)
yields

JT (t)ĀT
i jPs,i jJ(t)+ f T

s (t)B̄
T
f i jPs,i jJ(t)

+JT (t)Ps,i jĀi jJ(t)+JT (t)Ps,i jB̄ f i j fs(t)

−℘JT (t)Ps,i jJ(t)−JT (t)C̄T
i jC̄i jJ(t)

−JT (t)C̄T
i j fs(t)− f T

s (t)C̄i jJ(t)− f T
s (t) fs(t)

+β
2 f T

s (t) fs(t)−2η∥ J(t) ∥ ≤ 0. (27)

Rewrite (27) as

[
JT (t) f T

s (t)
]

H1

J(t)

fs(t)

≤ 0. (28)

Here, H1 < 0, where

H1 =

∆b Ps,i jB̄ f i j −C̄T
i j

∗ β 2I − I

 . (29)

Here ∆b = ĀT
i jPs,i j +Ps,i jĀi j −℘Ps,i j −C̄T

i jC̄i j. Also, (29) is
written into the following form[

ĀT
i j I 0

B̄T
f i j 0 I

]
Π1

Āi j B̄ f i j

I 0
0 I

< 0, (30)
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where

Π1 =

 0 Ps,i j 0
Ps,i j −C̄T

i jC̄i j −℘Ps,i j −C̄T
i j

0 −C̄i j β 2I − I

 . (31)

Apply projection lemma to (31) gives 0 Ps,i j 0
Ps,i j ∆c −C̄T

i j
0 −C̄i j β 2I − I


+He

−I
ĀT

i j
B̄T

f i j

[
Zs,i j1 Zs,i j2 0

] ,

where ∆c = −C̄T
i jC̄i j −℘Ps,i j. Apply Schur complement

and set Zs,i j2 = a2Zs,i j1, we get−He(Zs,i j1) ▽2 ZT
s,i j1B̄ f i j

∗ ∆ f e ▽4

∗ ∗ β 2I − I

≤ 0,

∆ f e = He
(
ZT

s,i j1Āi j
)

a2 +▽3. (32)

Hence, the bilinear matrix inequality (32) is transformed
into LMI by substituting the values of Āi j, B̄ f i j, C̄i j and
Rs,i j = ZT

s,i j22Gi. Also, Ps,i j and Zs,i j1 are symmetric matri-
ces of appropriate dimension.

Ψ11 Ψ12 Ψ13 Ψ14 Ψ15

∗ Ψ22 Ψ23 Ψ24 Ψ25

∗ ∗ Ψ33 Ψ34 Ψ35

∗ ∗ ∗ Ψ44 Ψ45

∗ ∗ ∗ ∗ Ψ55

< 0, (33)

where

Ψ11 =−Zs,i j11 −ZT
s,i j11, Ψ12 = 0,

Ψ13 = Ps,i j11 −a2Zs,i j11 +ZT
s,i j11A j, Ψ14 = 0,

ψ15 = 0, Ψ22 =−Zs,i j22 −ZT
s,i j22, Ψ25 =−Ri j,

Ψ23 = ZT
s,i j22A j −ZT

s,i j22Ai +Rs,i jCi −Rs,i jC j,

Ψ24 = Ps,i j22 −a2Zs,i j22 +ZT
s,i j22Ai −Rs,i jCi,

Ψ33 = a2AT
j Zs,i j11 +a2ZT

s,i j11A j −CT
j C j +CT

j Ci

+CT
i C j −CT

i Ci −℘Ps,i j11, Ψ35 =−CT
j +CT

i ,

Ψ44 = a2AT
i Zs,i j22 −a2CT

i RT
s,i j +a2ZT

s,i j22Ai

−a2Rs,i jCi −CT
i Ci −℘Ps,i j22, Ψ55 = β

2I − I,

Ψ45 =−CT
i −a2Rs,i j. □

3.2. H∞ formulation
Consider the switched error dynamic systems (3) and

(4). The H∞ performance is satisfied which follows the as-
sumption fs(t) = 0 as{

J̇(t) = ĀiJ(t)+ B̄did(t)−ϑi(t),

r(t) = C̄iJ(t)+ D̄did(t),
(34)

{
J̇(t) = Āi jJ(t)+ B̄di jd(t)−ϑ i j(t),

r(t) = C̄i jJ(t)+ D̄di jd(t),
(35)

where the system matrices are
Āi =

[
Ai 0
0 Ai −GiCi

]
, D̄di = Fdi,

B̄di =

[
Edi

Edi −GiFdi

]
, C̄i =

[
0 Ci

]
.

Āi j =

[
A j 0
A21 Ai −GiCi

]
,

A21 = A j −Ai +GiCi −GiC j,

B̄di j =

[
Ed j

Ed j −GiFd j

]
, D̄di j = Fd j,

C̄i j =
[
C j −Ci Ci

]
.

Lemma 2 [30]: Given positive scalars 0 < η < 1, γ >
0, ℘> 0, µ1 ≥ 1 and µ2 ≥ 1, if the Lyapunov function
candidates Vi(J(t)) and Vi j(J(t)) exist so that following
inequalities are satisfied

Vj(J(t))≤ µ1Vi j(J(t)), Vi j(J(t))≤ µ2Vi(J(t)),

V̇i(J(t))≤−ηVi(J(t))−ϒ
′

1,

V̇i j(J(t))≤℘Vi j(J(t))−ϒ
′

1,

where ϒ
′

1 = rT (t)r(t)− γ2dT (t)d(t), then system satisfies
global asymptotic stability and obtain H∞ performance
along with ADT.

Theorem 2: Given positive constants 0 < η < 1, ℘>
0, γ > 0, b1 > 1 and b2 > 1 then switched system (1) and
fault detection sliding mode observer (2) achieve global
asymptotic stability and satisfies H∞ performance (6) and
switching signal besides ADT (9), provided that there ex-
ist positive definite symmetric matrices Pr,i > 0, Pr,i j > 0,
Zr,i1 > 0, Zr,i j1 > 0, Zr,i2 > 0 and Zr,i j2 > 0, such that fol-
lowing inequalities hold−He(Zr,i1) ∆

′

i ZT
r,i1B̄di

∗ ∆
′

hi +∆
′

e ∆
′

1
∗ ∗ ∆

′

2

≤ 0, (36)

−He(Zr,i j1) ∆
′

j ∆
′

4
∗ ∆

′

h j +∆
′

3 ∆
′

5
∗ ∗ ∆

′

6

≤ 0, (37)

where ∆
′

i = Pr,i − b1Zr,i1 + ZT
r,i1Āi, ∆

′

hi = He
(
ZT

r,i1Āi
)

b1,
∆

′

e = C̄T
i C̄i + ηPr,i, ∆

′

1 = C̄T
i D̄di + b1ZT

r,i1B̄di, ∆
′

2 =

−γ2I + D̄T
diD̄di, ∆

′

j = Pr,i j − b2Zr,i j1 + ZT
r,i j1Āi j, ∆

′

h j =

He
(
ZT

r,i j1Āi j
)

b2, ∆
′

3 = C̄i j
TC̄i j −℘Ps,i j, ∆

′

4 = ZT
r,i j1B̄di j,

∆
′

5 = C̄T
i jD̄di j +b2ZT

r,i j1B̄di j, and ∆
′

6 =−γ2I + D̄T
di jD̄di j.

Remark 2: Asynchronous switched systems utilize the
H∞ approach to devise a control strategy that mitigates
the effect of disturbances on the residual signal during
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matched and unmatched periods. Furthermore, the H∞ de-
sign criteria ensure that the residual signal is attenuated in
the presence of disturbances. Consequently, the observer
can maintain the stability of the system, even when con-
fronted with disturbances in the asynchronous switching
phenomenon, and ensure that the residual signal is effec-
tively attenuated.

Proof: To derive the results of H∞ performance
from Theorem 2, we employ the Lyapunov function
Vi(J(t)) = JT (t)Pr,iJ(t) and Vi j(J(t)) = JT (t)Pr,i jJ(t) for
both matched and unmatched periods, respectively. Thus
applying Lemma 2 and solving the inequalities respec-
tively while using the same procedure as done earlier in
H_ formulation from Theorem 1. The following LMIs
are obtained by solving the inequalities (36) and (37)
respectively for matched and unmatched periods of asyn-
chronous switched systems.

Ξ11 Ξ12 Ξ13 Ξ14 Ξ15

∗ Ξ22 Ξ23 Ξ24 Ξ25

∗ ∗ Ξ33 Ξ34 Ξ35

∗ ∗ ∗ Ξ44 Ξ45

∗ ∗ ∗ ∗ Ξ55

< 0, (38)


Y11 Y12 Y13 Y14 Y15

∗ Y22 Y23 Y24 Y25

∗ ∗ Y33 Y34 Y35

∗ ∗ ∗ Y44 Y45

∗ ∗ ∗ ∗ Y55

< 0, (39)

where

Ξ11 =−Zr,i11 −ZT
r,i11, Ξ13 = Pr,i11 −b1Zr,i11

+ZT
r,i11Ai,

Ξ15 = ZT
r,i11Edi, Ξ22 =−Zr,i22 −ZT

r,i22,

Ξ24 = Pr,i22 −b1Zr,i22 +ZT
r,i22Ai −Rr,iCi,

Ξ33 = b1AT
i Zr,i11 +b1ZT

r,i11Ai +ηPr,i11,

Ξ44 = b1AT
i Zr,i22 −b1CT

i RT
r,i +b1ZT

r,i22Ai −b1Rr,iCi

+CT
i Ci +ηPr,i22,

Ξ35 = b1Zr,i11Edi,

Ξ45 =CT
i Fdi +b1ZT

r,i22Edi −b1Rr,iFdi,

Ξ25 = Zr,i22Edi −Rr,iFdi, Ξ55 =−γ
2I +FdiFdi,

Y11 =−Zr,i j11 −ZT
r,i j11, Y12 = 0,

Y13 = Pr,i j11 −b2Zr,i j11 +ZT
r,i j11A j, Y14 = 0,

Y15 = ZT
r,i11Ed j, Y22 =−Zr,i j22 −ZT

r,i j22,

Y23 = ZT
r,i j22A j −ZT

r,i j22Ai +Rr,i jCi −Rr,i jC j,

Y24 = Pr,i j22 −b2Zr,i j22 +ZT
r,i j22Ai −Rr,i jCi,

Y25 = ZT
r,i j22Ed j −Rr,i jFd j,

Y33 = b2AT
j Zr,i j11 +b2ZT

r,i j11A j +CT
j C j −CT

j Ci

−CT
i C j +CT

i Ci −℘Pr,i j11,

Y35 =CT
j Fd j −CT

i Fd j +b2ZT
r,i j11Ed j,

Y44 = b2AT
i Zr,i j22 −b2CT

i RT
r,i j +b2ZT

r,i j22Ai

−b2Rr,i jCi +CT
i Ci −℘Pr,i j22,

Y45 =CT
i Fd j +b2ZT

r,i j22Ed j −b2Rr,i jFd j,

Y55 =−γ
2I +Fd jFd j. □

3.3. Mixed H_/H∞ formulation
In this section, the mixed H_/H∞ performance is in-

troduced to provide an efficient combination of fault sen-
sitivity and disturbance robustness. The mixed H_/H∞

performance solution refers to a control methodology de-
signed to tackle the problem of asynchronous switching in
systems subject to faults and disturbances. Asynchronous
switching occurs when the switching times of the observer
and subsystem are not synchronized, which can lead to the
instability of the system. The mixed H_/H∞ performance
strategy blends two distinct control objectives: H_ control,
which seeks to maximize the sensitivity of fault to resid-
ual, and H∞ control, which aims to minimize the impact
of disturbances on the residual signal. The overall goal of
the mixed H_/H∞ performance approach is to address the
challenge of asynchronous switching in control systems
by providing robust fault detection that can maintain sta-
bility and performance even in the presence of faults and
disturbances in the system.

Theorem 3: The systems (3) and (4) are asymptoti-
cally stable and achieves H_/H∞ performance indices (5)
and (6), if there exist symmetric matrices Ps,i = Pr,i = Pi,
Ps,i j = Pr,i j = Pi j, Zs,i1 = Zr,i1 = Zi1, Zs,i j1 = Zr,i j1 = Zi j1 as
derived from Theorems 1 and 2 respectively, and positive
scalars 0 < η < 1, ℘> 0, β > 0, γ > 0, such that the fol-
lowing inequalities hold.−He(Zi1) ▽ ZT

i1B̄ f i

∗ ▽he +▽′′ ▽1

∗ ∗ β 2I − I

≤ 0, (40)

−He(Zi j1) ▽2 ZT
i j1B̄ f i j

∗ ▽′

he +▽′

3 ▽4

∗ ∗ β 2I − I

≤ 0, (41)

−He(Zi1) ∆i′ ZT
i1B̄di

∗ ∆
′

hi +∆
′

e ∆
′

1
∗ ∗ ∆

′

2

≤ 0, (42)

−He(Zi j1) ∆
′

j ∆
′

4
∗ ∆

′

h j +∆
′

3 ∆
′

5
∗ ∗ ∆

′

6

≤ 0, (43)

where ▽= Pi −a1Zi1 +ZT
i1Āi, ▽

′′

he = He
(
ZT

i1Āi
)

a1, ▽′′
=

−C̄T
i C̄i +αPi, ▽1 =−C̄T

i +a1ZT
i1B̄ f i, ▽2 = Pi j −a2Zi j1 +

ZT
i j1Āi j, ▽he = He

(
ZT

i j1Āi j
)

a2, ▽3 = −C̄T
i jC̄i j −℘Pi j and

▽4 = −C̄T
i j + a2ZT

i j1B̄ f i j, ∆
′

i = Pi − b1Zi1 + ZT
i1Āi, ∆

′

hi =

He
(
ZT

r,i1Āi
)

b1, ∆
′

e = C̄T
i C̄i +ηPi, ∆

′

1 = C̄T
i D̄di + b1ZT

i1B̄di,
∆

′

2 = −γ2I + D̄T
diD̄di, ∆

′

j = Pi j − b2Zi j1 + ZT
i j1Āi j∆

′

h j =
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He
(
ZT

i j1Āi j
)

b2, ∆
′

3 = C̄i j
TC̄i j −℘Pi j, ∆

′

4 = ZT
r,i j1B̄di j, ∆

′

5 =

C̄T
i jD̄di j +b2ZT

i j1B̄di j, and ∆
′

6 =−γ2I + D̄T
di jD̄di j.

Moreover the observer parameters for mixed H_/H∞

are obtained as
Observer parameters for matched period:

Gi = (Z−1
i22)

T Ri, ϑi(t) = ρP−1
i

e(t)
∥ e(t) ∥

.

Observer parameters for unmatched period:

Gi = (Z−1
i j22)

T Ri j, ϑi j(t) = ρP−1
i j

e(t)
∥ e(t) ∥

.

Proof: Theorem 3 is straightforwardly deduced from
Theorems 1 and 2. As a result, its proof is omitted here.□

Remark 3: The mixed H_/H∞ performance control
strategy is designed to address the challenges of main-
taining stability in a switched system under disturbances
and faults while achieving good sensitivity performance
(H_) and disturbance rejection performance (H∞). This is
achieved by formulating the design problem with mixed
H_/H∞ performance and selecting a Lyapunov function
along with average dwell time during matched and un-
matched periods to ensure stability. The observer parame-
ters and desired matrix variables are obtained using linear
matrix inequalities (LMIs).

3.4. Algorithm
Let the switched system model and SMO based FD sys-

tem synthesis be given in (1) and (2).
Inputs for Step 1 (Ai, Ci):
Step 1: First, check the observability of all the modes

(subsystems), such that (Ai, Ci) is observable.
Output for Step 1 (Observability check):
Step 2: Established the augmented systems for both

matched and unmatched periods of asynchronous switch-
ing phenomena in the form of (7), (8), (38) and (39).
Meanwhile choose a Lyapunov function along with ADT
to achieve stability of switched system. Also compute the
coefficients of augmented system matrices including Āi,
Āi j, C̄i, C̄i j, B̄ f i, B̄ f i j, D̄di and D̄di j.

Inputs for Step 3 (Fault f (t), β ):
Step 3: For fault sensitivity to residual signal, construct

an FD system that meets the H_ performance (5) index
and solves LMIs using Theorem 1.

Output for Step 3 (Sensitivity to the fault):
Inputs for Step 4 (Disturbance d(t), γ):
Step 4: Design the FD system so that H∞ performance

index (6) holds and Theorem 2 provides the LMI solution
for residual signal robust to disturbance only.

Output for Step 4 (Robustness to disturbance):
Step 5: A mixed H_/H∞ performance indices (5) and

(6) must be met for the residual signal to be both fault
sensitive and robust against process disturbance. We also

specify the parameters for the mixed H_/H∞ by setting
Ps,i = Pr,i = Pi, Ps,i j = Pr,i j = Pi j, Zs,i1 = Zr,i1 = Zi1, Zs,i j1 =
Zr,i j1 = Zi j1, Rs,i = Rr,i = Ri, Rs,i j = Rr,i j = Ri j.

3.5. Residual evaluation
In addition to residual signal generation, the most sig-

nificant step is the evaluation of residual signal. Some-
times the problem of false alarms are observed in the sys-
tem, because residual signal is nonzero even in the ab-
sence of faults. Therefore it is necessary to compute resid-
ual evaluation step.

Je (t) =

√
1
ℵ

∫
ℵ

0
rT

y (t)ry(t)dt. (44)

The difficulty of false FD is overcome by calculating the
threshold along with evaluated residual. Thus threshold
is measured for zero fault case in the presence of distur-
bances.

Jth = sup
f (t)=0

Je(t). (45)

For effective FD, the evaluated residual is compared to
that of threshold. Thus any exceed of this evaluated resid-
ual from the threshold signal results in FD occurs, or else
no fault is detected.

4. SIMULATION STUDY

4.1. Case study of buck-boost converter
A buck-boost converter circuit consists of buck and boost
converter elements, respectively, as in Fig. 3. This circuit
type delivers a voltage above or below the regulated output
voltage. Considering the sensor fault occurs in the induc-
tor and capacitor incorporated into two subsystems; where
iL is inductor current and vc is capacitor voltage. The state
space model of the buck-boost converter is described as

Aσ(t) =

[
0 1−s(t)

L
− 1−s(t)

C − 1
R0C

]
,

Bσ(t) =

[ s(t)∗vs
L

0

]
, x(t) =

[
vc(t)
iL(t)

]
.

The switching signal σ(t) has two operating modes as
σ(t) = [1, 2] as shown in Table 1. Subsystems and ob-

Fig. 3. Buck-boost converter circuit.
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Table 1. Open/close positions of switch system.

σ(t) 1 2
1) S1 1 0
2) S2 0 1

Table 2. Parameters of buck-boost converter.

Symbol Name Value
1) L Inductance 4.5×10−3 H
2) C Capacitance 1.04×10−5 F
3) R0 Resistance 12 Ω

4) vs Input voltage 40 V
5) vo output voltage -24 V

servers function asynchronously during their respective
time periods. When subsystem 1 and observer 1 act syn-
chronously or in matched time, mode 1 is triggered. The
system functions asynchronously or with a mismatch time
condition when the switching system shifts to subsystem
2 while the observer remains in its prior mode (observer
1). The dynamic of the system matrices is obtained by tak-
ing s(t) = 1 and s(t) = 0 to activate mode 1 and mode 2,
respectively as in [46]. For the buck-boost converter sim-
ulation, the circuit parameters in Fig. 3 are set to the fol-
lowing values in Table 2.

A1 =

[
0 0
0 −8012.82

]
, B1 =

[
8888.88

0

]
,

C1 =

[
1 0
0 −1

]
, Ed1 =

[
0.1 −0.3
0.4 −0.1

]
,

A2 =

[
0 222.22

−96153.84 −8012.82

]
, Fd1 = 0.2,

B2 =

[
0
0

]
, C2 =

[
1 0
0 −1

]
,

Ed2 =

[
−0.2 0.3
0.1 −0.5

]
, Fd2 = 0.5.

The block diagram presented in Fig. 4 illustrates a ro-
bust FD scheme for switched system model of the buck-
boost converter operating in the presence of faults and dis-
turbances. Subsequently, SMO is designed for each sub-
system of the switched system. The SMOs generate resid-
ual signals by computing the difference between the actual
and estimated outputs. Additionally, FD logic is incorpo-
rated in the scheme, which includes residual evaluation
and threshold computation, to enable effective fault detec-
tion. For the effectiveness of the proposed scheme, MAT-
LAB/Simulink is used. Set the simulation time to 30 sec-
onds. The asynchronous switching behavior of the subsys-
tem and observer is shown in Fig. 5. During the matched
period, the subsystem and observer switch between 1-
6, 7-15, 16-21, and 22-30 seconds. The time intervals
throughout the unmatched period of subsystem and ob-

Fig. 4. Block diagram of robust fault detection scheme.

(a)

(b)

(c)

Fig. 5. (a) Subsystem switching signal. (b) Observer
switching signal. (c) Fault signal.

server switching, on the other hand, are 0-1, 6-7, and 15-
16 seconds in Figs. 5(a) and 5(b), respectively. Fig. 5(c)
shows the fault signal of a pulse generator with magnitude
f (t)= 1.2. Faults occur in subsystems of the switched sys-
tem during mode 1 and mode 2, respectively.

Furthermore, setting constant parameters η = 0.1, ℘=
1.5, µ1 = µ2 = 1.2, ai = 1.5, bi = 1.7, fault sensitivity level
β = 0.256 and disturbance attenuation level γ = 0.126
∀i ∈ [1, 2] lead to a feasible solution. Thus by applying
switching signal σ(t), ADT is adjusted to 1.823. This
way, the switching interval exceeds the value 1.823 be-
tween two subsystems. The simulation study also includes
a L2-norm bounded disturbance signal with −1 ≤ d ≤ 1.
Thus, by solving (40)-(43) from Theorem 3 respectively,
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the simulation is used to determine the numerical values
of observer parameters Gi and symmetric matrices Pi, Pi j,
Zi22 and Zi j22.

P1 =

[
2.10 −0.95
−0.95 2.16

]
, P2 =

[
2.73 −0.98
−0.98 2.16

]
,

(46)

P12 =

[
1.30 −0.46
−0.46 1.30

]
, P21 =

[
1.55 −0.4
−0.4 1.34

]
, (47)

Z1 =

[
0.99 −0.44
−0.44 1.20

]
, Z2 =

[
1.18 −0.49
−0.49 1.19

]
,

(48)

Z12 =

[
0.52 −0.28
−0.28 0.85

]
, Z21 =

[
0.59 −0.2
−0.2 0.76

]
, (49)

G1 =

[
0.151 0.021
0.138 −0.133

]
, G2 =

[
−0.29 0.27
0.08 0.11

]
. (50)

The eigenvalues of Ai −GiCi from (3) and (4) are stable
over the matched and unmatched periods of asynchronous
switching, where ’i’ is the mode of switched asynchronous
systems. While investigating eigen values during matched
and unmatched periods, the following possible cases are
investigated.

Case 1: Eigen values of Ai −GiCi during matched pe-
riod.

1) A1 −G1C1 has stable eigen values if the subsystem 1
and observer 1 are operating in mode 1.

2) A2 −G2C2 has stable eigenvalues if subsystem 2 and
observer 2 are operating in mode 2.

Case 2: Eigen values of Ai −GiCi during unmatched
period.

1) A2 −G1C2 has stable eigen values, if the subsystem 2
and observer 1 are in operation.

2) A1 −G2C1 has stable eigenvalues, if subsystem 1 and
observer 2 are in operation.

The response of the residual signal with fault and dis-
turbance effect for both subsystems is examined. Fig. 6
shows the impact of residual signal in the presence of a
fault and without the use of a disturbance signal. Fig. 7
on the other hand, depicts the effect of disturbance on
residual solely in the absence of any fault as input. For
robust FD, we analyze the residual signal together with
the threshold calculation with the help of (44) and (45).
Hence, the residual signal is as sensitive to fault as pos-
sible while also being robust to disturbance. Then a fault
signal of a pulse generator occurs in mode 1 at t = 4 sec.
Fig. 8 shows the generated residual signal for subsystem
1 with simultaneous fault and disturbance, and its evalua-
tion with threshold Jhe1 = 0.16. Fig. 9 shows the residual
signal and its evaluation with a magnitude of threshold

Fig. 6. Effect of residual signals with fault signal only.

Fig. 7. Effect of residual signals with disturbance signal
only.
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Fig. 8. (a) Residual signal for subsystem 1. (b) Evaluated
residual for subsystem 1 with threshold.
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Fig. 9. (a) Residual signal for subsystem 2. (b) Evaluated
residual for subsystem 2 with threshold.

Jhe2 = 0.33 when fault and disturbance only affect sub-
system 2 at time t = 12 sec in mode 2. Finally, take into
account the multi-type fault case shown in Fig. 10, which
provides the residual signal and evaluation of residual in
both subsystems at t = 4 sec and t = 12 sec, respectively
with Jhe12 = 0.301 threshold.
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Fig. 10. (a) Residual signal for both subsystems. (b) Eval-
uated residual for both subsystems 1 and 2 with
threshold.
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Fig. 11. (a) Residual signal under transient condition for
subsystem 1. (b) Evaluated residual with thresh-
old under transient condition for subsystem 1.

On the other hand, the simulation time is set to 0.004
seconds to examine FD under transient conditions. Tran-
sient conditions in buck-boost converter circuits are exam-
ined when a fault occurs in the converter circuit’s capac-
itor and inductor while switching from one mode to the
other. Consider the FD when SMO 1 and subsystem 1 are
operational in mode 1. The residual signal and evaluation
of the residual at time t = 0.001 sec are shown in Fig. 11,
along with the threshold Jtht = 0.003.

Next, the results of FD in mode 2 are examined. Here,
switching happens while SMO 2 and subsystem 1 is ac-
tive. The residual and its evaluation at t = 0.002 sec with
threshold Jtht1 = 0.006 are shown in Fig. 12. Finally, con-
sider the simultaneous FD when using both switched sys-
tem modes. Fig. 13 shows the simulation results for the
residuals and their evaluation signal with a threshold of
Jtht2 = 0.0046.
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Fig. 12. (a) Residual signal under transient condition for
subsystem 2. (b) Evaluated residual with thresh-
old under transient condition for subsystem 2.
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Fig. 13. (a) Residual signal under transient condition for
both subsystems. (b) Evaluated residual with
threshold under transient condition for both sub-
systems.

5. CONCLUSION

This research investigates fault detection for
continuous-time asynchronous switched systems. The aim
of fault detection sliding mode observer is to achieve fault
sensitivity and robustness against disturbance through
mixed H_/H∞ optimization technique. A piece-wise Lya-
punov function is employed to solve the asynchronous
switching problems during matched and unmatched pe-
riods while considering average dwell time constraints.
Linear matrix inequalities are obtained to determine suf-
ficient conditions and give feasible solutions to the pro-
posed method. As illustrated in the simulation example,
the developed mechanism is not only able to detect faults
but also to determine the sensitivity and robustness of the
fault. Further research is needed to enhance the safety,
reliability, and performance of complex engineering sys-
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tems in the context of model uncertainty. Accordingly, our
future research efforts will focus on developing improved
techniques for fault isolation and estimation, aiming to
accurately determine the magnitude or severity of faults.
This will enable the development of more effective fault
tolerant control strategies tailored to the fault’s specific
characteristics, based on its estimated size or severity.
On the other hand, time delays are an intrinsic compo-
nent of many practical systems. Time delays can lead to
poor performance, oscillation, or instability. Thus, slid-
ing mode observer-based fault diagnosis in asynchronous
switching time delay systems is a challenging problem
that requires additional research. More recently, big data
and machine learning techniques are attractive choices
for data-driven and model-based fault diagnosis in asyn-
chronous switched systems.
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