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Comparative Performance Analysis of AC Magnetic Positioning Algo-
rithms With Realtime Implementation Environment
Byungjin Lee � , Juhwan Lee � , and Sangkyung Sung* �

Abstract: This study proposes an enhanced algorithm design and comparative performance analysis of the po-
sitioning system based on the concurrent AC magnetic fields. For this, a new approximated field representation
model with respect to the circular magnetic coil is developed for achieving on-board algorithm implementation.
In the existing researches, the magnetic positioning is usually implemented by the dipole model even though they
employ circular coils. Despite the model simplicity, the dipole model suffers typically from the significant repre-
sentation model deviation from actual magnetic measurement near the transmitter coil area. To overcome this, more
complicated but computationally comparable formula is employed, which can reflect effectively the dimensional
field distribution characteristics of the magnetic coil. This study also investigates a real-time implementation of the
proposed method. Considering the computing performance of the microprocessor, the on-board algorithm is de-
veloped considering its calculation speed and memory usage. As a result, the real-time result achieved millimeters
level difference compared with the post processing result using full computing power. In experimental validation, a
reference optical positioning system providing a sub-millimeter accuracy is employed for evaluating the on-board
real-time results during dynamic trajectory tests. The result presents an enhanced estimation error around full op-
erational range compared with the other representation models, which specifically demonstrates centimeters level
error in positioning and about 3 degree heading error within operation range.

Keywords: AC magnetic fields, magnetic positioning, on board unit, real-time system, system implementation.

1. INTRODUCTION

The electromagnetic signal, including light, usually has
a straightness radiation characteristic. This allows the sig-
nal to travel further, and its attenuation in space is well ex-
pected by a simple geometric equation. These characteris-
tics are useful for ToF (time of flight) or RSS (received sig-
nal strength) technique as navigation methods. However,
the attenuation of the electromagnetic signal is drastically
changed by the kinds of the medium between transmitter
and receiver. This problem causes performance degrada-
tion or a failure, so almost all methods using electromag-
netic wave as a primary means of navigation necessitate
sensors’ LOS (line of sight). Keeping the LOS is a major
constraint of the navigation methods like UWB position-
ing, satellite navigation systems, vision or lidar odometry.

The magnetic signal with high frequency wave may also
affect many kinds of materials, and MRI (magnetic reso-
nance image) is one of the examples of the usage. But the

permeability of magnetic signal is intrinsically excellent
in comparison with the electromagnetic one. Compared
with other radio-based robotic localization methods, it is
known magnetic positioning has robustness to measure-
ment variation caused by the surrounding medium. This
is because a magnetic field intrinsically demonstrates ex-
cellent permeability through the magnetic flux path except
for ferromagnetic obstacles and has the advantage that the
magnetic attenuation effect is negligible for most environ-
mental objects, e.g., air, water, organic body, wood, con-
crete, plastics, etc. Therefore, studies using the artificially
generated magnetic field signals for indoor localization,
robotics underwater or inside the human body have been
widely published in recent days [1-4].

Unlike the electromagnetic one, the magnetic field ex-
ists as dipole and these two poles cancel each signal
strength. This dipole constrain causes the short coverage
of the magnetic field by coils or magnets, so the naviga-
tion area is inevitably limited. By increasing the current in
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a coil to compensate the weak signal strength, the cover-
age can be extended wider, but it gives rise to too much
strong signal strength which can’t be measured by a sen-
sor when it is placed near the coil. The blind zone near the
coil cuts down on the available area for positioning.

To overcome this shortage, the size of the coil can be
one of the solutions. A circular coil with large diameter
reduces the magnetic flux density at a center of the coil
and spreads the magnetic field further. The magnetic field
model by a circular coil is derived from its geometric re-
lation and Biot-Savart Law. In medical field, this circular
current loop model has been well known for developing
diagnostic instruments like MRI [5-8].

In the field of biomedical robotics, the circular coil is
also applied for the micro-size robot control, where the
magnetic field is generated by the circular coil for con-
trolling micro-size magnetic robots. However, elliptic in-
tegrals in the circular current loop model necessitate long
computation time of the numerical integration. Because
of this disadvantage, biomedical robotics area adopts an-
other model for describing the magnetic field, which is
the magnetic dipole model. This dipole model assuming a
sphere shape magnet has a simple equation form and an
advantage of short computation time. Even though several
studies suggest the availability of the circular current loop
model by the enhanced numerical method for the ellip-
tic integrals [9,10], many studies still apply the magnetic
dipole model because of the above benefits [11-13].

In the field of navigation and positioning, the artificial
magnetic field generated by a circular coil has been stud-
ied for large area positioning (> 1 m). In this case too, the
magnetic field is described as the dipole model in many
studies [14-18]. There is a recognition about the enhanced
accuracy of positioning by the circular current loop model,
but it also values the short computation time of the dipole
model [19]. The dipole model is an efficient way to de-
scribe the magnetic field when the radius of a circular
coil is small enough. Or, if a signal receiver doesn’t ap-
proach the coil closely, the small coil assumption can be
validated even though a large coil is used. Many research
cases assume this environment where the motion of a sig-
nal receiver is blocked by some object for approaching
a coil, or the receiver keeps a proper distance from the
coil. In these cases, the advantage of the dipole model can
be valid generally for many applications in various fields.
When the above constrains are not available, however, the
dipole model has non-negligible error near a coil. Even
though the ‘dead zone’ is removed by adopting the large
coil, this area is still unavailable for the pose estimation
by the dipole model. To overcome this, more complicated
but computationally comparable formula is investigated,
which can reflect effectively the dimensional field distri-
bution characteristics of the magnetic coil including near-
field area from transmitter.

The motivation and the contributions of this study are

as follows: First, comprehensive comparison on magnetic
models for pose estimation is provided including conven-
tional models and a newly proposed coil-based model.
To validate the performance, experimental error analysis
from various models are presented along with mathemati-
cal representation formula. Specifically, four circular coils
with a meter-sized diameter are fabricated to generate the
AC magnetic fields, and the operational test with the ex-
panded coil coverage is done to analyze the estimation
performance. High precision electronics with a low off-
set and temperature drift is implemented to mitigate mea-
surement uncertainty effect. Besides, environmental inter-
ference is best approximated in the suggested coil model
through analyzing error distribution from static experi-
ments. As a result, considering the ratio of the coil di-
ameter and the operational range, this study demonstrates
that the pose estimation results are superior to other meth-
ods in the field of magnetic positioning technology, to the
best of author’s knowledge. Second, the feasibility of the
suggested algorithm is verified through an on-board mi-
croprocessor in a real time manner. As small coil sizes are
assumed, many existing studies have adopted the conven-
tional dipole model because of computational efficiency.
This study empirically provides the experimental proof of
the computational feasibility of the circular current loop
model. The employed model is composed only of con-
stant polynomials and their multiplications, which is ad-
vantageous in a microprocessor platform. As a result, the
pose estimation results are achieved through an uncom-
plicated numerical optimization algorithm in the micro-
processor for its on-board implementation. Third, the per-
formance of the proposed algorithm is demonstrated via
mission trajectory experiments using embedded computer
onboard the UGV (unmanned ground vehicle). For a quan-
titative analysis on the estimation result, a reference data is
measured through an optical motion tracking system. Two
representative cases are introduced in experiments, where
enhanced estimation accuracy is secured by the proposed
field model even in real-time environment. It is observed
that the resulting estimation error ranges within 1% of ef-
fective coverage for both static and dynamic tests.

The structure of the paper is as follows: Section 2
presents the basic principle of the magnetic field naviga-
tion system under consideration. The proposed magnetic
field models and other benchmark models are presented
in Section 3, followed by the performance comparison
through static experiments in Section 4. Section 5 demon-
strates the performance of the proposed method through
indoor dynamic experiments, and finally, it is summarized
conclusion in Section 6.
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2. BACKGROUND METHODS

2.1. Signal and data processing
The MPS (magnetic positioning system) in this study

consists of two parts: a receiver and transmitters. The fun-
damental of the system is already introduced in author’s
previous study [22].

Thus, only brief description is given in this literature.
First, multiple transmitters generate the magnetic fields
which are superposed with different carrier frequencies.
Each transmitter has its controller, a coil and capacitor
array. The role of the controller is to convert the input
voltage Vs to the controlled voltage Vc, and to drive the
LC resonance circuit by two PWM signals with oppo-
site phases. The AC magnetic field from a circular coil
is approximated by each representation model, which is
illustrated in detail in the next section. Given the coil’s
inductance with physical dimensions, the resonance fre-
quency can be tuned by the capacitance of the capacitor
array which is composed of small capacitors. Each fre-
quency of the LC circuit is designed as 500, 600, 700 and
800 Hz, respectively. Fig. 1 depicts the four coils and the
role of the transmitter controller.

The receiver measures the superposed AC magnetic sig-
nal by 3-axis magnetometer. The measured signal is pro-
cessed by analog circuits before AD converting. Each axis
signal is amplified and filtered two times through the cir-
cuits. The band pass filter is composed of a −40 dB LPF
(low pass filter) and HPF (high pass filter) for remov-
ing DC signal and high frequency noise. Together with
a micro-processor, the sensor and the analog circuit are
both placed on the receiver board. Fig. 2 depicts the con-

Fig. 1. AC magnetic field generation.

Fig. 2. Receiver electronics and ADC measurement.

Fig. 3. Algorithm architecture in a micro processor.

ceptual block diagram with the 3-axis magnetometer and
the functional analog circuits.

The amplified and filtered analog signal is acquired by
ADC (analog to digital converter) in a micro-processor
(i.e., DSP, digital signal processor). This 16-bit ADC ac-
quires 4000 samples per axis in 0.01 seconds, so the total
size of the 3-axis data array is 24000 bytes. The raw data
array is sent to a laptop computer via serial communica-
tion, and the logged data is utilized to develop algorithms
for magnetic vector extraction and pose estimation via the
proposed coil model. Specifically, this study includes the
real time implementation of the algorithms on the board.
Fig. 3 shows the algorithm flow in the micro-processor.
From the raw data array, concurrent magnetic field vec-
tors are extracted by each frequency. Meanwhile, the coil
model is used to compute each expected magnetic vector.
Using these extracted and expected vectors, the numeri-
cal optimization algorithm computes the pose (e.g., posi-
tion and attitude). The pose is used again as input variable
to the coil model, and more accurate pose is calculated
through the iteration of the numerical process. As the pose
estimation is completed with a converged value, a consec-
utive ADC sampling begins for estimating the next pose.

The fundamentals of AC magnetic vector extraction
and the numerical computation process are covered in this
section, while the essential representation model is intro-
duced in Section 3.

2.2. AC magnetic vector extraction
The magnetic vector extraction is essential for realtime

implementation. For explanation of the algorithm, con-
sider first the superposed magnetic signal model described
as

MMM ≡

Mx

My

Mz

=
4

∑
i=1


mi · sin(ωi · t +αi)

ni · sin(ωi · t +βi)
li · sin(ωi · t + γi)

+BBBi

 .

(1)

Here MMM means the 3-axis data array acquired in the DSP
after passing through analog electronics. Each frequency
( fi, i = 1, 2, 3, 4) signal has the angular frequency ωi
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(= 2π · fi) and 3-axis phases αi, βi, γi, respectively. Each
magnetic field vector has three amplitudes mi, ni, li, which
are measured by the 3-axis magnetometer. The four AC
signals are superposed on MMM.

In (1), BBBi represents remaining bias term that may orig-
inate from implementation errors in electronics such as
amplifier, filter or ADC. In practice, the geomagnetic field
is negligible in BBBi as the bandpass filter sufficiently sup-
presses the DC magnetic component as compared with the
artificially generated signals in the carrier frequency band.
For an enhanced estimation result, however, the remaining
bias term should be further eliminated, which is achieved
through the following magnetic vector demodulation pro-
cess. Equation (2) shows two reference sinusoidal values
for the vector extraction of the i-th AC field. The refer-
ence values have same frequencies with the i-th field, and
the phases θ1,i and θ2,i are temporary values to explain the
extraction from (3) to (6).

r1,i = sin(ωi · t +θ1,i),

r2,i = sin(ωi · t +θ2,i). (2)

In (3), the one axis data Mx is multiplied by the ref-
erence sinusoidal signals and integrated with time. The
derivation results of the integration can be simplified like
the right sides of (3), because the ADC sampling time ∆t
is 0.01 seconds and the four frequencies (500-800 Hz) are
integer multiples of ‘1/∆t (= 100)’.[∫ t+∆t

t Mx · r1,idt∫ t+∆t
t Mx · r2,idt

]
=

∆t
2
·mi ·

[
cos(αi−θ1,i)
cos(αi−θ2,i)

]
. (3)

Meanwhile, the left sides of (3) are calculated by nu-
merical integrations. The equations are summarized as (4)
using temporary values y1 and y2.[

y1

y2

]
= mi ·

[
cosθ1,i · cosαi + sinθ1,i · sinαi

cosθ2,i · cosαi + sinθ2,i · sinαi

]
, (4)

where[
y1

y2

]
≡ 2

∆t
·
[∫ t+∆t

t Mx · r1,idt
∫ t+∆t

t Mx · r2,idt
]T
.

Equation (5), a factorizing equation of (4), has a 2×2
matrix. If θ2,i is set as 90 degrees and θ1,i is zero, the ma-
trix becomes an identity matrix as (6).[

y1

y2

]
= mi ·

[
cosθ1,i sinθ1,i

cosθ2,i sinθ2,i

]
·
[

cosαi

sinαi

]
, (5)[

y1

y2

]
= mi ·

[
cosαi

sinαi

]
. (6)

Consequently, the amplitude and phase are computed
by (7) and (8).

mi =
√

y1
2 + y2

2, (7)

tanαi =
y2

y1
. (8)

Other axes data (ni, li) can be extracted in the same
way. If a phase is 180 degrees different from other phases,
the axis value has a negative value with the same ampli-
tude. Finally, each process is repeated for obtaining four
AC magnetic field vectors MMMi = [mi ni li]T.

2.3. Numerical pose computation
This study adopts a typical least square algorithm to es-

timate the pose results. As the basic algorithm is well in-
troduced, the detailed explanation is omitted, and the es-
timating states and the observation model in the magnetic
positioning case are only focused in this paper.

The states xxx defined in (9) is composed of planar po-
sition pppn and heading ψ of the receiver. The subscript n
means N-frame (navigation frame) for expressing the pose
information.

xxx,
[

pppn
ψ

]
=

px

py

ψ

 . (9)

Equation (10) defines a direction cosine matrix (DCM)
in terms of the heading ψ .

Cb
n (ψ) =

 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

 . (10)

As the 3-axis magnetometer is fixed on the receiver
board, the magnetic vectors are measured in a B-frame
(i.e., body frame). Meanwhile, because the coil model,
which is introduced in the next section, provides the the-
oretical magnetic vectors BBBn

i in N-frame, the observation
model represented in the B-frame requires a frame trans-
formation using DCM Cb

n as in (11). Then the propagated
magnetic vector represented in the body frame, BBBb

i is ar-
ranged by

BBBb
i ≡

[
µµµ i
ηi

]
3×1

= Cb
n ···BBBn

i , (11)

where µµµ i is the planar position vector and ηi is elevation.
Here note that Cb

n is related with the attitude expression
via ψ , thus the coil model is represented through the states
xxx. Thus the observation model with the truncated position
vector is newly defined by

hR (xxx) =

µµµ1
µµµ2
...

 . (12)

In our study, a linear approximation approach is em-
ployed to obtain the optimal pose estimate. The Jacobian
matrix of h(xxx) with respect to pose states xxx is given as

HHHR =

[
∂hR (xxx)

∂xxx

]
2i×3

. (13)
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In (13), it is observed 2i by 3 Jacobian elements are
adapted in the planar pose estimation problem, yet the lin-
earized model can be augmented if the state variables ex-
tend to include the elevation in position and horizontal an-
gles of roll and pitch. In the planar pose estimation prob-
lem, the observation model is simply reduced to contain
state variable of horizontal motion. Given the linearized
model, a typical least square estimation is employed as
shown below.

[
p̃ppn
ψ̃

]
=
(
HHHR

T ···HHHR
)−1·HHHR

T·




...

...

...
MMMi (1 : 2)

...

...

...

−


...

...

...
µµµ i
...
...
...


 .

(14)

In (14), stacked residuals between the reduced measure-
ment vector of MMMi and the model-based vectors µµµ i are used
for computing estimate update. In (15) and (16), the es-
timated error is compensated in the pose p̂ppn,k and ψ̂k. k
is the number of the iteration for the least square. When
the iteration error gets lower than a nominal threshold, the
process is finished, and the pose is finally determined.

p̂ppn,k+1 = p̂ppn,k + p̃ppn, (15)

ψ̂k+1 = ψ̂k+ψ̃. (16)

3. MAGNETIC FIELD MODEL

3.1. Coil geometry and coordinate system
In this section, magnetic coil geometry and parame-

ters are illustrated for further analysis. As pose estimation
through magnetic source requires a strong magnetic inten-
sity in a spatially expanded coverage, coil with sufficient
dimension and windings is designed. The radius of the cir-
cular coil is denoted a and the current is I in this study. For
expressing the coil model, another frame is defined in this
section. That is C-frame (coil frame). The origin point of
this frame is the center of the coil, and the x-axis is defined
as the center axis in Fig. 4. The y-axis of C-frame can have
any directions orthogonally to the x-axis, because of the
axisymmetric shape of the circular coil. In this study, the

Fig. 4. Circular coil geometry.

y-axis is defined by the definition of the z-axis as the grav-
itational direction. The coil x-y plane includes the x and y
axis, and the target ddd (≡

[
dx dy 0

]T) is defined on this
plane.

The coil also has its pose (position and attitude) in N-
frame. The receiver position pppn is converted to the target
position ddd as (17). The coil position is denoted as pppcoil,n in
N-frame and the DCM Cc

n rotates the vector from N-frame
to C-frame.

ddd = Cc
n ···
(
pppn− pppcoil,n

)
. (17)

Equation (18) shows the generalized magnetic field vec-
tor equation. By the coil model, the estimated vector BBBc is
computed with the input variable ddd in C-frame, and the C-
frame is converted to N-frame by the DCM Cn

c . The result
BBBnnn represents the magnetic field vector in N-frame.

BBBn = Cn
c ···BBBc. (18)

This study adopts the four coils, and they are place on
their different poses. Applying the coil parameters to the
generalized coil model equation in (18), vectors BBBn

i from
the i-th coil are finally computed for the observation model
in (11).

3.2. Dipole model
For the comparison with the circular current loop

model, this study introduces a dipole model that is widely
adopted in previous studies [14-18]. The dipole model as-
sumes that a sphere shape magnet has two magnetic poles.
This assumption is not appropriate to the circular coil, but
the field estimation is relatively accurate when the receiver
keeps the distance from the coil (d� R). A typical mag-
netic flux density of dipole model is depicted as follows:

BBBc,dipole (ddd) = γdipole ·
(

3ddd · (n̂nn ·ddd)
d5 − n̂nn

d3

)
, (19)

where

γdipole =
µ0 ·N · I ·R2

4
, d = ‖ddd‖ .

Note that n̂nn is the center axis direction of the coil, which
has always

[
1 0 0

]T in the C-frame. µ0 is the magnetic
permeability of free space, and its value is given as 4π ×
10−7H/m. The number of turns N is an integer coefficient.
Other notations are the same as the circular current loop
model.

3.3. Circular coil model
The circular current loop model (shortly ‘circular

model’) is basically derived from the Biot-Savart law. The
derivation process is complicated with mathematical prin-
cipals and developments, and is introduced in detail for the
navigation and positioning purpose in [22]. By omitting
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the details of the derivation, the only resulting equations
are arranged as below.

BBBc,circle (ddd) =


γcircle√

s1
·
(

e1
s2
·E (k)+K (k)

)
γcircle·xc
yc·
√

s1
·
(

e3
s2
·E (k)−K (k)

)
0

 , (20)

where

γcircle =
µ0 ·N · I

2π
, e1 = R2−dx

2−dy
2,

s1 = dx
2 +(dy +R)2, e2 = R2 +dx

2−dy
2,

s2 = dx
2 +(dy−R)2, e3 = R2 +dx

2 +dy
2.

In (20), K (k) and E (k) are the elliptic integral of the
first and second kinds, and their incomplete forms are de-
scribed as

K (k) =
∫

π/2

0

 1(
1− k2 · sin2

φ
) 1

2

dφ ,

E (k) =
∫

π/2

0

((
1− k2 · sin2

φ
) 1

2
)

dφ , (21)

where

k2 =
4R ·dy

s1
.

The above coil equations can be used for the mag-
netic positioning by applying the numerical integration
of (21). Because of the computational efficiency, how-
ever, the complete forms are usually adopted as the inte-
gral equations. In this study, two types of the complete
forms are compared. The first ones are polynomial ap-
proximation method as (22). This method has advantages
about the finite number of the polynomials and small er-
ror (< 2.0× 10−8). The coefficients of the polynomials
(a0∼4, b0∼4, c1∼4, d1∼4) are well introduced in other stud-
ies (Hastings, 1955, Sheet: 47, 51) [19-21], so they are not
denoted in this paper.

KA (k) =
4

∑
i=0

(
ai · k1

i)+( 4

∑
i=0

(
bi · k1

i)) ln
1
k1
,

EA (k) = 1+
4

∑
i=1

(
ci · k1

i)+( 4

∑
i=1

(
di · k1

i)) ln
1
k1
,

(22)

where

k1 = 1− k2.

Compared with (22) that includes the logarithm oper-
ations, Legendre polynomial method only consists of the
polynomial multiplications as (23) [9,21]. In this study,
we newly propose an integration algorithm based on the

finite number of Legendre polynomial model for describ-
ing the circular model in (20). Note that the equation can
obtain true solution if infinite summation of polynomials
is computed in (23). However, the summation number n
can provide a trade-off between the accuracy and the com-
putation time. Thus a compromise between performances
can be figured out as a design factor.

K (k) =
π

2
·

[
1+

n→∞

∑
i=1

(
(2i−1)!!
(2i)!!

· ki
)2
]
,

E (k) =
π

2
·

[
1−

n→∞

∑
i=1

(
(2i−1)!!
(2i)!!

· ki
)2

· 1
2i−1

]
.

(23)

4. STATIC ERROR ANALYSIS

4.1. Transmitter and receiver design
The hardware of the transmitter and receiver are is im-

plemented as in Fig. 5. The bridges of the transmitter are
composed with 750 V/12 A NPN transistor ST1510FX,
and the control signal is generated by Cortex M3 micro-
processor STM32F103x. The half bridge controls VC to
1.25 V with VS (= 5 V) depicted in Fig. 1. The LC res-
onance circuit is driven by the H-Bridge drives, and the
resonance frequency is tuned by the capacitor array. The
coil diameter is 1.005 m, and its inductance is 96-97 mH.
Fig. 5 shows the detailed electronics of TX controller. The
3-axis magnetometer in the receiver module consists of 1
and 2-axis magnetometer HMC 1001, 1002.

Each axis signal is amplified and filtered through the
analog circuit with LT1114 op-amps. The analog circuit
has 13 op-amp boards, and each board can be replaced for
circuit configuration. The analog signals are converted by
ADC modules in the micro-processor TMS320F28388D.
As a featured hardware implementation, DSP was em-
ployed in RX side for high-speed data processing of con-

Fig. 5. Manufactured coil and control electronics for AC
magnetic transmitter.
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current magnetometer signals and real-time algorithm per-
formance. In TX side, the Cortex M3 processor was used
for carrier frequency signal generation, which requires rel-
atively low computational power and capacity. Also, mea-
surement uncertainty is significantly mitigated by employ-
ing the qualified electronic components including very
low offset op-amps, drift-free passive components, and
high-precision magnetometer.

4.2. Static experiment environment and result
For validating the proposed reduced-order polynomial

model and evaluating the pose estimation performance,
static experiment using grid map data is done before real-
time dynamic experiment. A comparative estimation error
analysis of each model helps to select superior model that
can best suppresses the magnetic interference and envi-
ronmental noises present in the test facility.

In static tests, the grid interval is 0.6 m, and there are 81
(9×9) points on the floor as shown in Fig. 6. The distance
between two opposite coils is 6.0 m. The marker in the
floor depict respectively the grid point at the line intersec-
tion. Note that there exists a tradeoff between complexity
and accuracy according to the coil number and deploying
shape. In this study, a typical configuration with four TX
coils in a square installation is established as in Fig. 6,
which representatively provides the characteristic estima-
tion performance. The receiver saves the data for 15 sec-
onds at every grid point. The ADC sampling is operated
every 0.1 second in the receiver, thus 150 raw data arrays
are acquired at each grid point. In analyzing the static ex-
perimental results, the raw data arrays are analyzed via
post-processing using the Matlab on a PC and the precise
reference data at each grid is obtained by the OptiTrack
system.

Fig. 6. Environment of static performance experiment.

Fig. 7. Grid positioning result of Legendre {n = 1000}.

The purpose of this analysis is to compare the error
performance of the three coil models; i.e., dipole model,
circular model with polynomial approximation (shortly
‘Approx.’) and two Legendre polynomial models (shortly
‘Legendre {n}’). Here, ‘n’ implies the Legendre polyno-
mial order. This study assumes that Legendre {n = 1000}
provides a true circular coil model, which is presented in
Fig. 7. The intersection of the grids in the graph are de-
picted to analyze performance at each points, and blue
circle markers are the positioning results though the least
square with Legendre {n = 1000}. An averaged vector of
the 150 vectors at each point are used for the positioning.
Although it is observed there are some off-grid points in
the grid map, most estimate points locates near nominal
grid points.

Fig. 8 depicts contour graphs of the positioning error.
For each model, the error is calculated using reference po-
sition acquired from the OptiTrack system. First, Fig. 8(a)
is the error contour results in Fig. 7. First, the error of the
dipole model in Fig. 8(b) shows slightly better results than
Fig. 8(a) and Fig. 8(c) around the central region. Although
they provided more accurate result at partial region, over-
all performance is inferior to the circular coil model be-
cause of a drastic degradation near coil proximity region.
In static experiment, the closest distance between the grid
points and the coils is 0.6 m. Considering the diameter
of the coil, this near-field region is not sufficiently sepa-
rated from the coils, which fails to yield effectiveness of
the dipole model.

Noted as an advantage of the Approx. method, Fig. 8(c)
is similar to Fig. 8(a) and shows a proper error distribution
without significant deterioration. Furthermore, it can be



272 Byungjin Lee, Juhwan Lee, and Sangkyung Sung

Fig. 8. Error results of the grid data.

Fig. 9. Error characteristics according to the Legendre
polynomial orders.

observed that, although the Legendre {n = 1000} model
best represents true mathematical circular coil model, the
Legendre {n = 4} model in Fig. 8(d) shows rather supe-
rior error performance compared with other methods. Fig.
9 shows the comprehensive comparison of the estimation
performance according to the approximation degree of the
Legendre polynomial using the data from an experimental
environment with measurement interference. In the figure,
the estimation errors of position and heading is displayed
according to the degree of Legendre polynomial, which
confirms that the minimum position error was obtained
with {n = 4} model.

Deviation from theoretic model is essentially due to the
environmental magnetic interferences which mainly orig-
inate from the induced eddy currents through the build-

Table 1. The average error of the static experiment.

Positioning error Heading error
Legendre {n = 1000} 5.86 cm 3.24◦

Approx. 5.86 cm 3.24◦

Dipole 6.61 cm 3.54◦

Legendre {n = 4} 4.18 cm 3.45◦

ing structure containing ferromagnetic materials. Thus,
it is confirmed that, given environmental interferences,
static error analysis can provide more proper approxima-
tion model than a pure theoretic model that fails to reflect
the practical magnetic field anomaly.

In summary, Table 1 compares overall static estimation
error results including the order of the Legendre polyno-
mials and other comparative methods. In Table 1, position
error and heading error are computed as follows, respec-
tively:

εppp =
1
M
·

M

∑
it=1

∥∥pppn (it)− pppn,ref (it)
∥∥, (24)

εψ =
1
M
·

M

∑
it=1
{|ψ (it)−ψref (it)|}, (25)

where pppn,ref and ψref represents position and heading from
reference sensor, respectively. M is the number of time
epochs. The table concludes that {n = 4} is the best result
for the positioning. Note that the heading error is slightly
higher at {n = 4}, which is negligible as 0.2◦.

5. DYNAMIC EXPERIMENT AND ANALYSIS

5.1. Experimental configuration
Dynamic experiments is done using the MPS receiver

onboard UGV platform in the indoor test facility. The
UGV cart operates with four independent motors, which
is controlled by remote controller manually. The received
data from the receiver is saved in a laptop computer. The
dynamic performance of the pose estimation is evaluated
by an independent optical method, i.e., the OptiTrack sys-
tem with 16 prime×13 cameras. Through calibration pro-
cess of the system, it provides sub-millimeter accuracy
position data of the optical markers. Pictures in Fig. 10
show the experimental environment, including the UGV,
embedded sensor module, transmitter coils, and tracking
camera system.

Fig. 11 depicts the overall algorithm and data flow in the
DSP processor. In the figure, the adopted micro-processor
includes three independent cores, which are named CPU1,
CPU2 and CM (connectivity manager). CPU1 controls
the 16-bit ADC modules to convert the analog signals to
3× 4000 raw data array for 0.01 seconds. The data array
is shared with other cores through IPC (inter processor
communication). The main algorithm for the pose estima-
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Fig. 10. Real time experiment environment.

Fig. 11. Onboard realtime platform and emulator structure
for performance comparison.

tion is operated in CPU2. The results of the vector extrac-
tion and pose estimation are transferred to the connected
platform through UART interface for robot applications
or other purposes. The CM collects the raw data array and
the estimation results, and makes USB packet for logging
the data. Because of the memory limitation of the DSP, the
data is saved at a laptop computer, which is further used
in the following performance analysis.

5.2. Real time pose estimation result
In this section, Approx. and Legendre {n = 4} results

are compared for a real time performance. For fair com-
parison between the two methods, an emulation mode is
developed in the micro-processor that can generate mea-
surement data in a real-time manner. Except CPU2 in Fig.
11, the functions in other cores are modified to receive the
logged data from the PC. CM block manages the received
USB packet and CPU1 emulates the ADC acquisition se-
quence and timing. Thus, CPU2 simply operates in the
same environment as the real time experiments. Figs. 12
and 13 show the pose estimation results of various com-
parative methods. The Legendre {n = 4} is a real time re-

Fig. 12. Pose estimation results of dynamic path.

Fig. 13. Error results of dynamic test.

sult computed in the micro-processor during experiment,
and the Approx. is a computed result using the emulated
data.

As noted, a typical computing power of a micro-
processor is relatively limited compared with a PC or other
embedded systems. Not only the clock speed, but also the
presence of calculating accelerators makes a big advanta-
geous in a PC environment. A commonly used Intel CPU
has MKL (math kernel library) that include many mathe-
matical functions, thus reduces the computing time signif-
icantly. Because of the absence of these accelerators, on
the contrary, a micro-processor is disadvantageous for the
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Fig. 14. Timing sequence of ADC and algorithms.

Table 2. The comparison of the real time performance.

Dipole Approx. Legendre {n = 4}
Positioning

error
11.58 cm 5.73 cm 5.69 cm

Heading
error

3.60◦ 3.45◦ 3.45◦

Computing
time

1.70 ms 2.36 ms 2.34 ms

mathematical operation except simple arithmetic comput-
ing.

The employed micro-processor, TMS320F28388D, has
a calculating accelerator providing several mathematical
functions like __sinpuf32(), __atan2() and __sqrt(). These
functions operate without CPU timing consumption, so it
is a benefit to implement the proposed system in the mi-
croprocessor. The vector extraction, introduced in Section
2, is also implemented with these functions, which takes
only 14ms to compute the four 3D vectors even in the mi-
croprocessor. The overall timing plan for achieving real-
time implementation is described in Fig. 14.

For a comprehensive analysis considering both accu-
racy and real-time performance, Table 2 provides com-
parison results of each pose estimation method. Upon ex-
amining the results in the table, the proposed method has
empirically demonstrated excellent performance in satis-
fying both accuracy and real-time performance in cases
where there are environmental errors and distortions in the
magnetic field measurements. Especially, it was experi-
mentally verified that the proposed method can achieve an
expanded navigation region compared to a simple dipole
model (with good real-time performance due to the model
simplicity) while securing the same computational effi-
ciency. Therefore, it can be concluded that the high appli-
cability of the proposed method serves as a essential con-
tribution factor, which demonstrates feasibility for practi-
cal navigation application.

6. CONCLUSION

This study suggests the validity of the circular model for
the pose estimation in the wide indoor area. The results
are different from the conventional conclusions that the
dipole model has more advantages than the circular model

because of the computation time and its acceptable error.
In this study, however, the computation time of the circular
model is also reasonable for an indoor application, and this
model estimates more accurate magnetic field vector than
the dipole model near the coils.

The existing studies accept the small coil assumption
of the dipole model. But, when the coil is not small or
the distance from the coil is not far enough, the dipole
model causes a failure of the positioning, and it can be a
potential risk for the complicated application like a robot.
This study suggests that the circular model can replace the
dipole model even in a micro-processor environment. It
can be expected the proposed method applies for position-
ing and enhances the availability of various applications,
especially for real time systems.
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