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Improved Robust Passivity Criteria for Delayed Neural Networks
Yaqi Li, Yun Chen* � , and Shuangcheng Sun

Abstract: This paper investigates the robust passivity problem for neural networks with uncertain system parame-
ters and a time-varying delay. Based on Lyapunov stability theory, ensuring the negative definiteness for the deriva-
tives of the developed Lyapunov-Krasovskii functional (LKF) is necessary in order to derive a passivity criterion. A
negative condition on the cubic polynomial over a certain interval is developed in this paper, which introduces some
slack matrices to obtain an advanced negative condition. Taking advantage of this condition, an augmented LKF
with more system state and delay function information, including several augmented vectors and a single-integral-
based term, is constructed. Then some improved passivity criteria for delayed neural networks are derived on top
of the proposed LKF and the negative condition. Finally, the effectiveness and superiority of the obtained passivity
criteria are validated on two numerical examples.
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1. INTRODUCTION

Since neural networks have been proposed to describe
how biological brains solve problems, extensive research
has been conducted on neural networks in many areas [1].
In the implementation of neural networks, time delays
are inevitable because of the finite switching speed of
amplifiers or internal neuronal communication, leading
to unstable neural networks [2]. Consequently, the anal-
ysis and synthesis of neural networks with time delays
have received considerable attention over the past few
decades [3-5].

The concept of passivity initially appeared in circuit
theory, which plays a key role in systems analysis [6]. Pas-
sivity theory changes the research framework of control
theory from traditional signal processing to energy trans-
mission. It provides a powerful framework for analyzing
the stability of nonlinear dynamical systems because the
passivity properties can ensure that the system is inter-
nally stable. Research on the passivity analysis of delayed
neural networks has made considerable efforts, and some
meaningful works were reported in [7-15].

Lyapunov-Krasovskii functional (LKF) approach is a
well-recognized tool for analyzing the passivity of delayed
neural networks. A suitable LKF is essential to derive less
conservative passivity criteria [16-18]. Various types of
LKF have been introduced, such as augmented LKF, inte-
gral terms-based LKF, and delay product type (DPT) LKF.
A review paper related to constructing LKF can be found

in [19]. A new type of augmented single integral, includ-
ing vector-dependent integral, was presented to study the
stability of delayed neural networks in [20]. In [21], some
improved time-delay product auxiliary polynomial func-
tions were introduced into the LKF to study the stability
analysis of delayed neural networks. A DPT LKF for sta-
bility analysis of the delayed neural network was proposed
in [22], which considers the delay change rate informa-
tion and achieves less conservative results. The passivity
criteria on the delayed neural networks based on the cou-
pled LKF were developed in [23], indicating that the aug-
mented LKF with delay-dependent matrices can help to
derive a good passivity criterion.

It is noted that some of the constructed LKF’s deriva-
tives are not linear with respect to the delay function,
such as the LKFs in [4,12,14,23]. It is a crucial issue to
find negativity conditions of the function with different
degrees of the delay function to obtain tractable passiv-
ity criteria. Some results on the negative condition of a
quadratic polynomial have been reported up to now. The
seminal negative condition on the quadratic polynomial
was deduced in [24], which has been frequently used in the
previous literature. Based on [24], some advanced suffi-
cient conditions [25-30] and sufficient and necessary con-
ditions [4,12,14,31-34] were proposed. Furthermore, as
augmented LKF is employed in recent years, the expres-
sion after the derivative of the augmented LKF may be
related to the cubic polynomial with respect to the delay
function. Thus, it is necessary to study the negative condi-
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tion of cubic polynomial. Very recently, a negative condi-
tion on cubic polynomial was put forward by utilizing the
Taylors formula in [35]. However, how to develop an ad-
vanced negative condition on cubic polynomial and apply
it to obtain less conservative passivity criteria for delayed
neural networks needs further research.

In this paper, the passivity analysis of delayed neural
networks is further investigated. Firstly, compared with
the negative condition on cubic polynomial in [35], a free-
matrix-based equality and more slack matrices are intro-
duced, and a new negative condition of the cubic poly-
nomial is developed. Secondly, a novel LKF with more
system state and delay function information is developed,
in which single-integral-based integral inequality and aug-
mented LKF philosophy are adopted. Finally, the con-
straint on the delay function is weakened. The condition
µ1≤ ḣ(t)≤ µ2 is replaced by ḣ(t)≤ µ , where µ1, µ2 and µ

are real constants. Several improved passivity criteria are
derived using the proposed LKF and the negative condi-
tion, and the superiority of the proposed passivity criteria
is validated through two numerical examples.

Throughout this paper, Rn and Rn×m are the n-
dimensional vector space and the set of all n×m real
matrices, respectively. N is the set of non-negative inte-
gers. I and 0 refer to the identity matrix and zero matrix,
respectively. L > 0 represents the matrix L is the sym-
metric and positive definition. Notations diag{· · ·}, ∗, and
Sym{L} represent block-diagonal matrix, the symmetric
term in symmetric block matrix, and LT +L, respectively.

2. PRELIMINARIES

Consider neural networks with uncertain system param-
eters and a time-varying delay, as described in [10]

ẋ(t) =−(A+∆A(t))x(t)+(W1 +∆W1(t))
×g(x(t))+(W2 +∆W2(t))
×g(x(t−h(t)))+u(t),

y(t) = C1g(x(t))+C2g(x(t−h(t))),
x(δ ) = φ(δ ), −h≤ δ ≤ 0,

(1)

where x(t) ∈ Rn is the neuron state. y(t) ∈ Rp is the out-
put vector. u(t) ∈ Rn is the input vector. g(·) ∈ Rq is the
neuron activation function vector. φ(δ ) is the initial con-
dition. h(t) is the delay function. A = diag{a1, a2, . . .,
an} > 0, W1, W2, C1, and C2 are known real matrices.
∆A(t), ∆W1(t), and ∆W2(t) are unknown matrices, and
assumed as[

∆A(t), ∆W1(t), ∆W2(t)
]
=HF(t)

[
E1, E2, E3

]
,
(2)

where H, E1, E2, and E3 are known matrices. Addition-
ally, the uncertainty parameter F(t) is assumed to satisfy
FT (t)F(t)≤ I.

The following assumptions are made for both the delay
function and the neuron activation function.

Assumption 1: The time-varying delay function h(t)
satisfies the following condition

0≤ h(t)≤ h, ḣ(t)≤ µ, (3)

where h and µ are real constants.

Assumption 2: The neuron activation function g(·)
meets the following condition

ς
−
i ≤

gi (τ1)−gi (τ2)

τ1− τ2
≤ ς

+
i , τ1 6= τ2, (4)

and gi(0) = 0, where ς
−
i and ς

+
i are real constants.

The passivity analysis for the delayed neural net-
works (1) subject to (2)-(4) will be given in the next sec-
tion. The following definition and some useful lemmas are
necessary for deriving passivity criteria.

Definition 1 [6]: For all td ≥ 0, the delayed neural net-
work (1) with φ(0) = 0 is called passive if there exists a
scalar γ ≥ 0 such that

−γ

∫ td

0
uT (t)u(t)dt ≤ 2

∫ td

0
uT (t)y(t)dt. (5)

Lemma 1 [29]: For given a scalar N ∈ N, any scalars
a < b, an any vector η , a positive matrix R ∈ Rm×m, an
any matrix H ∈ R(N+1)n×k, and a differentiable function x
in [a,b]→ Rn, the following inequality holds

−
∫ b

a
ẋT (s)Rẋ(s)ds≤ 2(Φ̃NΨNΩN)

THη

+(b−a)ηTHT R̄−1
N Hη , (6)

where

Φ̃N = [Φ̄T
0 , Φ̄

T
1 , . . . , Φ̄

T
N ]

T , N ∈ N,
Φ̄N = [ΦN , 0, . . . , 0], N ∈ N,

ΦN =

{
[I, I], N = 0,[
℘N

0 I, −∑
N
ı=0℘N

ı I, ℘1
ı I, . . . , ℘N

ı I
]
, N ≥ 1,

℘
k
ı = (−1)l

(
k
ı

)(
k+1

ı

)
, ı, k ∈ N,

ΨN =

{
diag{I, I}, N = 0,
diag{Ψ0, I, 2I, . . . , NI}, N ≥ 1,

ΩN =

{
[xT (b), xT (a)]T , N = 0,
[ΩT

0 ,
1

b−a`
T
1 , . . . ,

1
b−a`

T
N ]

T , N ≥ 1,

`
(a,b)
N =

∫ b

a
(

b− s
b−a

)N−1x(s)ds, N ∈ N+,

R̄N = diag{R, 3R, . . . , (2N +1)R}, N ∈ N.

Remark 1: Compared with the Bessel-Legendre inte-
gral inequality in [16], estimating the integral inequal-
ity that appears after the derivation of the LKF does
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not involve an additional reciprocally convex approach.
It means that Lemma 1 is more suitable for the stability
analysis of a class of time-varying delay systems, and a
similar integral inequality can be found in [5].

Lemma 2 [35]: For given a constant h > 0 and Γi ∈
Sk (i = 0, 1, 2, 3), the cubic polynomial function Z(s) =
Γ3s3 +Γ2s2 +Γ1s+Γ0 < 0 holds for s ∈ [0, h] such that

Z(0)< 0, Z(h)< 0, (7)

h3
Γ3 +Z(0)< 0, (8)

−h2(3hΓ3 +Γ2)+Z(0)< 0, (9)

h3
Γ3−h2(3hΓ3 +Γ2)+Z(0)< 0. (10)

Lemma 3: For given a constant h > 0, an integer k > 0,
and matrices Γi ∈ Sk, the cubic polynomial Z(s) = Γ3s3 +
Γ2s2 +Γ1s+Γ0 < 0 holds for s ∈ [0, h] if there exist con-
stant matrices M ∈ Rk×k, N ∈ Rk×k, H j ∈ Rk×k ( j = 1, 2)
such that[

Γ0 −H1

∗ −H2−HT
2

]
< 0, (11)[

Γ̃11
h
2 Γ2−H1 +h(M−hN +HT

2 )
∗ h(Γ3 +N +NT )−H2−HT

2

]
< 0, (12)

where Γ̃11 = h
(
Γ1 +H1 +HT

1 −h(M+MT )
)
+Γ0.

Proof: According to the truth that

0≤ s≤ h⇒ s(s−h)≤ 0⇒ s2(s−h)≤ 0,

and define ς(s)= [I, sI]T for matrices M ∈Rk×k, N ∈Rk×k

with M+MT > 0 and N +NT > 0, one has

s(s−h)≤ 0

⇒M(s) = ς
T (s)

[
−sh(M+MT ) sM

∗ 0

]
ς(s)≤ 0,

s2(s−h)≤ 0

⇒N (s) = ς
T (s)

[
0 −shN
∗ s(N +NT )

]
ς(s)≤ 0.

Then

−M(s)−N (s)+Z(s)≤ 0⇒ Z(s)≤ 0,

where Z(s) = ς T (s)
[

Γ0 + sΓ1
s
2 Γ2

∗ sΓ3

]
ς(s).

Furthermore, for given two constant matrices H1 ∈Rk×k

and H2 ∈ Rk×k, we obtain

H(s) = 2
[

H1

H2

]
[sI − I]ς(s)

=

[
s(H1 +HT

1 ) −H1 + sHT
2

∗ −H2−HT
2

]
ς(s) = 0.

Therefore, one has

Z(s) =−M(s)−N (s)+H(s)+Z(s)≤ 0

⇒ Z(s)≤ 0,

then, Z(s) can be rewritten as follows:

Z(s) = ς
T (s)Γ̄(s)ς(s),

where

Γ̄(s) =
[

Γ̄11
s
2 Γ2−H1 + s(M−hN +HT

2 )
∗ s(Γ3 +N +NT )−H2−HT

2

]
,

Γ̄11 = s
(
Γ1 +H1 +HT

1 −h(M+MT )
)
+Γ0.

If conditions (11) and (12) are satisfied. We obtain
Z(s)< 0 for ∀s ∈ [0, h], which completes the proof. �

Remark 2: Inspired by [4,30,33], a new negative
condition for the cubic polynomial can be obtained in
Lemma 3. Compared with the sufficient condition in
Lemma 2, a free-matrix-based equality H(s) and slack
matrices M and N can be introduced, which contributes
to derive an advanced negative condition.

Lemma 4 [36]: For given appropriate dimensions ma-
tricesH, E and F(t), and F(t) satisfying FT (t)F(t)≤ I.
If there exists any positive scalar κ such that

HF(t)E +(HF(t)E )T ≤ κ
−1HHT +κE T E . (13)

3. MAIN RESULTS

For simplicity, the notations are defined following:

`
(a,b)
N =

∫ b

a
(

b− s
b−a

)Nx(s)ds, N ∈ N,

κN(t) = `
(t−h,t)
N (t), υN(t) = `

(t−h(t),t)
N (t),

ϑN(t) = `
(t−h,t−h(t))
N (t),

η1(t) =
[
xT (t),xT (t−h),κT

0 (t),κ
T
1 (t)

]T
,

η2(t) =
[
ηT

1 (t),κ
T
1 (t)

]T
,

η3(s) =
[
xT (s), ẋT (s)

]T
,

η4(s) =
[
xT (s),gT (x(s))

]T
,

η5(s) =
[
ẋT (s),ηT

4 (s)
]T

,

η6(t,s) =
[
xT (t), xT (s),

∫ t
s xT (θ)dθ

]T
,

ξ (t) = [xT (t),gT (x(t)),xT (t−h(t)),gT (x(t−h(t))),

xT (t−h), gT (x(t−h)),
υT

0 (t)
h(t)

,
υT

1 (t)
h(t)

,

ϑ T
0 (t)

h−h(t)
,

ϑ T
1 (t)

h−h(t)
, ẋT (t), ẋT (t−h),uT (t)]T ,

L1 = diag
{

ς
+
1 ,ς+

2 , . . . ,ς+
n

}
,

L2 = diag
{

ς
−
1 ,ς−2 , . . . ,ς−n

}
,

ei =
[
0n×(i−1)n, In, 0n×(13−i)n

]
, i = 1,2, . . . ,13.

In the following, we establish a robust passivity crite-
rion for the delayed neural networks (1).



930 Yaqi Li, Yun Chen, and Shuangcheng Sun

Theorem 1: For given positive scalars h, µ , κ , and
γ , the delayed neural networks (1) with (2)-(4) is robust
passive if there exist symmetric matrices Pk > 0, Qi > 0,
R > 0, diagonal matrices Ω j > 0, Γi > 0, Γkl > 0, and any
matrices Mk, Hk, Gi, D+DT > 0, F +FT > 0 (k = 1, 2;
l = 2, 3 (l > k); i = k, 3; j = i, 4), such that the following
linear matrix inequalities (LMIs) hold:

ϒ0 +κΘT
2 Θ2 −H1

√
hM2 Θ1

∗ −H2−HT
2 0 0

∗ ∗ −R̃ 0
∗ ∗ ∗ −κI

< 0, (14)


ℑ11 +κΘT

2 Θ2 ℑ12
√

hM1 Θ1

∗ ℑ22 0 0
∗ ∗ −R̃ 0
∗ ∗ ∗ −κI

< 0, (15)

where

ℑ11 = h(ϒ1 +H1 +HT
1 −h(D+DT ))+ϒ0,

ℑ12 =
h
2

ϒ2−H1 +h(D−hF +HT
2 ),

ℑ22 = h(ϒ3 +F +FT )−H2−HT
2 , ϒ0 = ϒ(0),

ϒ1 =
1
6
[−2ϒ(−1)−3ϒ(0)+6ϒ(1)−ϒ(2)],

ϒ2 =
1
2
[ϒ(−1)−2ϒ(0)+ϒ(1)],

ϒ3 =
1
6
[−ϒ(−1)+3ϒ(0)−3ϒ(1)+ϒ(2)],

ϒ(h(t)) = Ξ1(h(t))+Ξ2,

Ξ1(h(t)) = Sym{ℵT
1 h(t)P1ℵ2 +ℵ

T
3 P2ℵ4 +ℵ

T
7 Sℵ8

+ℵ
T
15Q3ℵ16 +((eT

2 − eT
1L2)Ω1

+(eT
1L1− eT

2 )Ω2)e11 +((eT
6 − eT

5L2)Ω3

+(eT
5L1− eT

6 )Ω4)e12 +GT
1 M1 +GT

2 M2

+ℵ
T
17ℵ18− (C1e2 +C2e4)

T e13}
+µℵ

T
1 P1ℵ1 +hℵ

T
5 Sℵ5−hℵ

T
6 Sℵ6

+ℵ
T
9 Q1ℵ9− (1−µ)ℵT

10Q1ℵ10

+ℵ
T
11Q2ℵ11−ℵ

T
12Q2ℵ12 +ℵ

T
13Q3ℵ13

−ℵ
T
14Q3ℵ14 +heT

11Re11− eT
13γIe13,

Ξ2 = Sym{(e2−L2e1)
T

Γ1(L1e1− e2)

+(e4−L2e3)
T

Γ2(L1e3− e4)

+(e6−L2e5)
T

Γ3(L1e5− e6)

+((e2− e4)−L2(e1− e3))
T

Γ12(L1(e1− e3)

− (e2− e4)+((e2− e6)

−L2(e1− e5))
T

Γ13(L1(e1− e5)

− (e2− e6)+((e4− e6)−L2(e3− e5))
T

×Γ23(L1(e3− e5)− (e4− e6)},

Θ1 =
[
eT

1 G1H+ eT
11G2H+ eT

12G3H
]T

,

Θ2 =
[
eT

1 E T
1 + eT

2 E T
2 + eT

4 E T
3

]T
,

ℵ1 =
[
eT

1 , eT
5 , h(t)eT

7 +(h−h(t))eT
9

]T
,

ℵ2 =
[
eT

11, eT
12, eT

1 − eT
5

]T
,

ℵ3 =
[
ℵT

1 , − eT
5 +h(t)eT

7 +(h−h(t))eT
9

]T
,

ℵ4 =
[
ℵ

T
2 , h2(t)eT

8 +h(t)(h−h(t))eT
9

+(h−h(t))2eT
10

]T
,

ℵ5 =
[
eT

1 , eT
11

]T
, ℵ6 =

[
eT

5 , eT
12

]T
,

ℵ7 =
[
eT

8 + eT
10, eT

1 − eT
5

]T
,

ℵ8 =
[
eT

1 − eT
5 , eT

11− eT
12

]T
, ℵ9 =

[
eT

1 , eT
2

]T
,

ℵ10 =
[
eT

3 , eT
4

]T
, ℵ11 =

[
eT

11, eT
1 , eT

2

]T
,

ℵ12 =
[
eT

12, eT
5 , eT

6

]T
, ℵ13 =

[
eT

1 , eT
1 , 0

]T
,

ℵ14 =
[
eT

1 , eT
5 , h(t)eT

7 +(h−h(t))eT
9

]T
,

ℵ15 =
[
heT

1 , h(t)eT
7 +(h−h(t))eT

9 ,

h(h(t)eT
7 +(h−h(t))eT

9 )−h2(t)e8,

h(t)(h−h(t))eT
9 − (h−h(t))2eT

10

]T
,

ℵ16 =
[
eT

11, 0, eT
1

]T
, ℵ17 = G1e1 +G2e11 +G3e12,

ℵ18 =−e11−Ae1 +W1e2 +W2e4 + e13,

R̃ = diag{R, 3R, 5R}, G1 = Φ̄2Ψ2Ω
a
2,

G2 = Φ̄2Ψ2Ω
b
2,

Φ̄2 =

I −I 0 0
I I −2I 0
I −I −6I 6I

 , Ψ2 = diag{I, I, I, 2I},

Ω
a
2 =

[
eT

1 , eT
3 , eT

7 , eT
8

]T
, Ω

b
2 =

[
eT

3 , eT
5 , eT

9 , eT
10

]T
.

Proof: The LKF constructed as follows:

V (t) =
5

∑
i=1

Vi(t), (16)

where

V1(t) = η
T
1 (t)h(t)P1η1(t)+η

T
2 (t)P2η2(t),

V2(t) = h
∫ t

t−h
η

T
3 (s)Sη3(s)ds

− (
∫ t

t−h
η3(s)ds)T S(

∫ t

t−h
η3(s)ds),

V3(t) =
∫ t

t−h(t)
η

T
4 (s)Q1η4(s)ds

+
∫ t

t−h
η

T
5 (s)Q2η5(s)ds

+
∫ t

t−h
η

T
6 (s)Q3η6(s)ds,

V4(t) = 2
n

∑
i=1

∫ x(t)

0
[σ1i fi1(s)+σ2i fi2(s)]ds

+2
n

∑
i=1

∫ x(t−h)

0
[σ3i fi1(s)+σ4i fi2(s)]ds,

V5(t) =
∫ t

t−h

∫ t

θ

ẋT (s)Rẋ(s)dsdθ ,
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with

fi1(s) = ς
+
i s−gi(s), fi2(s) = gi(s)− ς

−
i s.

Taking the time-derivative of the LKF V (t) yields

V̇1(t)≤ ξ
T (t)[Sym{ℵT

1 h(t)P1ℵ2 +ℵ
T
3 P2ℵ4}

+µℵ
T
1 P1ℵ1]ξ (t), (17)

V̇2(t) = ξ
T (t)[hℵ

T
5 Sℵ5−hℵ

T
6 Sℵ6

−Sym{ℵT
7 Sℵ8}]ξ (t), (18)

V̇3(t)≤ ξ
T (t)[ℵT

9 Q1ℵ9− (1−µ)ℵT
10Q1ℵ10

+ℵ
T
11Q2ℵ11−ℵ

T
12Q2ℵ12 +ℵ

T
13Q3ℵ13

−ℵ
T
14Q3ℵ14 +Sym{ℵT

15Q3ℵ16}]ξ (t), (19)

V̇4(t) = 2ξ
T (t)[((eT

2−eT
1L2)Ω1+(eT

1L1−eT
2 )Ω2)e11

+((eT
6 − eT

5 ×L2)Ω3

+(eT
5L1− eT

6 )Ω4)e12]ξ (t), (20)

V̇5(t) = hξ
T (t)eT

11Re11ξ (t)−
∫ t

t−h(t)
ẋT (s)Rẋ(s)ds

−
∫ t−h(t)

t−h
ẋT (s)Rẋ(s)ds, (21)

where Ω1 = diag{σ11, . . . , σ1n} > 0, Ω2 = diag{σ21,
. . . , σ2n} > 0, Ω3 = diag{σ31, . . . , σ3n} > 0, and Ω4 =
diag{σ41, . . . , σ4n}> 0.

Using Lemma 1 with N = 2 to estimate the above inte-
gral terms, we obtain

−
∫ t

t−h(t)
ẋT (s)Rẋ(s)ds

≤ ξ
T (t)[2GT

1 M1 +h(t)MT
1 R̃−1M1]ξ (t), (22)

−
∫ t−h(t)

t−h
ẋT (s)Rẋ(s)ds

≤ ξ
T (t)[2GT

2 M2 +(h−h(t))MT
2 R̃−1M2]ξ (t). (23)

Considering inequality (4), there exist positive diagonal
matrices Γi > 0 and Γkl > 0 (i = 1, 2, 3; k = 1, 2; l = 2, 3
(l > k)), we have

2
[
L1ρi−g(ρi)

]T
Γi
[
g(ρi)−L2ρi

]
≥ 0, (24)

2
[
L1(ρk−ρl)− (g(ρk)−g(ρl))

]T
Γkl

×
[
(g(ρk)−g(ρl))−L2(ρk−ρl)

]
≥ 0, (25)

where ρ1 = x(t), ρ2 = x(t−h(t)), and ρ3 = x(t−h). Then,
we obtain

2ξ
T (t)Ξ2ξ (t)≥ 0. (26)

Furthermore, for given any matrices G j ( j = 1, 2, 3), we
can obtain the following zero equation

0 = 2[xT (t)G1 + ẋT (t)G2 + ẋT (t−h)G3][−ẋ(t)

− (A+∆A(t))x(t)+(W1 +∆W1(t))g(x(t))

+(W2 +∆W2(t))g(x(t−h(t)))+u(t)]

= 2ξ
T (t)(ℵT

17(ℵ18 +D))ξ (t), (27)

where D =HF(t)
[
E1e1, E2e2, E3e4

]
.

By Lemma 4, there exists a scalar κ > 0, we obtain

2ξ
T (t)ℵT

17Dξ (t)

≤ ξ
T (t)(κ−1

Θ1Θ
T
1 +κΘ

T
2 Θ2)ξ (t). (28)

To sum up, one has

V̇ (t)−2yT (t)u(t)− γuT (t)u(t)≤ ξ
T (t)Ωξ (t), (29)

where

Ω = ϒ(h(t))+κ
−1

Θ1Θ
T
1 +h(t)MT

1 R̃−1M1

+(h−h(t))MT
2 R̃−1M2.

Finally, it can be seen that ϒ(h(t)) is a cubic polynomial
concerning the delay function h(t), Using Lemma 3 and
Schur complement, ξ T (t)Ωξ (t) < 0 holds if LMIs (14)-
(15) are satisfied, which means delayed neural networks
(1) is robust passive. This completes the proof. �

Remark 3: The Wirtinger-based inequality and the re-
ciprocally convex approach in [7,8], the free-matrix-based
inequality in [10], the extended free-weighting matrices
inequality in [11], and the DPT LKF in [13] were used to
investigate the robust passivity problem for delayed neu-
ral networks (1). However, these methods remain conser-
vative. To obtain a less conservative passivity criterion,
the augmented LKF (16) and the generalized inequality
in Lemma 1 are used to derive the passivity condition.
Then, the cubic polynomial inequality of the criterion is
addressed by Lemma 3. Finally, an improved robust pas-
sivity condition for delayed neural networks (1) is pre-
sented in Theorem 1.

Remark 4: If applying the high polynomial in-
equalities in [4,33] to handle the cubic polynomial,
it will place the nonlinear terms h(t)MT

1 R̃−1M1 and
(h− h(t))MT

2 R̃−1M2 on the non-diagonal of the block
matrix. It is not easy to address the two nonlinear terms.
However, Lemma 3 shows the ability to subtly transfer
two nonlinear terms to the diagonal of the matrix.

Remark 5: Motivated by the first-order Bessel-
Legendre inequality in [16], the LKF V2(t) is proposed.
The LKF V2(t) as one of LKF to analyze passivity for
delayed neural networks is the first attempt work, which
is actually an extension of single-integral-based LKF.

We apply Lemma 2 to address the cubic polynomial re-
garding the delay function in the proof of Theorem 1, and
the following corollary can be obtained.

Corollary 1: For given positive scalars h, µ , κ , and
γ , the delayed neural networks (1) with (2)-(4) is robust
passive if there exist symmetric matrices Pk > 0, Qi > 0,
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R > 0, diagonal matrices Ω j > 0, Γi > 0, Γkl > 0, and any
matrices Mk, Gi, (k = 1, 2; l = 2, 3 (l > k); i = k, 3; j = i,
4), such that the following LMIs holdϒ(0)+κΘT

2 Θ2
√

hM2 Θ1

∗ −R̃ 0
∗ ∗ −κI

< 0, (30)

ϒ(h)+κΘT
2 Θ2

√
hM1 Θ1

∗ −R̃ 0
∗ ∗ −κI

< 0, (31)

h3ϒ3 +ϒ(0)+κΘT
2 Θ2

√
hM2 Θ1

∗ −R̃ 0
∗ ∗ −κI

< 0, (32)

Π1 +κΘT
2 Θ2

√
hM2 Θ1

∗ −R̃ 0
∗ ∗ −κI

< 0, (33)

Π2 +κΘT
2 Θ2

√
hM2 Θ1

∗ −R̃ 0
∗ ∗ −κI

< 0, (34)

where

Π1 =−h2(3hϒ3 +ϒ2)+ϒ(0),

Π2 = h3
ϒ3−h2(3hϒ3 +ϒ2)+ϒ(0),

and other notations are same as Theorem 1.

When the uncertainties are disappeared, i.e., ∆A(t) =
0, ∆W1(t) = 0, and ∆W2(t) = 0 in the system (1). The
system model (1) can be rewritten as

ẋ(t) =−Ax(t)+W1g(x(t))
+W2g(x(t−h(t)))+u(t),

y(t) = C1g(x(t))+C2g(x(t−h(t))),
x(δ ) = φ(δ ), −h≤ δ ≤ 0.

(35)

Next, the following passivity criterion for delayed neu-
ral networks (35) based on Theorem 1 can be presented.

Theorem 2: For given positive scalars h, µ and γ , the
delayed neural networks (35) satisfies conditions (2)-(4) is
passive if there exist symmetric matrices Pk > 0, Qi > 0,
R j > 0, diagonal matrices Ω j > 0, Γi > 0, Γkl > 0, and any
matrices Mk, Hk, Gi, D+DT > 0, F +FT > 0 (k = 1, 2;
l = 2, 3 (l > k); i = k, 3; j = i, 4) such thatϒ0 −H1

√
hM2

∗ −H2−HT
2 0

∗ ∗ −R̃

< 0, (36)

ℑ11 ℑ12
√

hM1

∗ ℑ22 0
∗ ∗ −R̃

< 0, (37)

where all notations are same as Theorem 1.

Proof: The proof is omitted since this proof is same as
Theorem 1. �

Remark 6: Theorem 2 offers a criterion to check the
passivity of delayed neural networks (35) with (2)-(4).
Compared with the work in [7,9,10,13,15,23], an aug-
mented LKF, including the delay-product term and the
single-integral-based term, and a new negative condition
of the cubic polynomial with slack matrices are adopted
to reduce the conservatism of the resulting criterion.

Applying Lemma 2 instead of Lemma 3 to deal with the
cubic polynomial inequality in Theorem 2, the following
corollary can be established.

Corollary 2: For given positive scalars h, µ , and γ , the
delayed neural networks (35) satisfies conditions (2)-(4) is
passive if there exist symmetric matrices Pk > 0, Qi > 0,
R j > 0, diagonal matrices Ω j > 0, Γi > 0, Γkl > 0, and any
matrices Mk, Gi (k = 1, 2; l = 2, 3 (l > k); i = k, 3; j = i,
4) such that[

ϒ(0)
√

hM2

∗ −R̃

]
< 0, (38)[

ϒ(h)
√

hM1

∗ −R̃

]
< 0, (39)[

h3ϒ3 +ϒ(0)
√

hM2

∗ −R̃

]
< 0, (40)[

−h2(3hϒ3 +ϒ2)+ϒ(0)
√

hM2

∗ −R̃

]
< 0, (41)[

h3ϒ3−h2(3hϒ3 +ϒ2)+ϒ(0)
√

hM2

∗ −R̃

]
< 0, (42)

where notations are same as Theorem 1 and Corollary 1.

Remark 7: Since some slack matrices Hk, D and F are
added, it is clear to observe that the presented passivity
criteria in Theorems 1 and 2 require more decision vari-
ables. However, with the rapid development of computer
technology, solving the matrix conditions for such levels
of decision variables in Theorems 1 and 2 is no longer a
problem for high-performance computers.

Remark 8: If we take the input vector u(t) = 0 and
remove u(t) from ξ (t), the passivity problem of de-
layed neural networks is easily transformed into a sta-
bility problem. In contrast to the existing stability results
in [4,5,14,18,20,21], this paper’s main differences and ad-
vantages are that the condition ḣ(t) ≤ µ is weaker than
µ1 ≤ ḣ(t) ≤ µ2 in [4,5,14,18,20,21], where µ1 and µ2 are
real constants. Moreover, this paper incorporates a class
of uncertain delayed neural networks. Then the consid-
ered delayed neural networks in this paper is more general.
Furthermore, in the case of µ1 ≤ ḣ(t) ≤ µ2, the obtained
stability criterion will generally be less conservative by
considering augmented LKF with more delay information
in combination with the proposed negative condition of
the cubic polynomial.

Remark 9: It is worth pointing out that the proposed
method is generalized. The authors focus on extending the
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proposed idea to other control topics in the future, such as
H∞ control [2] and state estimation [3,19].

4. NUMERICAL EXAMPLES

Two numerical examples are given to illustrate the im-
provement and the effectiveness of the proposed criteria in
this section.

Example 1: Consider the following uncertain delayed
neural networks (1) with parameters

A=

[
2.2 0.0
0.0 1.5

]
, W1 =

[
1.0 0.6
0.1 1.5

]
,

W2 =

[
1.0 −0.1
0.1 0.2

]
, C1 =

[
1 0
0 1

]
, C2 =

[
0 0
0 0

]
,

H= 0.1I, E1 = 0.1I, E2 = 0.2I, E3 = 0.3I,

and the nonlinear function gi(xi) = 0.5(
∣∣xi +1

∣∣− ∣∣xi−1
∣∣)

(i = 1, 2), one has

L1 = diag{1, 1}, L2 = 0.

For various µ , the obtained maximum upper bounds
(MUBs) by Corollary 1, Theorem 1 and some similar
methods are listed in Table 1. The results show that the
MUBs by Theorem 1 outperform others, illustrating that
the proposed robust passivity criterion is less conservatism
than existing robust passivity criteria. Moreover, the ob-
tained MUBs by Theorem 1 are larger than those by
Corollary 1, which means that the proposed negative con-
dition of the cubic polynomial is more advanced than that
in [35].

Example 2: Consider the following delayed neural
networks (35) with parameters:

A=

[
2.2 0.0
0.0 1.8

]
, W1 =

[
1.2 1.0
−0.2 0.3

]
,

W2 =

[
0.8 0.4
−0.2 0.1

]
, C1 =

[
1 0
0 1

]
, C2 =

[
0 0
0 0

]
,

and the nonlinear function gi(xi) = 0.5(
∣∣xi +1

∣∣− ∣∣xi−1
∣∣)

(i = 1, 2), one has

L1 = diag{1, 1}, L2 = 0.

Table 1. The MUBs h for various µ (Example 1).

µ 0.3 0.5 0.7 1.0
[7] 1.909 1.900 1.895 1.887
[8] 2.135 2.054 1.915 1.907

[10] 2.411 2.311 2.233 2.186
[11] 2.930 2.665 2.499 -
[13] 3.169 2.910 2.767 2.562

Corollary 1 3.541 2.947 2.781 2.697
Theorem 1 4.163 3.330 3.053 2.953

Table 2. The MUBs h for various µ (Example 2).

µ 0.5 0.9 1.0
[7] 3.043 2.842 2.803

[15] 3.104 2.906 2.881
[9] 3.112 2.941 2.905

[10] 3.587 3.220 3.184
[13] 3.656 3.322 3.180
[23] 5.344 3.684 -

Corollary 2 4.863 3.578 3.542
Theorem 2 5.507 3.926 3.898

Fig. 1. State response of delayed neural networks (35).

For Example 2, by [7,9,10,13,15,23], Corollary 2, and
Theorem 2, the MUBs h for various µ are listed in Ta-
ble 2. From Table 2, the obtained results by Theorem 2 are
extremely superior to other methods in [7,9,10,13,15,23],
and Corollary 2. Furthermore, given the initial state x(0)=
[1, −1]T and a time-varying delay function h(t) = 5.507

2 +
5.507

2 sin
( t

5.507

)
. The state responses of delayed neural net-

works (35) are shown in Fig. 1, and the effectiveness of
the proposed method can be checked.

5. CONCLUSION

In this paper, the passivity analysis for delayed neural
networks has been studied. A sufficient condition on the
cubic polynomial inequality and a new augmented LKF
have been developed. Improved passivity criteria for de-
layed neural networks have been derived. Finally, the su-
periority of the improved passivity criteria has been veri-
fied through numerical examples.
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