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Abstract: Although deep reinforcement learning has recently achieved some successes in robot navigation, there
are still unsolved problems. Particularly, a robot guided by a distant ultimate goal is easy to get stuck in danger or
encounter collisions in dynamic crowded environments due to the lack of long-term perspectives. In this paper, a
novel subgoal-guided approach based on two-level hierarchical deep reinforcement learning with spatial-temporal
graph attention networks (ST-GANets), called SG-HDRL, is proposed for a robot navigating in a dynamic crowded
environment with autonomous obstacles, e.g., crowd. Specifically, the high-level policy, that models the spatial-
temporal relation between the robot and the obstacles using the obstacles’ trajectories by the designed high-level
ST-GANet, generates intermediate subgoals from a longer-term perspective over higher temporal scales. The sub-
goals give a favorable and collision-free direction to avoid encountering danger or collisions while approaching
the ultimate goal. The low-level policy, that similarly implements the designed low-level ST-GANet to implicitly
predict the obstacles’ motions, takes the subgoals as short-term guidance through an intrinsic reward incentive
to generate primitive actions for the robot. Simulation results demonstrate that SG-HDRL using ST-GANets has
better performances compared with state-of-the-art baselines. Furthermore, the proposed SG-HDRL is deployed
to an experimental platform based on omnidirectional cars, and experiment results validate the effectiveness and
practicability of the proposed SG-HDRL.

Keywords: Collision avoidance, graph attention networks, hierarchical deep reinforcement learning, robot naviga-
tion.

1. INTRODUCTION

Recently, with the rapid development of artificial intel-
ligence [1], autonomous mobile robots [2-4] have more
and more promising broad applications in real life, such
as service robots [5], logistic robots [6], etc. In these ap-
plications, robot navigation is a fundamental and critical
problem that needs to be solved. The most common case
is to make decisions in dynamic crowded environments
with autonomous obstacles. In particular, robots need to
not only avoid static obstacles, but also avoid dynamic
autonomous obstacles, such as pedestrians and other au-
tonomous robots. These obstacles have their own poli-
cies and intents, and can make autonomous decisions con-
stantly. Meanwhile, they are not able to form some kind
of communication with robots to cooperatively avoid col-
lisions with each other. In addition, robots mostly need to

face the challenge of navigation in crowded environments
with a large number of dense obstacles, e.g., crowd, which
requires that robot navigation has a long-term perspective.
Therefore, finding collision-free, time efficient paths in
dynamic crowded environments remains challenging for
robot navigation.

Related works of robot navigation can be roughly clas-
sified into model-based and learning-based approaches
[7-9]. The model-based approaches need to predict the
future states of the environment using domain knowl-
edge, including reaction-based methods and trajectory-
based methods. The former adopts one-step interaction
rules based on geometry or physics to avoid collisions
with obstacles [10-12]. These methods are short-sighted
as they only consider the next step state, which easily
leads robots to generate oscillatory and unnatural behav-
iors. In contrast, the trajectory methods compute plans
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on a longer-term perspective to generate smoother paths,
but they are computationally expensive and require more
knowledge of unobservable states [13,14]. Furthermore,
these model-based approaches typically need to depend
on obstacles’ precise control models, which are difficult
to obtain in practice, especially in dynamic crowded envi-
ronments.

Recent studies show that the learning-based approaches
have great potential in robot navigation [15,16]. These ap-
proaches mainly adopt deep reinforcement learning meth-
ods to learn a value or policy function that implicitly en-
codes navigating behaviors [17,18]. They focus on build-
ing an end-to-end network mapping from the states of en-
vironments to actions [19-21]. To better understand the en-
vironments, some of them model relations between a robot
and obstacles. Everett et al. use Long Short-Term Memory
(LSTM) [22] to process the observation information of an
arbitrary number of obstacles, which packages all obsta-
cles’ information [23]. This method ignores that different
obstacles have different effects on the robot. To deal with
this shortcoming, Chen et al. model different relations be-
tween a robot and obstacles through attention mechanisms
[24]. Although the learning-based approaches have made
progress, there are still the following unsolved issues:

1) These approaches only use distant ultimate goals to
guide a robot. In fact, the initial position of the robot
is usually far away from the ultimate goal, and the
goal has no meaningful guidance for collision avoid-
ance and easily enables the robot to encounter danger
or collisions due to the lack of long-term perspectives.
Subgoals can be used as short-term guidance goals,
which give a favorable and collision-free direction for
approaching the ultimate goal from a long-term per-
spective [25,26]. This is of great significance for effi-
cient and safe robot navigation.

2) These approaches only considers the states of obsta-
cles in current step, which is difficult to predict the
motions of the obstacles without analyzing the ob-
stacles’ trajectories. This leads to generating short-
sighted behaviors for the robot. The trajectories of the
obstacles can explicitly reflect their behavior policies
and intents. By understanding the trajectories of the
obstacles, the robot can predict the obstacles’ motions
to avoid collisions with them safely.

For the first issue, one efficient way to generate sub-
goals for robot navigation is to leverage the concept of hi-
erarchical deep reinforcement learning (HDRL), in which
multiple layers of policies are trained to perform decision-
taking and control at consecutively higher levels of tempo-
ral and behavioral abstraction [27]. However, most works
of HDRL do not involve robot navigation or collision
avoidance problems [28,29]. For the second issue, the tra-
jectories of obstacles contain spatial and temporal infor-
mation in robot navigation problems. A natural idea is to

model the spatial-temporal relation between the robot and
obstacles to analyze the obstacles’ motions, including the
intents and policies.

Motivated by the above discussions, a new subgoal-
guided approach based on two-level HDRL with spatial-
temporal graph attention networks (ST-GANets), called
SG-HDRL, is proposed for a robot navigating in a dy-
namic crowded environment with autonomous obstacles.
In particular, the high-level policy, that models the spatial-
temporal relation between the robot and the obstacles
from the obstacles’ trajectories by the designed high-
level ST-GANet, generates intermediate subgoals from a
longer-term perspective by implementing in higher tempo-
ral scales. The subgoals give a favorable and collision-free
direction to avoid getting stuck in danger or encountering
collisions for approaching the ultimate goal. The low-level
policy, that similarly implicitly predicts the obstacles’ mo-
tions by the designed low-level ST-GANet, uses the sub-
goals as short-term guidance through an intrinsic reward
incentive to make motion decisions for the robot. In sum-
mary, the main contributions in this paper are listed as fol-
lows:

1) Differing from guidance with only one ultimate
goal, a novel subgoal-guided approach with two-level
HDRL, named SG-HDRL, is proposed to generate the
subgoals by the high-level policy to guide robot nav-
igation from a longer-term perspective.

2) In both the two hierarchical policies, differing from
just building the spatial structure relation between the
robot and the obstacles with attention mechanism, a
spatial-temporal graph attention network, ST-GANet,
is designed to model their spatial-temporal relation by
using the trajectories of the obstacles for predicting
the obstacles’ motions.

3) The execution and training of the two-level policies
in different temporal scales are realized in simula-
tions, and SG-HDRL using ST-GANets has a signif-
icant improvement in most evaluation criteria com-
pared with the existing methods. Furthermore, an ex-
perimental platform based on omnidirectional cars is
build to demonstrate the proposed SG-HDRL, and the
experiment results show that SG-HDRL has satisfac-
tory performance.

2. PROBLEM FORMULATION

In this paper, as shown in Fig. 1, the problem of safely
and efficiently navigating one robot to its goal position
using a subgoal-guided manner in a dynamic crowded en-
vironment that is populated by n autonomous obstacles
who have decision-making abilities is addressed. The au-
tonomous obstacles are able to make their own decisions
according to their intentions. More formally, the geom-
etry of the robot and the obstacles is modeled as a disc
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Fig. 1. Robot navigation in dynamic crowded environ-
ments with autonomous obstacles.

with an actual shape radius. In each time t, the robot
can obtain itself state ss

t = [pg, vpre f , pr
t , vr

t , rr] and ob-
servation state so

t = [so1
t , ..., son

t ], where soi
t = [pi

t , vi
t , ri],

i = 1, ..., n. Herein, its own state contains the goal posi-
tion pg = [pgx, pgy], the preferred speed vpre f , the current
position pr

t = [prx
t , pry

t ], the current velocity vr
t = [vrx

t , vry
t ]

and radius rr for the robot. The preferred speed vpre f is the
maximum speed with which the robot would move under
the condition that no other obstacles are on its way. The
observation state includes the states of the obstacles ob-
served by the robot, which contains the current position
pi

t = [pix
t , piy

t ], the current velocity vi
t = [vix

t , viy
t ] and ra-

dius ri for obstacle i. Meanwhile, the moving trajectories
of the obstacles, including the states from time t − T to
time t, are considered and define the history state of the
robot as τ(t,T ) = [ss

t , so
t , ..., so

t−T ], where T represents the
length of historical time taken into account. Besides, the
dynamic of the robot is modeled as a first-order integrator.
Hence, the velocity of the robot is taken as the primitive
action, i.e., at = vt . For the navigation problem, a navi-
gating scheme π : (τ(t,T )) 7→ at can be developed through
minimizing the expected time E[tg] to the goal under the
condition of avoiding collision with the obstacles [17]

argmin
π(τ(t,T ))

E[tg‖τ(t,T ),π], (1)

s.t. ||pr
t − pi

t ||2 > rr + ri ∀t, (2)

pr
tg = pr

g, (3)

pr
t = pr

t−1 +∆t ·π(τ(t−1,T )),

pi
t = pi

t−1 +∆t · π̃i, i = 1, ..., n, (4)

Fig. 2. Hierarchical control flow.

where (2) is the constraint of avoiding collision, (3) is the
constraint of reaching the goal, (4) is the kinematics con-
straint, π̃i is the moving policy of obstacle i. It can be seen
that the expectation in (1) is closely related to the obsta-
cles’ policies that are unknown for the robot.

The navigation problem is difficult to be solved directly
by optimization methods, while it can be expressed as
a sequential decision-making problem, which can be ad-
dressed in the deep reinforcement learning (DRL) frame-
work. In this paper, a novel HDRL method is designed to
develop a two-level navigating scheme π(τ(t,T )) that in-
cludes high-level policy πh : (τ(t,T )) 7→ ah

t and low-level
policy π l : (τ(t,T ),s

sg
t ) 7→ at . Herein, ah

t = ∆pr
t is the high-

level policy’s action, where ∆pr
t represents the relative po-

sition with the robot. The high-level policy’s action is used
to generate a subgoal psg

t = ∆pr
t + pr

t . Meanwhile, ssg
t is

the relative position between the robot and the subgoal
at time t. Furthermore, in both the high-level policy and
the low-level policy, ST-GANet is designed to model the
spatial-temporal relation between the robot and the obsta-
cles, which implicitly predicts the obstacles’ motions for
helping to solve the problem in (1).

HDRL is a promising approach which can extend tra-
ditional DRL methods to solve more difficult tasks. In the
context of HDRL, multiple layers of policies are trained
to perform decisions and controls at different levels of
temporal and behavioral abstraction [27]. As shown in
Fig. 2, the hierarchical control flow of two-level HDRL is
presented. The high-level control flow represents that the
high-level policy makes decisions over multiple timesteps,
and the low-level control flow represents that the low-level
policy are implemented to generate primitive actions ev-
ery timestep. In the hierarchical policies, of which only
the lowest policy applies primitive actions to the environ-
ment, higher levels are able to be trained to plan over a
longer temporal scale [30]. In addition, the high-level pol-
icy learning need to extend traditional Markov decision
process to semi-MarKov decision process as it may last
for multiple timesteps. Recently, some progress has been
made in HDRL [31,32]. In order to learn different lev-
els of temporal abstraction, these works consider that a
high-level policy is learned to obtain goals over multi-
ple timesteps, and a low-level policy is trained over one
timestep to achieve high-level goals. In this paper, two-



Robot Subgoal-guided Navigation in Dynamic Crowded Environments with Hierarchical Deep Reinforcement ... 2353

level HDRL is used in robot navigation settings and a
subgoal-guided approach is proposed to solve robot navi-
gation in dynamic crowded environments.

3. APPROACH

In this section, a new subgoal-guided navigation ap-
proach based on two-level HDRL using ST-GANets,
called SG-HDRL, is designed for a robot navigating in a
dynamic crowded environment. The approach adopts the
high-level policy to generate the subgoals, and the low-
level policy to produce primitive actions for the robot.
In the following, firstly, the overall design of SG-HDRL
is given. Then, ST-GANet structure, high-level and low-
level policy components are presented in detail. Finally,
the training algorithm of SG-HDRL is shown.

3.1. Overall design of SG-HDRL
As shown in Fig. 3, the overall structure of SG-HDRL

mainly consists of two components: 1) The high-level pol-
icy component with ST-GANet is designed to automati-
cally generate subgoals every c timesteps from a longer-
term perspective; 2) The low-level policy component with
ST-GANet uses the subgoals as short-term guidance to
make motion decisions for the robot navigation every
timestep. Moreover, the high-level and low-level policy
components both adopt the ST-GANet structure, which is
designed to model the spatial-temporal relation between
the robot and the obstacles for predicting the obstacles’
motions.

3.2. Spatial-temporal graph attention network struc-
ture

In reality, a multi-agent system can be naturally described
as a graph structure which implies relations in the spa-
tial domain. Meanwhile, graph neural network (GNN)

Fig. 3. The overall structure of SG-HDRL.

Fig. 4. Spatial-temporal graph attention network structure.

is widely used and deeply studied to process graph-
structured data [33]. In the robot navigation task, the robot
and autonomous obstacles form a multi-agent system. A
natural idea is that their spatial relations can be modelled
through GNN. Moreover, GNN with attention mechanism
can selectively extract different spatial relations. In this
paper, a graph attention network (GANet) based on the at-
tention mechanism Transform [34] is designed to model
the spatial relations between the robot and obstacles. Fur-
thermore, modeling the relations between the robot and
the obstacles over the past period of time is greatly helpful
to predict the motions of the obstacles. Long Short Term
Memory (LSTM) [22] is a mature network for processing
timing series data. Naturally, LSTM can be used to model
and process the temporal relations between the robot and
the obstacles from time t−T to current time t.

Therefore, as shown in Fig. 4, a ST-GANet composed of
one LSTM and multiple GANets is designed to model the
spatial-temporal relation between the robot and obstacles,
and extract the influence relation embedding of the obsta-
cles on the robot, which implicitly infers the obstacles’
motions. Besides, the high-level ST-GANet and the low-
level ST-GANet are two networks with the same structure
and different parameters for the high-level and low-level
policies, respectively.

In each ST-GANet, firstly, the spatial relations between
the robot and the obstacles from time t−T to time t are
modeled using multiple GANets with the same structure
and different parameters, and the spatial relation embed-
dings (i.e., h̃t−T , ..., h̃t) are extracted. Then, these spatial
relation embeddings are fed into LSTM in the order of
time. Finally, the LSTM’s final hidden state h is regarded
as the influence relation embedding of the obstacles on the
robot, which is a fixed-length embedding, reflecting the in-
fluence of the robot’s surrounding environment (obstacles)
on the robot. Moreover, this influence relation embedding
(i.e., h) implicitly represents the spatial-temporal relation
between the robot and the obstacles, which implicitly pre-
dicts the obstacles’ motions.

In the following, how to model the spatial relation at
each time by one GANet is mainly presented. As shown on
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the left side of Fig. 4, the modeling process of the spatial
relation between the robot at time t and the obstacles at
time t−T is given. This modeling process consists of state
encoding and a GANet.

State encoding: Firstly, the observation state so
t−T =

[so1
t−T , ..., son

t−T ] and its own state ss
t of the robot are en-

coded as the state embeddings (i.e., s̃o
t−T = [s̃o1

t−T , ..., s̃on
t−T ],

s̃s
t ) of the same length through two fully-connected (FC)

networks, respectively.
GANet: Then, the state embeddings (i.e., s̃o

t−T , s̃s
t ) are

fed into a GANet. In the GANet, the calculation process
mainly includes the following four steps.

a) First of all, each obstacle i computes a query
Qi

t−T =W q
t−T s̃oi

t−T , value V i
t−T =W v

t−T s̃oi
t−T and key Ki

t−T =
W k

t−T s̃oi
t−T vectors where W q

t−T ,W
v

t−T ,W
k

t−T are learnable
parameter matrixes.

b) Similarly, the robot also need to compute a query
Qs

t−T = W q
t−T s̃s

t , value V s
t−T = W v

t−T s̃s
t−T and key Ks

t−T =
W k

t−T s̃s
t−T vectors.

c) After receiving the query-value pair (Q j
t−T ,V

j
t−T )

from the obstacles and the robot ( j ∈ {i, s}), the robot
firstly assigns weight ws j

t−T to each of the state informa-
tion from the obstacles and the robot

ws j
t−T = so f tmax(

Q j
t−T (K

s
t−T )

T

dK
), (5)

where dK is the dimensionality of the key vector and (·)T

is a transpose operation.
d) The robot then aggregates all the state information

by calculating a weighted sum of the values (i.e., V j
t−T ) of

all the obstacles and itself, and then performing a linear
transformation, i.e.,

h̃t−T =W p
t−T ∑ws j

t−TV j
t−T , (6)

where W p
t−T is also a learnable parameter matrix, h̃t−T is

a spatial relation embedding which implicitly represents
the spatial influence relation between the robot and the
obstacles.

3.3. High-level policy component
As shown in the high-level policy component of Fig. 3,

the high-level policy πh(τ(t,T )) is a greedy policy about a
subgoal action-value function Qh

φ
, i.e.,

π
h(τ(t,T )) ∈ argmax

ah
Qh

φ (τ(t,T ),a
h), (7)

where Qh
φ
(τ(t,T ),ah) is parameterized by φ using a high-

level policy network, mapping from the history state space
to high-level action space.

High-level policy network structure: The high-level
policy network mainly consists of a high-level ST-GANet
and one three-FC-layer network. This network takes the
history state as input and outputs high-level action val-
ues of the robot. In particular, the history state τ(t,T ) of

the robot is fed into the high-level ST-GANet (i.e., ST -
GANeth). The ST-GANet outputs the influence relation
embedding of the obstacles on the robot, i.e., hh

t . Then,
the embedding is concatenated with the robot’s own state
ss

t to form a mixing vector shv
t , which contains the knowl-

edge of the robot’s state and the surrounding environment.
The mixing vector is fed into the three-FC-layer network,
and the outputs are high-level action values of the robot.

High-level action: In addition, the high-level action
ah

t =∆pr
t = [phx

t , p
hy
t ] is the relative position with the robot,

which is not a real subgoal. Hence, the subgoal psg
t =

pr
t +ah

t is equal to the high-level action plus the robot’ cur-
rent position, and is updated after executing the high-level
policy every c timesteps, otherwise it remains unchanged.

Extrinsic reward function: In this work, a sparse ex-
trinsic reward function RE(st ,at) is defined to guide the
robot navigation. Specifically, the extrinsic reward func-
tion is specified to award the robot for reaching its goal
(3), and penalize the robot for getting too close or collid-
ing with the autonomous obstacles (2)

RE(st ,at) =


10, if pr

t+1 = pg,

−2.5, else if dmin
t < 0,

(dmin
t −D) ·5∆t, else if dmin

t < D,

0, otherwise,
(8)

where dmin
t is the minimum separation distance between

the robot and the obstacles within a duration of [t−∆t, t],
and D denotes the threshold of an uncomfortable distance
between the robot and the obstacles. During the robot nav-
igation, the extrinsic reward is obtained directly from the
environment.

High-level optimization objective: The optimization
objective of the high-level policy is to maximize the ex-
pected cumulative discount high-level return from the ex-
trinsic reward of the environment, resulting in an effective
high-level policy, i.e.,

argmax
πh

Est ,P,ah
t ∼πh,at∼π l

[(K/c)−1

∑
t̃=0

γ
t̃
h

(t̃+1)∗c−1

∑
t=t̃∗c

RE(st ,at)

]
,

(9)

where γh is a larger discount factor that can make the pol-
icy consider more long-term return, which implicitly gives
the policy a longer-term perspective, P denotes the envi-
ronment transition probability, K represents the total num-
ber of timesteps in an episode, c denotes the timestep in-
terval of the high-level policy execution. Herein, the used
extrinsic reward is the received reward of the robot from
the environment in the navigation task at every timestep.
Note that the high-level policy generates the subgoals to
guide the learning of the low-level policy that is used to
directly interact with the environment (presented in the
low-level policy component). The high-level policy can



Robot Subgoal-guided Navigation in Dynamic Crowded Environments with Hierarchical Deep Reinforcement ... 2355

indirectly affect the received extrinsic reward of the robot.
Moreover, through maximizing the high-level return (9),
the high-level policy can generate the optimal subgoals for
the robot navigation from a longer-term perspective over
large temporal scales.

3.4. Low-level policy component
As shown in the low-level policy component of Fig. 3,

the low-level policy is a greedy policy about a primitive
action-value function Ql

θ
, i.e.,

π
l(τ(t,T ),s

sg
t ) ∈ argmax

a
Ql

θ (τ(t,T ),s
sg
t ,a), (10)

where Ql
θ
(τ(t,T ),s

sg
t ,a) is parameterized by θ using a low-

level policy network.
Low-level policy network structure: The low-level

policy network is composed of a low-level ST-GANet
and one three-FC-layer network, which takes the history
states and subgoal state as input and outputs the primitive
action values of the robot. Specifically, the history state
τ(t,T ) is used as the input of the low-level ST-GANet (i.e.,
ST −GANet l), and its output is the influence relation em-
bedding hl

t of the obstacles on the robot. Next, the em-
bedding is concatenated with the robot’s own state ss

t and
subgoal state ssg

t to form a new joint vector slv
t . This vec-

tor is fed into a three-FC-layer network to generate prim-
itive action values of the robot. Herein, the subgoal state
ssg

t = psg
t − pr

t is the relative position of the robot from its
subgoal.

Primitive action: The robot performs the primitive ac-
tion to directly act on the environment. In this paper, the
velocity of the robot is taken as its primitive action, i.e.,
at = vt . The low-level policy outputs the primitive ac-
tion interacting with the environment, and is implemented
anew every timestep.

Low-level compound reward function: In order to
make the robot navigation be guided by the short-term
subgoals and the extrinsic reward function simultaneously,
a low-level compound reward function RL is defined for
the low-level policy learning. The low-level compound re-
ward is the weighted sum of the extrinsic reward RE and
an intrinsic reward RI , i.e.,

RL(st ,ah
t ,at) = RE(st ,at)+αRI(st ,ah

t ,at), (11)

where α is an adjustable hyper parameter. The intrinsic
reward RI is the distance between the current position of
the robot and its subgoal, defined by,

RI(st ,ah
t ,at) = clip(−‖pr

t+1− psg
t ‖2,−2,0), (12)

where psg
t = pr

t + ah
t , and the clip operation makes this

reward in the range of −2 to 0, which helps to prevent the
gradient explosion caused by the larger absolute value of
the reward. In this compound reward, the intrinsic reward
is specially designed to encourage the robot to approach

Algorithm 1: Training algorithm for SG-HDRL.

1: Initialize high-level Qh
φ
, target high-level Q̃h, low-

level Ql
θ
, target low-level Q̃l , high-level replay buffer

BH , and low-level replay buffer BL

2: for each episode do
3: τ(t,T ) = env.reset()
4: for each step t = 1, ...,K in episode do
5: if t mod c = 0 then
6: if t > 1 then
7: Compute Rt−c

H := ∑
t−c
t Rt

E
8: Store (τ(t−c,T ),Rt−c

H ) in replay buffer BH

9: end if
10: Select new ah

t by ε-greedy(Qh
φ
(τ(t,T ),ah))

11: Update subgoal psg
t = ah

t + pr
t

12: end if
13: Compute subgoal state ssg

t = psg
t − pr

t
14: Get at from ε-greedy(Ql

θ
(τ(t,T ),s

sg
t ,a))

15: τ(t+1,T ),Rt
E = env.step(at)

16: Compute Rt
L := Rt

E +αRt
I

17: Store (τ(t,T ),s
sg
t ,Rt

L) in replay buffer BL

18: end for
19: Update Q̃h = Qh

φ
, Q̃l

θ
= Ql

θ
every d episodes

20: Update Qh
φ

using LH from BH , Ql
θ

using LL from
BL

21: end for

its subgoal, but the extrinsic reward is retained to achieve
the ultimate goal and collision avoidance as well.

Low-level optimization objective: The optimization
objective of the low-level policy is to maximize the ex-
pected discount cumulative low-level return from the de-
fined low-level compound reward, resulting in an effective
subgoal-guided low-level policy, i.e.,

argmax
π l

Est ,P,ah
t ∼πh,at∼π l

[ K

∑
t=1

γ
t
l RL(st ,ah

t ,at)

]
, (13)

where γl is a discount factor smaller than γh. By maximiz-
ing the intrinsic reward in the low-level return, the low-
level policy that takes the subgoals generated by the high-
level policy as the short-term guidance for the robot nav-
igation can be generated. Moreover, the low-level policy
can generate efficient and collision-free primitive actions
for the subgoal-guided robot navigation due to the utiliza-
tion of the low-level compound reward.

3.5. Training algorithm of SG-HDRL
A novel hierarchical training algorithm based on deep

Q-learning algorithm [35] as shown in Algorithm 1 is de-
signed to train SG-HDRL. This algorithm can enable hier-
archical policies to be performed and trained over differ-
ent temporal scales. In particular, firstly, two target action-
value functions, i.e., Q̃h and Q̃l , are defined to be the same
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as Qh
φ

and Ql
θ

respectively, for the calculation of tempo-
ral difference (TD) targets. The parameters of Qh

φ
and Ql

θ

are initialized, and Q̃h = Qh
φ
, Q̃l = Ql

θ
. The high-level re-

play buffer BH and low-level replay buffer BL are set. Sec-
ondly, the high-level and low-level policies are performed
over different temporal scales for the robot navigation.
The generated samples by executing the high-level and
low-level policies are stored in BH and BL, respectively.
Thirdly, using the samples in BH and BL, the high-level
Qh

φ
and the low-level Ql

θ
are updated through two losses,

respectively, i.e.,

LH
φ := Eπh [(RH + γhQ̃h−Qh

φ )
2],

LL
θ := Eπ l [(RL + γlQ̃l−Ql

θ )
2]. (14)

Repeat the sample collection and the parameter updates of
Qh

φ
,Ql

θ
until the policies converge.

4. SIMULATION AND EXPERIMENT RESULTS

4.1. Simulation settings
A simulation environment for a robot navigating in n

autonomous obstacles based on CrowdNav proposed by
[24] is built to evaluate the performance of SG-HDRL.
In this simulation, the autonomous obstacles also need to
reach their respective goals without collisions. The au-
tonomous motion of the obstacles is realized by optimal
reciprocal collision avoidance (ORCA) [12], where the
parameters are sampled from a Gaussian distribution to
produce behavioral diversity. The robot implements the
proposed SG-HDRL or baseline methods to navigate to its
goal. It is assumed that the robot and obstacles are omni-
directional; that is they can move in any direction.

Moreover, a circle crossing scenario as shown in Fig.
5 is used for the simulation. In the circle crossing sce-
nario, the initial positions of n = 5 obstacles are randomly
positioned on a circle with a center as the coordinate ori-
gin (0,0) and a radius of 4m, remarked as, obstacle 1, ...,
obstacle 5. Random disturbance is added to the X and Y
coordinates of the initial positions. The goals of the ob-
stacles are symmetrical to the initial positions about the
center of the circle, e.g., g1, g2, g3, g4, g5. The initial po-
sition and goal of the robot are also symmetrical about
the center of the circle, which are (0,−4) and (0,4) re-
spectively. Meanwhile, the maximum speed and radius of
the robot and obstacles are 1 m/s and 0.3 m, respectively,
i.e., vpre f = 1 m/s, rr = 0.3 m, ri = 0.3 m (i = 1, ..., n).
According to the above settings, without considering col-
lision avoidance, the optimal navigation paths of the ob-
stacles and the robot will pass through the center of the
circle at the same time. Thus, the circle crossing scenario
can create dynamic crowded circumstances near the center
of the circle, which provides a dynamic crowded environ-
ment for robot navigation. In addition, to fully validate the
effectiveness of SG-HDRL, it is assumed that the robot is

Fig. 5. Circle crossing scenario.

invisible to the obstacles. This requires that the robot need
to actively avoid all the obstacles, while the obstacles react
only to the obstacles but not to the robot.

To highlight the performance of the proposed method,
ORCA [11] and LM-SARL [24] are used as baseline
methods. The LM-SARL method mainly adopts atten-
tion mechanism to model the interactive relation between
the robot and the obstacles. Besides, an ablation method,
called SG-HDRL-L, is developed to further verify the
effectiveness of the proposed subgoal-guided navigation
method. The ablation method only adopts the low-level
policy with the low-level ST-GANet, without the subgoals
guidance from the high-level policy.

4.2. Implementation details

In the robot navigation, the threshold of uncomfortable
distance D is 0.2 m. In each ST-GANet, the size of learn-
able parameter matrixes W q, W v, W k, W p are all (50,50),
and the length of historical time is set to 3, i.e., T = 3. The
high-level policy is implemented every two timesteps, i.e.,
c = 2. Besides, it is considered that the observation radius
of the robot is about 2 m (This can be adjusted accord-
ing to the actual situation), and the goal of the robot is
in front of it. Hence, the high-level action space is set to
contain 6 discrete actions: [2∗cosθ , 2∗sinθ ], θ = 0, π/4,
π/2, 3∗π/4, π and [0,0]. The primitive action space of the
low-level policy consists of 81 discrete actions: 5 speeds
exponentially spaced between (0, vpre f ], i.e., { e0.2−1

e−1 , e0.4−1
e−1 ,

e0.6−1
e−1 , e0.8−1

e−1 , 1}, with 16 headings evenly spaced between
[0, 2π) and stop action [24]. In each episode, termination
has three conditions: reaching the goal, collision and time-
out.

For the training phase, the number of training episodes
is 100k. The learning rates of the high-level and low-level



Robot Subgoal-guided Navigation in Dynamic Crowded Environments with Hierarchical Deep Reinforcement ... 2357

policies are both 0.00001. The high-level discount factor
γh is 0.98 and the low-level discount factor γl is 0.90. They
are trained with a batch size of 100 using Adam opti-
mizer. The exploration rates of the policies decrease lin-
early from 0.5 to 0.1 in the first 20k episodes and remain
0.1 for the remaining training episodes. Besides, the num-
ber of test episodes is 500.

4.3. Simulation results

Quantitative evaluation: To fully evaluate the effec-
tiveness and efficiency of the proposed method, the pro-
posed method and baseline methods are tested in the same
circle crossing scenarios. The test results are shown in Ta-
ble 1. As expected, the proposed SG-HDRL shows better
performance than the baseline methods and the ablation
method in the terms of success rate, safety level and cu-
mulative return. This is because the proposed method has
subgoals proposed by the high-level policy to guide the
robot navigation, which guides the robot cleverly to avoid
getting stuck in dangerous or collision situations. On the
contrary, the ORCA method fails badly. This is because
the invisibility of the robot violates the reciprocal assump-
tion. In addition, compared with the LM-SARL method,
the SG-HDRL-L method has a higher success rate and cu-
mulative return. This is because the LM-SARL method
only models interaction relation between the robot and the
obstacles through attention mechanisms, but does not pre-
dict the obstacles’ motions using their trajectories. In con-

trast, SG-HDRL-L using only low-level ST-GANet mod-
els the spatial-temporal relation between the robot and the
obstacles from the obstacles’ trajectories, which can im-
plicitly predict obstacles’ motions. This allows the robot
to better avoid the autonomous obstacles. Meanwhile, SG-
HDRL is outperforming SG-HDRL-L in terms of success
rate, navigation time and cumulative return. This ablation
contrast simulation highlights the superiority of the robot
navigation through the subgoal guidance. Although not a
large margin, this superiority indicates the benefits of the
robot subgoal-guided navigation.

In order to further verify the generalization of the pro-
posed method, the robot’s policy learned by the proposed
SG-HDRL is evaluated in new scenarios without any fine-
tuning. In particular, firstly, the learned policy of the robot
is obtained in a circle crossing training scenario with 5 au-
tonomous obstacles. Then, the learned policy is performed
and tested in new circle crossing scenarios where the num-
ber of the autonomous obstacles is different from that of
the training scenario. Four new scenarios with 2, 4, 6, 8
obstacles are selected, respectively. The test results are
shown in Table 2. The results show that the greater the dif-
ference in the number of obstacles between the new sce-
narios and the training scenario, the more obvious the per-
formance degradation is. This is because there are many
situations in the new scenarios that have not been encoun-
tered in the training scenario. The greater the difference,
the more the situations that are not encountered in the

Table 1. Performance of the baseline methods and the proposed method in the circle crossing scenario with n = 5 au-
tonomous obstacles. Danger frequency refers to the duration of the robot being too close to obstacles. “Avg.
min dis.” refers to the average minimum distance between the robot and the obstacles. Time to goal is com-
puted on successful cases. “Avg. Return” refers to the average cumulative extrinsic return of the robot, i.e.,
E[∑K

t=1 RE(st ,at)].

Methods
% Failures

(% collisions/
% timeout) ↓

Time to goal (s) (Avg. / 75th / 90th percentile) ↓ Avg. return ↑ / % Danger frequency ↓ /
Avg. min dis. (m)

↓
ORCA [11] 57.0±3.0 (56.6/0.4) 10.93±1.82 / 11.75±1.63 / 13.00±0.94 0.81±0.12 / 30.0±6.0 / 0.08±0.02

LM-SARL [24] 7.0±2.0 (7.0/1.0) 10.98±0.24 / 11.50±0.34 / 12.25±0.36 5.35±0.18 / 14.0±3.0 / 0.16±0.00

RN-ST-GANet 3.0±1.0 (3.0/0.0) 11.26±0.34 / 12.00±0.38 / 12.75±0.38 5.68±0.19 / 3.0±2.0 / 0.14±0.01

SG-HDRL (ours) 1.0±1.0 (1.0/0.0) 10.56±0.25 / 11.00±0.23 / 11.75±0.14 5.98±0.18 / 4.0±1.0 / 0.15±0.01

Table 2. Navigation generalization performance in circle crossing scenarios with different number of autonomous obsta-
cles through the SG-HDRL method (ours).

Number of
autonomous

obstacles

% Failures
(% collisions/
% timeout) ↓

Time to goal (s) (Avg. / 75th / 90th
percentile) ↓

Avg. return ↑ / % Danger frequency ↓ /
Avg. min dis. (m) ↓

2 4.0±1.0 (1.0/3.0) 9.64±0.23 / 10.00±0.21 / 10.50±0.13 6.07±0.11 / 1.0±1.0 / 0.15±0.02

4 1.0±2.0 (1.0/0.0) 10.19±0.25 / 10.50±0.26 / 11.25±0.19 6.09±0.12 / 4.0±2.0 / 0.15±0.01

6 4.0±1.0 (3.0/1.0) 10.89±0.36 / 11.50±0.27/ 12.25±0.20 5.67±0.22 / 4.0±2.0 / 0.14±0.01

8 9.0±2.0 (6.0/3.0) 11.65±0.23 / 12.50±0.20 / 13.50±0.18 5.07±0.21 / 7.0±3.0 / 0.14±0.01
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training. The learned policy of the robot generally has a
mediocre performance when it is performed in new situ-
ations that are not encountered in the training. Neverthe-
less, the learned policy still has a low failure rate when
the number of the obstacles is 2, 4, 6, 8 in the simulation.
Moreover, in these new scenarios, the learned policy can
get a high reward and be able to reach the goal fast. There-
fore, the results indicate that the proposed method has
good generalization and robustness in dynamic crowded
environments.

Qualitative evaluation: The illustration of trajectories
using different methods is shown in Fig. 6. The blue cir-
cle represents the robot, and the orange circles represent
the autonomous obstacles. When finding the obstacles,
ORCA and LM-SARL demonstrate excessive aggressive-
ness and conservative behaviors to approach the goal re-
spectively. In contrast, SG-HDRL-L using the low-level
ST-GANet and SG-HDRL using ST-GANets can keep
a safe distance from the obstacles to approach the goal
quickly. This is because the designed ST-GANets can pre-
dict the behaviors and intentions of the autonomous ob-
stacles, and avoid them in advance. Besides, the proposed
SG-HDRL takes less time to reach the goal compared with
SG-HDRL-L. This is due to the guidance of the subgoals.
The subgoals can guide the robot to avoid getting stuck in

(a) ORCA. (b) LM-SARL.

(c) SG-HDRL-L. (d) Our SG-HDRL.

Fig. 6. Trajectories using different methods in the circle
crossing scenario with 5 autonomous obstacles.
Circles are the position of robot and obstacles at
the labeled times.

danger or encountering collisions in dynamic crowded en-
vironments from a long-term perspective, which can help
the robot to reach the goal quickly while keeping a safe
distance from the obstacles.

To fully analyze and verify the effectiveness of the pro-
posed method, two typical scenarios are further investi-
gated, as shown in Fig. 7. In scenario 1 (Fig. 7(a)), the
positions of the robot and the obstacles are relatively scat-
tered. The robot controlled by the proposed method is
able to bypass the obstacles in advance through the sub-
goal guidance (green star), instead of moving directly to-
wards the ultimate goal. This navigation scheme enables
the robot to avoid getting stuck in dangerous situations,
which can promote the efficiency of the navigation. In Fig.
7(c), it can be seen that the highest value action is toward
the direction of the subgoal in scenario 1, which means
that the proposed method learns the subgoal-guided navi-
gation and it is even explainable. In scenario 2 (Fig. 7(b)),
the robot is in a dangerous situation with five obstacles
around. Meanwhile, it can be found that the space on the
front right side of the robot will become larger in the next
step according to the velocities of the obstacles. As ex-
pected, the robot also find the space, and it moves to the
space by the subgoal guidance (green star). As shown in
Fig. 7(d), the most valuable action direction is exactly the
result of the previous analysis. Through the qualitative
evaluation, it can be concluded that the subgoal-guided
policy can take adequate and reasonable actions for safe
and efficient navigation.

4.4. Experiment results
Besides the simulations, physical experiments are also

implemented to evaluate the performance of the proposed
SG-HDRL. As shown in Fig. 8, an experimental platform
based on omnidirectional cars is built to deploy the pro-
posed SG-HDRL. The experimental platform consists of
omnidirectional cars, a ground control station, a wireless
router and a NOKOV motion capture system. Details are
given as follows.

1) Omnidirectional cars: The size of a car is about 234
mm (radius)× 300 mm (height). Each car is equipped
with three Mecanum wheels with 30 mm radius,
which make the car move in any direction. As shown
in the bottom of Fig. 8, a three-layer control architec-
ture is designed for each car. Specifically, the STM32-
based motor drive board forms the bottom control
level layer. The open-source flight control board (Pix-
hawk) and its sensor modules form the middle control
level layer. The coprocessor NVIDIA Jetson TX2 and
external sensors form the highest local sensing and
decision-making level layer. Throughout the architec-
ture, the highest level layer is responsible for the run-
ning decision-making algorithms such as robot navi-
gation or collision avoidance algorithms investigated
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in this paper. The middle layer is used to receive the
desired command, and run on-board sensing and po-
sition/attitude control algorithms. The bottom layer is
responsible for receiving the desired velocities from
the middle layer, and driving the motor according to
the calculated PWM.

2) Ground control station: The ground control station
(GCS) is a central point connecting to all the cars. All
the cars can be controlled independently or centrally
by GCS. Besides, GCS is used to record and display
state data and trajectories of the cars. In this article,

(a) Scenario 1. (b) Scenario 2.

(c) Action value in scenario 1. (d) Action value in scenario 2.

Fig. 7. Value estimates of primitive actions in two scenar-
ios.

NVIDIA Jetson TX2
• Run the high-level

algorithm

Pixhawk

• Run the mid-level on-
board sensing and
control algorithm

• Low-level DC motor
driving

Command

PWM

Omnidirectional Cars CameraSwitch

NOKOV Motion Capture System

Ground Control
Station

Wireless 
Router

Wireless Node

RC Receiver

DC Motor and 
Mecanum

Wheel

Omnidirectional Car

High-level local sensing
and decision-making

Low-level motor driving

On-board 
Sensor

Experimental Platform

Lidar

Motor Drive
Board

STM32

Mid-level on-
board sensing 
and control

Fig. 8. Experimental platform based on omnidirectional
cars.

the control system of the cars is totally decentralized.
Each car independently analyzes and processes the
environment information, and finally outputs the de-
cision to control itself, without communicating with
other cars.

3) NOKOV motion capture system: The NOKOV mo-
tion capture system [36] is used as the indoor posi-
tioning system which can provide milimeter-level po-
sition measurement. The motion capture system con-
sists of several infrared cameras, one switch, and a set
of infrared markers mounted on the top of the cars.

4) Wireless router: The wireless router is accountable
for the transmission of information. For example, the
ground control station sends commands to each car
through the router, and the NOKOV motion capture
system sends the position and velocity of the cars to
each car through the router.

Table 3. Main components and features of the experimental platform.

Components Model number Features

Omnidirectional car Three Mecanum wheels Size: 234 mm (radius) × 146 mm (height); Max speed:
1.5 m/s; Weight: 1.5 kg

NVIDIA Jetson TX2 / Computing capability: 1.33 TFLOPs; Memory: 8 GB; GPU:
256-core NVIDIA Pascal

Pixhawk 4 Mini Main FMU processor: ST M32F765; Barometer: MS5611;
Acel/Gyro: ICM−20689,BMI055; Magnetometer: IST 8310

NOKOV motion capture NOKOV MARS 1.3H Resolution: 1280×1024; Frame rate: 240 Hz; 3D accuracy:
±0.2 mm; Latency: 4.2 ms

Motor MG513P30-12V Rated current: 0.36 A; Rated voltage: 12 V; Rated power: 4 W

Wireless router GT-AC5300 Max transmission rate: 1732 Mbps; Working frequency band:
5 GHz

Battery 4S-5300mAh-30C Capacity: 5300 mAh; Discharge rate: 30 C; Voltage: 14.8 V
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(a) 3 obstacle scenario. (b) 5 obstacle scenario. (c) 7 obstacle scenario.

Fig. 9. Navigation trajectories of physical experiments.

In addition, the main components and their features of
the experimental platform are given in Table 3.

Based on the abovementioned experimental platform,
the performance of the proposed SG-HDRL through phys-
ical experiments is evaluated. In the physical experiments,
one car is used as the robot and the rest as the autonomous
obstacles. The robot adopts the policy learned in the sim-
ulation of the circle crossing scenario with 5 autonomous
obstacles by using SG-HDRL, and the autonomous ob-
stacles use ORCA algorithm as their policies. Moreover,
these policies are implemented on NVIDIA Jetson TX2 of
their respective cars in the form of Python codes, respec-
tively. The states of the cars are obtained through NOKOV
Motion Capture, and distributed to all the cars. Mean-
while, the history states of all the autonomous obstacles
from time t− 3 to time t are saved for the robot’s policy
obtained by the proposed SG-HDRL. Besides, the initial
position and goal point of the robot are the same as those
of the simulation, which is conducted to check whether
the navigation task can be successfully completed.

After that, three physical experiments: 3 obstacle sce-
nario, 5 obstacle scenario and 7 obstacle scenario are se-
lected to evaluate the performance of the proposed SG-
HDRL deployed in the real-world settings. The trajecto-
ries are collected and shown in Fig. 9. The blue line rep-
resents the trajectory of the robot, and the orange lines
represents the trajectories of the autonomous obstacles.
The arrows indicate the moving directions of the robot
or the obstacles. The trajectories show that the robot can
safely and efficiently reach the goal while avoiding colli-
sion with the obstacles. For these experimental results, it
can be concluded that the proposed SG-HDRL is verified
in the physical experiments and has the ability of practical
application. Moreover, although there may be sim-to-real
problems affecting robot navigation performance on the
experimental platform, such as positioning accuracy error,
control accuracy error and the error between the size of
the car and that in the simulation, the navigation task can
still be accomplished in the physical experiments. There-
fore, these results provide a persuasive evaluation that the
proposed method can bridge the gap between simulation
and reality.

5. CONCLUSION AND FUTURE WORK

In this paper, SG-HDRL based two-level HDRL us-
ing ST-GANets is proposed to address the problem of a
robot navigating in a dynamic crowded environment with
autonomous obstacles. Specifically, the high-level policy
with ST-GANet generates intermediate subgoals from a
longer-term perspective. The subgoals provide a favorable
and collision-free direction to avoid danger or collisions
while approaching the ultimate goal. The low-level pol-
icy with ST-GANet takes the subgoals as short-term guid-
ance and intrinsic motivation to generate safe and effi-
cient primitive actions for the robot navigation. In the two-
level policies, ST-GANet is designed to model the spatial-
temporal relation between the robot and the obstacles for
predicating the obstacles’ motions. Simulation and phys-
ical experiment results show the effectiveness and gener-
alization of SG-HDRL, which outperforms the baseline
methods in terms of navigation safety and task accom-
plishments. In the future, this paper’s innovations will be
leveraged to investigate how to conduct cooperative navi-
gation in a fully decentralized multi-robot system.
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