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Abstract: When it comes to optimal dynamic localization, high accuracy and robustness localization is the main
challenge for the autonomous mobile robot. In this paper, an optimal dynamic localization framework with inte-
grating sensors fusion is considered. The global point map is utilized to provide absolute pose observation infor-
mation, and the multi-sensor information is applied to realize robust localization in complex outdoor environments.
The multi-sensor technique, including 3D-Lidar, global positioning system (GPS), and inertial measurement unit
(IMU), is adopted to construct the global point map by pose optimization so that the absolute position and attitude
observation information can still be provided when the outdoor GPS signal fails. Meanwhile, in the case of optimal
localization, the system kinematics equation is constructed by the IMU error model, and the map pose is matched
by map scanning. Moreover, the GPS position information participates in multi-source fusion when the GPS signal
is reliable. Finally, the experimental results show that the average localization error is within 0.05 meters, reflecting

the flexibility of dynamic localization.
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1. INTRODUCTION

When it comes to optimal dynamic localization, high
accuracy, and robustness localization is the main challeng-
ing for the autonomous mobile robot [1-6]. Many local-
ization methods have been applied to the dynamic op-
timal localization of autonomous mobile robots such as
GPS-IMU, SLAM, a priori map-based localization [7-13].
However, these methods often result in unstable localiza-
tion or even divergence in some scenes, such as satellite
signal loss, sparse scene features and dynamic targets in
the field of view. Therefore, we propose a multi-sensor fu-
sion localization method to realize the optimal dynamic
localization for autonomous mobile robots.

There are many kinds of localization methods applied
to the autonomous mobile robot. Global positioning sys-
tem (GPS) [14] is the most commonly used localization
system in autonomous mobile robots. Still, the accuracy
of GPS can not be guaranteed in areas with signal oc-
clusion (such as under trees, urban canyons or tunnels)
and is affected by the multipath effect [15]. Inertial mea-
surement unit (IMU) uses dead reckoning to estimate the
position and attitude. This method does not rely on ex-

ternal signals, and the localization is more accurate in a
short time, but it is easy to produce large cumulative error
in a long time, resulting in localization failure [16]. Si-
multaneous localization and mapping (SLAM) has been
used in autonomous mobile robot dynamic optimal lo-
calization in recent years: it is mainly divided into lidar
slam and visual slam. Oriented FAST and rotated BRIEF-
SLAM (ORB-SLAM) [17] is a visual slam technology
with high performance in pose estimation, but this method
will lead to localization failure when affected by illumi-
nation changes. Lidar odometry and mapping (LOAM)
[18] is a lidar slam localization method. This method is
not affected by illumination change and showed high per-
formance in KITTI [19] but has the cumulative error. In
some large environments, the test track drift is serious,
and the amount of calculation is large. The core idea of
map matching localization based on a priori is matching
[20-23]. The real-time scanned information of lidar and
camera is matched with the pre-constructed map through
lidar or camera for pose estimation. The calculation speed
is better than slam [20], but it is easy to cause localiza-
tion failure in some scenes with sparse features or an in-
sufficient number of features [24,25]. Therefore, comple-
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menting the advantages of multiple sensor information to
realize the optimal dynamic localization of autonomous
mobile robots is particularly important.

Kalman filter [26,27] is usually used to fuse multi-
sensor information for dynamic optimal estimation. This
method [16] is used to fuse GPS and IMU information for
localization. The main principle is to correct the cumu-
lative interval error of dead reckoning by using absolute
position reading [16]. Still, this method can only last for
about one minute when the GPS signal is bad. Neverthe-
less, the result of fusing two sensors far exceeds the per-
formance of independent GPS or IMU. Lightweight and
ground-optimized lidar odometry and mapping (LEGO-
LOAM) [28] first uses IMU motion information to cor-
rect point cloud distortion, thereby calculating the dis-
tance between the current frame and historical keyframes
for closed-loop detection, and then performing pose esti-
mation. However, it is easy to cause localization failure
in some scenes with sparse features. Tightly-coupled li-
dar inertial odometry via smoothing and mapping (LIO-
SAM) [29] proposed to add GPS, IMU and other sensor
information as factor constraints to optimize localization.
However, in some large-scale scenarios, the amount of cal-
culation is complex, and the real-time positioning is poor.
A lidar-inertial state estimator for robust and efficient nav-
igation (LINS) [30] used error state Kalman filter (ESKF)
[31] to estimate the pose of the robot, and used the error
state as the state variable to avoid the risk of over param-
eterization. At the same time, the error state quantity was
small, far away from parameter singularity and universal
lock problems, and maintained the effective linearization
state. For the optimal dynamic localization of autonomous
mobile robots, it is a challenging problem to fuse suffi-
cient multi-sensor information while considering the cal-
culation speed and accuracy.

For the optimal dynamic localization of autonomous
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mobile robots, the main contributions of this paper are
summarized as follows:

1) An optimal dynamic localization is proposed, which
uses the global point map to provide absolute pose ob-
servation information, integrating multi-sensor infor-
mation to realize robust localization in complex out-
door environments.

2) The multi-sensor technique, including 3D-Lidar, GPS
and IMU, is utilized to construct the global point map
by pose optimization so that the absolute position and
attitude observation information can still be provided
when the outdoor GPS signal fails.

3) In order to achieve optimal localization, the sys-
tem kinematics equation is constructed by IMU error
model, and the map pose is matched by map scan-
ning. At the same time, the GPS position information
is reliable when the signal is reliable are fused.

The remaining structure of this paper is as follows: Sec-
tion 2 introduces the dynamic optimal positioning method
of mobile robot based on multi-sensor fusion. Section 3
presents the hardware platform used in this experiment
and analyzes the result under KITTI and actual test sce-
narios. Finally, Section 4 summarizes the results of this
paper and summarizes the future work.

2. OPTIMAL DYNAMIC LOCALIZATION
FRAMEWORK

The optimal dynamic localization flow chart for au-
tonomous mobile robot via integrating sensors fusion pro-
posed in this paper is shown in Fig. 1. Firstly, the global
map is constructed through lidar slam, and then the obser-
vation pose is obtained based on the scanning matching
between lidar and global map. Finally, the output trajec-
tory is optimized by integrating the IMU error model, map
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Fig. 1. Localization framework for autonomous mobile robot via integrating sensors fusion.
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matching posture and position information under the reli-
ability of some GPS signals.

2.1. Global map development

Mapping construction: This section introduces the
construction process of the global point cloud map based
on the optimization of the pose map. It mainly includes
four modules: sensor data preprocessing, lidar odome-
try, loop detection, and back-end optimization. Sensor
data preprocessing mainly synchronizes the information
of each sensor in time and space. Lidar odometry is used
primarily to splice the point clouds of each frame into the
same coordinate system according to the position and at-
titude obtained by real-time scanning and matching of li-
dar. Loop detection mainly judges the similarity between

point cloud frames and then constructs loop constraints
to reduce the cumulative error. Finally, the back-end opti-
mization constructs the pose map according to each con-
straint and optimizes the global map. The overall process
is shown in Fig. 2.

Mapping optimization: In order to eliminate accumu-
lated errors and map ghosting, loop detection [32] con-
straints are added, and GPS information is added as the
observation information of the pose map for optimization
when the GPS information is reliable. A general frame-
work for graph optimization (G20) [33] is used as the ba-
sic framework for graph optimization of the pose graph.
The graph comprises nodes and edges, and the structure is
shown in Fig. 3. When the lidar odometry is scanned and
matched, we select a keyframe every five frames, splice
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Fig. 4. Global point cloud map construction results. (a) Google Earth. (b) Global point cloud map.

the keyframes into the same coordinate system, and com-
bine the scanned keyframes with local lidar sub-keyframes
to reduce the amount of calculation during map construc-
tion. In loop detection, in order to consider speed and ac-
curacy, loop detection is carried out every 50 m. The cur-
rent keyframe is matched with the local map spliced by
local lidar sub-keyframes, and the splicing range of sub-
keyframes is set to 5 frames. A residual function is con-
structed during optimization by combining each observa-
tion information and state for optimization. The residual
function is shown in

N
Z(x) = Zé’k (%, Go)" Quer (x5, Gr) - @)
x=0

The goal of this figure is to minimize the error of all
measurements. Then, the optimization problem can be ex-
pressed as

x" =argminZ(x), 2)
X

where x; represents the state node. Gy and Q; respectively
are the mean value of the constraint of node x; and the
information matrix of the current constraint of x;, and
ex (xx,Gy) denotes the error function of x; and the ob-
servation information G;.The Gauss-Newton (G-N) opti-
mization method is used for optimization to minimize the
sum of residual functions,which mainly divided into bi-
nary edge optimization and unary edge optimization. The
global point cloud map construction results are shown in
Fig. 4.

2.1.1 Binary edge optimization

The binary edge means that the loop closure detects
the relative pose between two frames as the difference be-
tween the observation information and the laser odometry
matching pose between two consecutive frames to con-
struct a residual function for optimization.

Assuming that there is a loop between the i-th frame
and the j-th frame, the relative pose can be expressed as

Ty =T1'T}, 3)

where T; and T; represent the absolute pose observations
of the i-th frame and the j-th frame, respectively, and T;;
represents the relative pose observations of the i-th frame
and the j-th frame. In Lie algebra, it is expressed as

& =In(T,7'T;)"

= In(exp((=&)")exp({}))", 4)
~[er
EN = {37 g} € R4 )
0 —¢s ¢
(P/\ = ¢3 0 _¢1 €R3X37
¢ ¢ 0

where £ denotes an element in each lie algebra, which
indicates a six-dimensional vector, the first three dimen-
sions are translation, denoted by p, and the latter three
dimensions are rotation, denoted by ¢.E" € R*** repre-
sents the four-dimensional matrix corresponding to the
six-dimensional vector.¢ represebts the vector of lie al-
gebra corresponding to lie group SO(3) defined on R®,
¢ € R* denotes the vector corresponds to the antisym-
metric matrix.

Ideally, (3) = (4), but when there is an error in the pose,
use the left and right ends of the equation to calculate the
residual term

eij=In(T;'T7'T;)"

=In(exp((—&;;)")exp((—&)")exp(§}))".  (6)

Add perturbations 6&; and 6&; to the poses of the i-th
frame and the j-th frame respectively to solve the Jacobian
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matrix, and use the adjoint property and the BCH formula
to simplify. The difference is expressed as

eij =In(T;;' T, exp((—8&)" ) exp(86)T))"
=In(T;; ' T exp((—88)")T;
x exp((Ad(T; 1)8E)"))"
= In(exp(e;;) exp(( Ad(
+(Ad(T;71)88)")"
~ ey —J, (ei))Ad(T; 1) 8E;
+J, (ei))Ad(T; 1) 8. )

The Jacobian matrix of the residuals about 7; 7; are as
follows:

heg)"

36," _ _
A= asgji =—J (ei))Ad(T] ), )
By= 2% — 7 (e,)Ad (771,
d8E; ©
—1 1o, pl
‘Ir (eij)ml—"_i 0 ¢/\ :

Performing first-order taylor expansion on the residual
to get (10) as follows:

eij(xi+Ax,xj—|—Ax) = eij(x—l-Ax)
~ e,'j +J,,Ax, (10)

where J;; represents the Jacobian matrix of the residual
with respect to the pose

J;j=(0---0 A;; 0---0 B;; 0---0). (11)
4 L v
node i node j

For each residual term there is the following relation-
ship
EJ(X+AX) = eij(x+Ax)TQijeij(x+Ax)

~ (e,-j —|—J,“,‘AX)TQ,~]~(€,‘]‘ -‘rJiij)
= eiTjQ,-jeij +2€iTjQijJiij

——— ——

Cij b,-Tj
+AxT JEQy 0 Ax
N—_——
Hjj

= ¢jj+2b];Ax + Ax" H;Ax. (12)
The total residual can be expressed as

F(x+Ax) = Z Fj(x+ Ax)

<i,j>€c
= Y (cij+2b/;Ax+ Ax" HjjAx)
<i,j>€c

=c+2b" Ax+ AxTHAx. (13)

The above optimization problem is transformed into
finding Ax so that AF(x) achieves a minimum value. Let
its derivative be zero

dAF (x)
=2b+2HAx=0 14
A + ; (14)
HiAx = —b. (15)

Therefore, it only needs to get J;; and can get Ax, as in
(10). Then, according to the correction amount, the value
of x is corrected. That is, one iteration is completed, and
the iteration is terminated for multiple iterations until the
residual meets the convergence condition, and the opti-
mization is completed.

2.1.2  Unary edge optimization

Unary edge refers to GPS prior position observation in-
formation, which do not connect two pose states like pose
nodes between keyframes, but only connect an observa-
tion of a pose state quantity. Therefore, its corresponding
residual is the difference between the observed value and
the state quantity, namely

e;=In(Z;'T;)"
= In(exp((=&:)") exp(§7))", (16)
where Z; represents the prior observations, and e; repre-
sents the residuals corresponding to the prior observations.

Add perturbation 6&; to the residual, and use the adjoint
property and the BCH formula to simplify

A

ei=In(Z "exp(8EMT;)Y

= In(Z; ' Trexp((Ad(T;1)8E)"))"

= In (exp(e;) exp((Ad(T;)8&)"))"

~ei+J " (e)Ad(T, "), (17)

The Jacobian matrix of the residuals about 7; is

dey )
7sg =7 e A (17"),

(18)
ety |% 5]

The subsequent derivation can be analogous to the bi-
nary edge optimization correction derivation process.

2.2. Matching development

This section mainly introduces the pose obtained by
matching the real-time scanning information of lidar with
the global point cloud map. First, we make a sparsity of
global map files to improve the speed of loading maps.
Then the initial pose is obtained by GPS or the feature de-
scriptor of the key frame saved during mapping. In order
to improve the speed of map matching, the global map
is split into the local map by crop box filter according
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Fig. 5. Map matching flow chart.

to the real-time pose. Finally, the point cloud information
scanned by lidar in real-time is matched with the local map
to output the map matching pose. The scanning match-
ing algorithm adopts normal distribution transform (NDT)
[34,35], which can save complete information better than
LOAM [18,28].The map matching flow chart is shown in
Fig. 5.

The matching localization algorithm:

1) First, voxel the point cloud map. The point cloud
space is divided into a set of voxels with a specified size,
and then the mean and covariance of each voxel point
cloud in the point cloud map are calculated to construct
a Gaussian distribution.

1 X
:ﬁin, (19)
1 X -
=) (i—p)(—p), (20)
X =1

where X = {x1, xa, - -+, xn, } is the point set of the point
cloud map. x; (i =1, - - -, N,) denotes the coordinates of
the points in the point cloud map, and N, represents the
number of points in the point cloud map.

2) According to the initial pose between the current
frame point cloud and the map, the current frame point
cloud is transformed into the map coordinate system, and
the joint probability of all points is calculated.

yi=T(p,yi) :R}’i+t (21)
f(X7yl) \/E\/E

YA e AV
xexp<<y,~ Dbl m), o)
N,

¥=[1r&T(p,y))

i=1

H ( (vi—p)" &' (y;—m)
mﬁ 2 |

(23)

where Y = {y, y2, -+ - va} represents the point cloud
point set of the current frame. yi(i=1,---, Ny) denotes the
coordinates of the points in the point cloud of the current
frame, and N, is the number of points in the point cloud of

the current frame. y! represents the coordinate conversion
function of the current frame point cloud to the point cloud
map,and 7' (p,y;) is the coordinate of the point converted
from the current frame point cloud to the map coordinate
system, p = [t, ty, tz, P, By, ¢Z]T and ty, 1y, 1z, @x, @y, 9. are
the translation and rotation in the three directions of xyz,
respectively, R and ¢ represent the rotation matrix and the
translation vector respectively. f (X y;) is the joint proba-

bility of a single point, and ¥ = H f(X,T(p,y;)) indicates

the joint probability of all pomts

3) When the joint probability of all points is the largest,
it can be considered that the map matching is quasi-
successful, and the optimal pose information is obtained at
this time. Take the logarithm of the joint probability func-
tion to transform the original problem into an optimization
problem

Ny 1
InW¥ = E <ln (\/M)
. ( (y{-—u)Tz; <y;—u>>> | o1

max¥ ~ maxIn¥ ~ min¥;

= mmZ "Oh- ). (25)

Lete;(p) =y, —u, Fi(p) = e (p)X~'e;(p) , and the ob-

jective function is

N,
miny" (v;— )" =7 (v -
i=1

Through Gauss-Newton method iterative optimization,
find Ap to minimize the value of (26), Taylor expand
ei(p+Ap) and F;(p+ Ap) to get (27) and (28)

Ny
=min) F(p). (26)
i=1

de;

ei(p+Ap) ~ei(p) + dT)'Ap =ei(p)+Ji(p)Ap, (27)

Fi(p+Ap) =ei(p+Ap) 7 ei(p+Ap)
~ (ei(p)+Ji(p)Ap) T (ei(p) +Ji(p)Ap)
= e,TZ’le[ +26iTE’1]i(p)Ap
+Ap" I} (P)2i(p)Ap
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=F(p)+2b] Ap+Ap"HiAp, (28)
bl =€l 27 Ji(p),
= (lp) 29)
H;=J; (p)L Ji(p),
AF(p) = Fi(p+Ap) — Fi(p)
=2bTAp+Ap" HiAp. (30)

The above optimization problem is transformed into
finding Ap to make AF;(p) obtain the minimum value, let
AF;(p) derivative be zero

dAF,
@):2h+2HAp:Q G1)
dAp
Hihp = —b. (32)

So just get J;(p) to get Ap, and the matching pose infor-
mation is finally output.

o) = (33)
i =T(p,yi)
=R.R)R.y; +1
CyC; —CyS; Sy ty
= | CxS; T SxSyC; CxCp — SxSySz —SxCy | Vit |G|
SxSz — CxSyCz SxCz+ CxSyS;  CxCy t,
(34)
1000 c¢ f
J(p)=1010ad g, (35)
001 behn
a = yi1 (—SS; + Cx8yC;) + Yo (—5xC; — €8yS2)
+ i3 (—Cny) )
b =yi1 (cS; + 8x8yC;) +Yio (—5xSyS; + CxC;)
+yi3 (—sxcy) 5
¢ =y (=8y¢z) +yio (8y82) +yiz (¢y) (36)
d =i ($xCyc2) +Yin (—Sx€yS2) + i3 (Sx8y)
e =yi1 (—cusycy) +yir (€xys2) +yi3 (—casy) s
f=yin(=cys) +yin(—cys2),
8 = yin (CxCz — $x8y82) + yin (—CxSz — 8:8y¢2)
h=yi1 (SxC; + CxSyS;) + Yio (CxSyCy — 8xS2) s
Cx = COS @y,
sy = sin @y,
cy = C.OS Py, 37)
sy = sin @y,
¢, =cos @,
s, = sin¢,.

2.3. Localization optimization

This section introduces how to fuse multi-sensor infor-
mation to optimize dynamic localization, which is mainly
divided into solving IMU information, constructing IMU

error model, and generating dynamic optimal localization
information through error state Kalman filter. The task of
the 3D-LiDAR , GPS and IMU fusion is to fuse and opti-
mize the localization information of IMU, 3D-LiDAR and
point cloud map matching, and GPS to generate new posi-
tioning information and enhance the robustness of the lo-
calization information. First, the IMU measurement infor-
mation is solved to construct an error model, and the sys-
tem error state equation is constructed based on the IMU
error model. Second, the position and attitude observation
information obtained by matching the 3D-LiDAR with the
global point cloud map and the position observation infor-
mation of GPS in the reliable signal area are used to con-
struct the observation equation. In order to reduce the non-
linearization error of the extended Kalman filter, the error
state quantity is introduced to build the error state Kalman
filter to optimize the fusion of the 3D-LiDAR, GPS and
IMU information and output the positioning information,
so as to realize the robust and efficient positioning of the
unmanned vehicle in the outdoor complex environment.
The overall flow chart is shown in Fig. 6.

IMU solution: Three-dimensional rigid body motion
includes translation and rotation. Rotation mainly includes
rotation matrix, rotation vector and quaternion. By solving
the differential equation of three-dimensional rigid body
motion, we can obtain the solution of the differential equa-
tion to solve the IMU measurement information, mainly
including the rotation matrix differential equation, quater-
nion differential equation and rotation vector differential
equation. The attitude, velocity and position of IMU are
solved by solving differential equations.

The definition of quaternion operator ® and pose trans-
formation operator ® are as follows:

1) If we have two complex numbers A = a+ bi and B =
c+di, then constructing ¢ = A + B yields a number in the
space of quaternions H.

q=qw+tqy
=qw+ QWi + Cij + 61wk7 (38)

where k = ij, q,, represents the real part of the quaternion
and g, is the imaginary part of the quaternion. Quaternion
multiplication operator ® is defined as follows:

T
prW pv qV (39)

®q= .
P4 Pw@v +quwpy+ Py X qy

2) Suppose there is a vector a in the three-dimensional
space, and its coordinates in the two coordinate systems
before and after rotation (the coordinate system before ro-
tation is the world coordinate system w, and the coordi-
nate system after rotation is the carrier system b) are [a,
a, a3)" and [}, d), ;)7 then there are

a; a}

[ela e, 83] a | = [ella 8,27 813] a/2 ) (40)
az d;
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where [e1, €2, e3]” and [e], €}, €;]7 are the unit orthonor-
mal basis (coordinate system) before and after the rota-
tion, which can be obtained

a ele) ele, eleé, a
a= |ay| = |ele| ele, eley | = |d)| =Ruwd,
a3 el ele, ele, A

(41)

where R, denotes the rotation matrix, the determinant
is 1. The pose transformation operator ® is explained as
above.

Let there be a fixed vector " in the world coordinate
system (W coordinate system) and B in the robot coordi-
nate system (b coordinate system), then

™ =Ry, (42)
P =G @1’ D4y, 43)
where R, and g, are the rotation matrix and quaternion
of the robot coordinate system relative to the world co-
ordinate system. g, denotes the conjugate quaternion of

qws » and ® is the quaternion multiplication. Equation (42)
can be differentiated on both sides

P = Rupr” + Ry (44)

Because of ' =0, 1’ = —wb, x r’ | where w?, is the
angular velocity of the robot rotation. Deduced the differ-
ential equation of the rotation matrix

Rup = Rus [W2y)] ., (45)

where [w?,] represents the antisymmetric matrix cor-
responding to the vector rotation angular velocity of the

robot. After multiplying both sides of (43) by g, it can
be obtained through differentiation

™ ®@qw + 1 ®q,, =q, " +q,@r". (46)

Because of ¥ =0and ¥’ = —w?, xr’ = —wb, ®r?, the
quaternion differential equation can be obtained by sorting
and deriving, as in (47)

: 1{0
Gv =G ® 5 [wzb] , )
R =1+ 5000+ 00 @

According to Rodriguez formula as (48), substituting
(13) and simplification can obtain the rotation vector dif-
ferential equation as

1
9 =Wip+ 59 X Wi, (49)

where w?, and a, are the three-axis angular velocity and
three-axis acceleration measured in the robot coordinate
system of the IMU relative to the world coordinate system
W. The attitude is solved by solving the quaternion differ-
ential equation and the rotation vector differential equa-
tion.
According to (45), we can obtain (35) for the rotation
matrix at f,_; and f
s
Rup, = Ry, e 07 = Ry e (50)
According to (50), when the time interval is very small,

the two vector directions can be considered to be coin-

cident, so the cross product part is 0, that is, ¢ = w{’vb,

¢ = [* w(o)do, The increment of the rotation vector
te—1
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fr—1 and 7, can be obtained by the median method, as
shown in (36)

W O

¢ 2

(tk —te-1) (51
where @, and @y are the measured angular velocities of
the IMU at #;,_; and #;, respectively. By solving the rotation
vector, the quaternion update equation, rotation matrix up-
date equation, speed update equation, and position update
equation at #;_; and #; can be obtained, as shown in (52)-
(55)

Qwby = Gwhy_, &®

9
Ccos 5
0| (52)
oy sin ﬁ]

Rka :Rka—l <I+ Sin(P ((P/\) + ﬂ ((P/\)z) )
¢ ¢
(53)

Ryp,ar + Ryp,_ ar—
by Ak . i1 Ok l—g) (ti—ti1),
(54)

Vk:Vkl+(

Pk = Pi—1 + Vi1 (e —tr1)
1 <Rwhkak +Rup—1ar-1

2 8) (t *tk—l)z,
(55)

2

where ¢y, , and gyp, , Ry, , and Ryp,, vi—1 and vg, pi_i
and p; are the quaternion, rotation matrix, velocity and po-
sition of the robot at #;_; and #, respectively. |¢| denotes
the module of the rotation vector. ¢ represents the anti-
symmetric matrix corresponding to the rotation vector. g
represents the gravitational acceleration.

IMU error model construction: In practical applica-
tion, IMU inevitably has errors, and these errors will be
updated and propagated through the IMU solution equa-
tion, resulting in the continuous accumulation of errors.
By studying the error propagation law of IMU, the error
model of IMU is constructed, including the attitude error
equation, velocity error equation, position error equation
and bias error equation.

In the case of considering the error, the system variables
are divided into error value Ox, true value x, and nominal
value x. They meet x; = x + Sx.

Let the attitude update equation of nominal value be
1 0
qq®2{w_wj, (56)
where w, wp, and g denote the nominal value of the an-
gular velocity of the robot, the bias of the gyroscope, and
quaternion, respectively.

The attitude update equation under real value is

: 1 0
G=a®5 [w, - W}J : (57)

where w;, wy, and g, are the true values of the angular
velocity of robot, the bias of the gyroscope and quaternion,
respectively.

The relationship between the true value and the nominal
value are

9 =q®0dq, (58)
W, =w+w,, 59)
Wpr = Wp, + 5Wb, (60)
So— cos@ 11 61
o= o]~ 2] @

where w,,, Owp, g and 0 0 represent the white noise of the
gyroscope, the error of the gyroscope’s bias, the quater-
nion error, and the misalignment angle respectively.

Equations (58)-(61) are combined, and finally the atti-
tude error equation is derived as (58)

86 =—[0 —wy], 86 +w,— Swy. (62)

Let the velocity update equation under nominal value
be

v=R(a—a), (63)

where a, ap,, v, and R denote the nominal value of accelera-
tion, accelerometer bias, robot velocity, and robot rotation
matrix respectively.

The velocity update equation at the true value is

\’;t =R, (az - abt) s (64)

where a,, a;;, v;, and R, are the true value of acceleration,
accelerometer bias, carrier velocity, and robot rotation ma-
trix respectively.

The relationship between the actual value and the nom-
inal value of the speed are

v, =v+0v, (65)
Ri=R-e([66].) = R(I+[56].), (66)
a; =a+ay, 67)
ap = ap+ day, (68)

where 8v, a,, and da, denote the speed error, the white
noise of the accelerometer, and the accelerometer bias er-
ror respectively. Equations (66)-(68) are combined, and fi-
nally the speed error equation, position error equation and
bias error equation are derived as (69)-(71)

8V =—Ri|a,—ay), 56 +R, (a,— Sap), (69)
5p = o, (70)
Swp =by,,

Sa,=b,, (71)
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where b, and b, are the white noise of accelerometer
bias and gyroscope bias respectively.

Optimal localization: The optimal dynamic localiza-
tion uses IMU error model to describe the kinematic state
of the system. The ESKF [31] is used as the information
fusion method to ensure that the system always maintains
the effective linearization state and reduces the amount of
calculation. Within the Kalman filtering paradigm, these
are the most remarkable assets of the ESKF: (a) The error
state degrees of freedom is equal to the actual pose de-
grees of freedom, which can avoid issues related to over-
parametrization. (b) The error-state system always oper-
ates close to the origin, and therefore guarantees that the
linearization validity holds at all times. (c) The error state
is small, so the second-order term can be ignored directly,
making the Jacobian calculation simpler and faster.

1) Construct the kinematic equation of the system

The system error state equation is constructed accord-
ing to the IMU error model. The state equation is as shown
in

5x = F.8x+Bw, (72)

where Ox = [Sp ov 60 dayp 5wh]T and w =

T . . .
[a,, ay by, b,,w] are the state variables and white noise
of the system respectively.

0L 0 0 0
0 0 —R/[a,—aw], —R O
E =10 0 — [WZ —Wb;]>< 0 —13 5 (73)
00 0 0O o0
00 0 0 0
0 00O
R, 0 00
B=|105L 00 (74)
0 0L O
0 0 0L

2) Construct the observation equation of the system

According to the pose information obtained by map
matching and the position information of GPS in the re-
liable signal area, the observation equation is constructed
as the observation information. The observation equation
is as

y=G,8x+Cn, (75)

where y = [P Sé]T represent the observation of the

_ — v
system including position 6P and attitude 66, P and P
denote the location information predicted by the IMU so-
lution and map matching or GPS location observation in-

V
formation when the signal is reliable respectively. R, and
R!" are the predicted rotation matrix calculated by IMU

and the rotation matrix obtained from map matching re-
. T . . .
spectively. n = [ngp ngg| is the observation noise.

6?:%—3 (76)
_ v v

560 = RfR,—J) , (77)
[LoO0O0OO

Gi= {0 050 0}’ (78)
(o

C = [0 13]. (79)

3) Construct Kalman filter

The Kalman filter is constructed based on the state
equation and observation equation, and the equations are
as follows:

59\C/t :F,,15xtA,1+Bt,1wt, (80)
\2 A

P=F_P_1F\"+B_1QB,, (81)

Vv \% -1

m—gd(@nd#q&d), (82)
A \

P =(I-KG)P, (83)

A v v
0x, = 0x; +K;(y: — G, 8 x;), (84)

where Q, and Ig, are the system process noise and the co-
variance matrix of the prediction process respectively. K;
denotes the Kalman gain and 51?, is the estimated error
state quantity.

4) Calculate the posterior pose information

The posterior pose information is calculated according
to the estimated error state, as shown in

A \2 A

P, =P —-0F, (85)
A 4 A

&zxa—ka]y (86)

3. EXPERIMENTAL VALIDATION

In this section, some experiments are conducted to illus-
trate the developed method in terms of accuracy, stability,
and real-time performance. Firstly, perform simulation ex-
periments based on the KITTI data set, and then perform
actual experiments based on the laboratory’s unmanned
vehicles and analyze the experimental results.

3.1. Autonomous robot system description

System description: Fig. 7 shows the unmanned vehi-
cle “Beili-Youlong” used in the actual experiment. It is
mainly divided into an environment perception system,
motion control system, control system, power system and
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Fig. 7. Experimental platform.

master [36-40]. The environment perception system com-
prises RS-LIDAR-32 lidar, XW-GI7660 integrated navi-
gation and camera. The motion control system is primar-
ily composed of wheel motors. Besides, the power sys-
tem is mainly composed of power supplements. The sys-
tems communicate through RS-232, Ethernet, or can bus.
The RS-lidar-32 adopts a hybrid solid-state lidar method
and integrates 32 laser transceiver components. The mea-
surement distance is up to 200 meters, the measurement
accuracy is within +/—5 cm, the output points are up
to 640,000 points/sec, the horizontal angle is 360°, and
the vertical measurement is angle —25° ~ 15°. The XW-
GI7660 integrated navigation has a 3-axis fiber optic gy-
roscope, 3-axis quartz accelerometer and dual GNSS re-
ceivers. When the signal is reliable, the heading accuracy
is 0.04°, the attitude accuracy is 0.02°, and the position
accuracy is 1 cm+1 ppm.

System setting: To prove the effectiveness of our
method, we perform the KITTI dataset to evaluate our
method quantitatively and qualitatively. The KITTI data
set is the most extensive computer vision evaluation data
set in autonomous driving, including actual image data,
lidar data, 2D and 3D object annotation data collected
from urban, rural and highway scenes. The data acquisi-
tion platform of the KITTI dataset has two grayscale cam-
eras, two-color cameras, a Velodyne 64-line 3D lidar and a
GPS navigation system. The experimental computer sys-
tem is configured with Intel i5-4210H CPU (2.90 GHz)
and 8 GB memory, using the ROS [41] under Ubuntu
Linux as the software platform.

3.2.  Evaluation performance on the KITTI dataset

We used KITTIOO dataset. The data set is collected from
urban communities. The road environment is asphalt road,
including a continuous bumpy road and light change scene
caused by the artificial well cover and road fluctuation.
There are many intersections, and the length of the driving
track is about 3.7 km. The GPS trajectory in the data set is
taken as the ground truth, and the experimental results are
shown in Fig. 8 and Table 1.

We calculate the translation error and rotation error at
different distances and speeds respectively [17]. The error
metrics are defined as

1 A A
Erot = T £ iOpi | © i O Ppi ) 87
(f) |f|(,-,,-z)éf [(pj p) (pj p)] (87)

1 A A
Etmns = T iOpi | © i © pi P 88
(f) |f|(i,jz)ef’<pj p) (P;©p)||,» (83)

A
where f is a set of frames (i, j), » € SE (3) and p € SE (3)
are estimated and true poses respectively. © denotes Pose

Table 1. Accuracy and runtime comparison results be-
tween the proposed method and other methods on

KITTIOO.
Method RMSE (m) | Runtime (s)
Proposed method 0.12 0.02
LIO-SAM [29] 0.96 0.04
LINS [30] 0.41 0.02
Point-Localization [42] 0.32 0.05
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Fig. 9. Ablation experiment. (a) Translation errors at different distances. (b) Rotation errors at different distances.

transformation between two frames, and /£ represents the
rotation angle.

Table 1 shows the accuracy and speed results of our
method and other methods. It shows that our method
can achieve centimeter-level localization accuracy. Fig. 9
shows the translation error and rotation error of localiza-
tion at different distances. The rotation error is between
0.001 deg/m and 0.012 deg/m, and the translation error
is between 0.35% and 0.95%. We also conducted abla-
tion experiments and generated the results of lidar, lidar-
IMU, and lidar-IMU-GPS. After adding IMU, the local-
ization accuracy changes little, but the standard deviation
decreases, indicating that the volatility of localization re-
sults decreases and the positioning information is more
stable. After introducing the information of GPS in the re-
liable information area, the localization accuracy is greatly
improved.

3.3. Evaluation performance on autonomous mobile
robot

Fig. 10 shows the experimental results of evaluating the

localization algorithm on the actual test scene data. The

experimental environment is the school of automation at

Beijing University of technology. The road environment is

asphalt road, including a continuous bumpy road, bright-

Table 2. Actual experiment localization error result.

Method Error (m)
Proposed method 0.05
LIO-SAM [29] 0.62
LINS [30] 0.38
Point-Localization [42] 0.22

ness changes scene, empty scene and shaded by trees. The
localization information of GPS when the signal is reliable
is taken as the ground truth. The absolute error results of
the tested localization are shown in Table 2. The experi-
mental results show that the average localization error is
about 0.05 m. In LIO-SAM [29], a method based on factor
graph optimization is used to fuse multi-source informa-
tion, that is, all information before the current moment is
considered for fusion optimization, resulting in poor real-
time performance. In the real vehicle experiment, it re-
sulted in a large deviation in some road sections. GPS has
high positioning accuracy when the signal is valid, but in
LINS [30], the error state Kalman filter only integrates the
information of lidar odometer and IMU, and does not add
GPS information for optimization, so the performance is
poor. In Point-Localization [42], the odometer made by
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Fig. 11. Comparative test results under three scenarios. (a) GPS signal failure. (b) Lidar field of view is blocked. (c) Sparse
scene features.

Hall sensor is fused with the point cloud map matching Fig. 11 shows the localization results of the method pro-
and positioning, and the GPS information is also not added posed in this paper under three complex scenarios: GPS
for optimization, which leads to a decrease of the overall signal failure, lidar field of view is blocked and sparse

positioning accuracy. scene features. As shown in Figs. 11(a) and 11(b), the
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scene is a tree that causes the GPS signal to be blocked
and invalid, but the unmanned vehicle can still locate sta-
bly Fig. 11(c). As shown in Figs. 11(d) and 11(e), two
vehicles block part of the field of view of the lidar, but the
unmanned vehicle can rely on IMU solution for accurate
positioning in a short time. As shown in Figs. 11(g) and
11(h), map matching can not accurately locate in sparse
scenes, but reliable GPS positioning information in open
areas can enable unmanned vehicles to locate stably. Ex-
periments show that the proposed method can achieve sta-
ble positioning in these three complex scenes.

4. CONCLUSION

This paper proposes an optimal dynamic localization
method for autonomous mobile robots via integration sen-
sors. Firstly, the global point cloud map with low drift and
small cumulative error established by 3D-Lidar is used as
a priori information. Next, the error model is established
based on the measurement information of IMU, and then
the system state equation is constructed. Furthermore, the
observation equation is constructed based on the position
and attitude information obtained by global map matching
and the position information of GPS in the signal reliable
area. Finally, the error state Kalman filter optimizes the
fusion localization. The experimental results show that the
average locating error of this method is 0.08 m, the fastest
single locating time is 0.01 s, and it can locate stably in
complex scenes.

In the future, the cameras based on deep learning net-
works will be considered to increase the diversity of map
construction information and improve the perception and
planning of autonomous robots. Furthermore, in terms of
optimal localization, more efficient multi-sensor fusion
strategies will design to enhance the accuracy and robust-
ness.
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