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Time-series Independent Component Analysis-aided Fault Detection for
Running Gear Systems
Chao Cheng* � , Sheng Yang � , Yu Song � , and Gang Liu

Abstract: By dealing with the non-Gaussian measurement and slow-change faults in running gear systems, this
paper presents a fault detection (FD) scheme named time-series independent component analysis (TsICA), where
the time-series characteristic is taken into account. Time-series algorithms can extract slow-change information in
the data. The advantages of the proposed method are: 1) it can improve the FD power; 2) it considers the information
in the data 3) it is suitable for non-Gaussian systems; 4) it is sensitive to slow-change faults; 5) it can effectively
shorten the first time of fault detection. The feasibility of the proposed scheme is verified through a case study on
running gear systems.

Keywords: Fault detection (FD), non-Gaussian, running gear systems, time-series independent component analysis
(TsICA).

1. INTRODUCTION

Running gear systems are one of the crucial parts to en-
sure the safe operation of high-speed trains. It is a complex
electromechanical system composed of gearboxes, trac-
tion motors, wheelsets, bearings, and other components,
which plays a crucial role in supporting the car body and
providing traction power [1–3]. If any slow-change or po-
tential faults cannot be discovered timely and handled ef-
fectively, they may cause catastrophic accidents [4–6]. In
order to avoid these traffic accidents, a large number of
sensors are used to monitor the operation state of run-
ning gear systems, and massive amounts of data are col-
lected [7–10]. Facing the close connection of data and
non-Gaussian problems, it is necessary to design a new
data-driven fault detection (FD) method for running gear
systems.

In recent years, many experts and scholars have pro-
posed a series of FD and diagnosis methods for high-speed
trains, which are mainly divided into model-based meth-
ods [11], qualitative methods [12], and data-driven meth-
ods [1,13]. Among them, the model-based FD methods re-
quire accurate system models and operating mechanisms.
However, the structure of running gear systems is com-
plex, in which various components influence each other.
Its nonlinearity is challenging to construct accurate math-
ematical models, so model-based FD methods have limi-
tations in running gear systems. Besides, the primary task

of FD methods based on qualitative experience is to obtain
a complete fault diagnosis knowledge base. As running
gear systems are affected by uncertain factors (such as
temperature difference and variable working conditions),
a complete fault knowledge base is difficult to establish.
Compared with the previous two kinds, the data-driven FD
method only needs analyze the operation status of running
gear systems based on available data, which overcomes
the complexity of the analytical model and the complete-
ness of the fault knowledge base.

As an essential branch of data-driven FD methods
[14–16], multivariate statistical process monitoring meth-
ods mainly include principal component analysis (PCA)
[17,18], partial least squares (PLS) [19,20], independent
component analysis (ICA) [21–24], correlated correla-
tion analysis (CCA) [25,26] and so on [27–29]. Some of
these methods have been successfully applied in running
gear systems to improve the FD capability of slow-change
faults. Specifically, the numerical fluctuation range of the
three-coordinate vibration sensor is reduced in [17] via
performing deep PCA on the initial data. In addition to in-
depth analysis of data, parallel analysis of data from differ-
ent angles can also effectively detect faults. For example,
a two-dimensional CCA is developed to avoid poor detec-
tion results by detecting data from different dimensions
separately [25]. Taking into account the correlation of the
variables, a modified PLS is proposed in [19]. This algo-
rithm divides the original variables into four subspaces to
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detect them separately. In summary, the improved PCA,
CCA and PLS detect slow-change faults through linear or
nonlinear data mapping. Although the computational effi-
ciency is improved, the non-Gaussian problem of system
data is ignored.

Compared with PCA, CCA and PLS methods, ICA im-
proves the FD power by extracting valid information from
non-Gaussian data without changing the data characteris-
tic. An improved ICA based on model ideas is proposed
to solve the non-Gaussian problem by analyzing massive
data [22]. The non-Gaussian and nonlinear features of the
data may exist simultaneously. For nonlinear and non-
Gaussian problems, a weighted kernel ICA is adopted in
[23]. It uses a Gaussian mixture model to assign weight
values. Then FD is performed on some variables with high
weight values. In addition to nonlinear and non-Gaussian
problems, considering the instability of a single module, a
hybrid dynamic ICA is adopted in [24] to improve the FD
rate through multi-module parallel detection. Although
the nonlinearity and non-Gaussian of the data are consid-
ered in the above methods, the influence caused by un-
known noises is ignored. Besides, when looking for the
optimization threshold, it is assumed that the data obeys
Gaussian distribution, which causes the obtained thresh-
old to be unreasonable and affects the FD result.

This paper takes running gear systems in high-speed
trains as the research object. Aiming at the problem of
non-Gaussian measurements and slow-change faults, a
time-series independent component analysis (TsICA) is
proposed. The main contributions of the method proposed
in this article are listed as follows:

1) TsICA is highly feasible. It only relies on historic data
and does not require prior knowledge.

2) TsICA is flexible. By extracting slow-change infor-
mation from the data so that the residual is related to
noise, it effectively solves the problem of separation
of slow-change fault data and noise data.

3) TsICA effectively improves the detection efficiency
of the slow-change fault in running gear systems.

The rest of this article is arranged explicitly as follows:
In Section 2, running gear systems of high-speed trains
and FD problems are briefly described. Section 3 of this
article describes in detail how to detect faults. In Section 4,
the reliability of the proposed scheme is verified by a case
study on running gear systems. Finally, this paper ends up
with a conclusion in Section 5.

2. PRELIMINARIES

This part briefly describes running gear systems of the
high-speed train. Then, several problems of FD are intro-
duced.

Fig. 1. The structure of running gears.

2.1. Running gear systems of high-speed train
Fig. 1 is a structural diagram of running gear sys-

tems, including running gears, gearboxes, and bearings.
The data observed by sensors is the primary basis for the
maintenance and repairing of these components. The data
mainly includes the speed and acceleration of the bogie,
the temperature and impact of the bearing, the tempera-
ture and vibration of the gearbox. From the internal and
external aspects of the system, the data collected by sen-
sors is non-Gaussian. From the internal perspective of the
system, the fluctuation of data is related to the informa-
tion control system of high-speed trains in [5,11]. For
example, when a high-speed train decelerates or acceler-
ates, the monitored axle temperature data has a decreasing
or increasing trend. From the external perspective of the
system, the varying train operating environment, uneven
track treads, and the quality of component materials may
cause random interference to the collected data in [30].
When the train is turning, the unbalanced height of the
left and right wheelsets may cause significant fluctuations
in the vibration data collected between the tread and the
wheelsets.

In order to efficiently deal with non-Gaussian problems,
it is necessary to establish a fully adapted model for high-
speed train systems. In response to this problem, this arti-
cle chooses to model running gear systems.

2.2. Problem description
According to the idea of data-driven fault detection, the

following fault analysis model is given in [31]

X = X f +N = X∗+F+N, (1)

where X is initial data set, X∗ is normal data set, N rep-
resents noise, and F is fault data. Equation (1) is a fault
model under faulty conditions, where different signals can
be separately described. It also indicates that, running gear
systems are often accompanied by noise signals. There-
fore, the initial data is closely related to the noise data.
This increases the difficulty of completely separating dif-
ferent types of data. The fault analysis model under the
actual conditions of running gear systems is given as fol-
lows:
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X = X∗f +N∗, (2)

where X∗f includes separated normal data and fault data,
and N∗ represents the noise. In the non-Gaussian back-
ground, extracting slow-change information X∗f from the
initial data X to make it as close to X f as possible is diffi-
cult.

3. METHODOLOGY

The TsICA algorithm is introduced in detail, mainly in-
cluding slow-change data extraction and FD for running
gear systems.

3.1. Time-series independent component analysis
ICA is a typical blind source separation algorithm, giv-

ing the following matrix

X = FS+E, (3)

S = DUX. (4)

Equation (4) is transformed from (3), where X is the initial
data matrix, F is mixing matrix, S is the independent com-
ponent matrix, E is the residual matrix, D is the unmixing
matrix, and U is the whitening matrix. The collection of
initial data X is affected by noise data, which increases
the difficulty of fault detection.

A TsICA algorithm is proposed to solve this prob-
lem. The algorithm extracts almost noiseless data from
the initial data. The most fundamental principle of TsICA
thinking comes from the autoregressive moving average
(ARMA) model. Specifically, it can be described by

yk = α1yk−1 +α2yk−2 + · · ·+αsyk−s. (5)

Latent variable yk may be regarded as a linear combina-
tion of initial variable xk

yk = xkβββ ,

yk = α1xk−1βββ +α2xk−2βββ + ...+αsxk−sβββ , (6)

where yk is obtained from (5), k is the sampling moment,
and s is the lag length. ααα = [α1, α2, · · · , αs], βββ is weight
vector of feature. The main idea of the TsICA model is to
maximize the covariance between the latent variable and
the predicted latent variable. It can be expressed as fol-
lows:

1
N

s+n

∑
k=s+1

yT
k yk. (7)

The initial data matrix

X = [x1, x2, · · · , xn+s], (8)

the following matrix can be obtained through the initial
data matrix X

Xi = [xi, xi+1, · · · , xi+n−1]
T ,

Ai = ẊT
i Ẋi,

Bi = XT
i Xi,

Ci = B−1
i Ai, (9)

where i = 1, 2, ..., s+1, Ẋ = Xi−Xi−1 is the first deriva-
tive. On the basis of (7), (10) can be obtained by combin-
ing the slow feature analysis.

max
ααα,βββ

βββ
T{1

2

s

∑
i=1

(CT
s+1Ci +CT

i Cs+1)}(ααα⊗βββ ),

s.t. ‖ααα‖= 1,‖βββ‖= 1. (10)

Remark 1: The main idea of slow feature analysis is
the generalized eigenvalue decomposition of matrix AWAWAW =
BWBWBWΛΛΛ. The matrix can be changed to WT B−1AW = ΛΛΛ,
where W is weight vector and ΛΛΛ represent a diagonal ma-
trix. The values inside represent the speed of change, ar-
ranged in descending order.

The maximum of (10) can be analyzed by Lagrangian
multiplier method.

L = βββ
T C(ααα⊗βββ )+

1
2

cβ (1−βββ
T
βββ )

+
1
2

cα(1−ααα
T
ααα), (11)

where C = 1
2 ∑

s
i=1(C

T
s+1Ci + CT

i Cs+1), ααα ⊗ βββ = (ααα ⊗
I)βββ = (I⊗βββ )ααα , ⊗ is Kronecker product.

Let L find the partial derivatives of ααα and βββ respectively,
and set the partial derivatives to zero

∂L
∂βββ

= C(ααα⊗ I)βββ +(ααα⊗ I)T CT
βββ − cββββ = 0, (12)

∂L
∂ααα

= (I⊗βββ )T CT
βββ − cαααα = 0. (13)

Let Zs = C(ααα⊗ I), the above formula can be simplified
as

∂J
∂βββ

= Zsβββ +ZT
s βββ − cββββ = 0, (14)

∂J
∂ααα

= (I⊗βββ )T CT
βββ − cαααα = 0. (15)

Multiplying βββ T on both sides of (12) and multiplying
αααT on both sides of (13), we have

cβ = βββ
T (ZT

s +Zs)βββ = L,

cα =ααα
T (I⊗βββ )T CT

βββ = L. (16)

It can be seen from (16) that the value of L is equal to
cβ and cα . Defining t as

t = Cβββ , (17)

where ti = Ciβββ for i = 1, 2, ..., s+ 1. The following for-
mula can be obtained
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Algorithm 1: Time-series Algorithm

1: Normalize the initial data X;
2: Randomly give the unit vector βββ ;
3: The expression of ααα can be obtained;

ααα =
1
2
{[(t1, t2, · · ·, ts)

T ts+1]+ [tT
s+1(ts, · · ·, t2, t1)]}.

4: After ααα is determined, βββ can be obtained;

βββ =
s

∑
i=1

ααα i(CT
s+1ti +CT

i ts+1).

5: Unitize ααα and βββ

βββ =
βββ

‖βββ‖
, ααα =

ααα

‖ααα‖
.

6: Update C as

q = CT t/tT t; C := C− tqT ; (19)

7: Go back to the third step and continue to extract vari-
ables until l variables are extracted.

cαααα =
1
2
{[(t1, t2, · · ·, ts)

T ts+1]+ [tT
s+1(ts, · · · , t2, t1)]},

cββββ =
s

∑
i=1

ααα i(CT
s+1ti +CT

i ts+1). (18)

It can be seen from (21) that when βββ is a certain value, ααα

can also be determined. The unit vector βββ can be randomly
given, and the non-Gaussian fault information is extracted
from the initial data. The implementation procedures are
is given in Algorithm 1.

Remark 2: The number of latent variable l and the
time delay variable s should be determined. If s has been
determined, there is a particular functional relationship be-
tween l and s, expressed as l = l(s). The selection princi-
ple of l is that the last calculated L accounts for 5% of the
total L. In this paper, the value s and l are selected as 3 and
13, respectively.

Algorithm 1 can be understood as extracting a slow-
change variable from the initial data in each loop. The
slow-change data obtained through the loop can be con-
sidered unbiased, and the remaining residual data is re-
lated to noise. The slow-change score is T = [t1, · · · , tl ].
The following formula is obtained by T

Ti = [ti, ..., tl−s+i−1] for i = 1, 2, · · · , s+1. (20)

The T1, T2, and Ts can be used to predict the value of
Ts+1 through the ARMA model

Ts+1 = T1ΞΞΞs +T2ΞΞΞs−1 + · · ·+TsΞΞΞ1 +V

= TsΞΞΞ+V, (21)

where Ts = [T1, T2, · · · , Ts] and ΞΞΞ = [ΞΞΞs, ΞΞΞs−1, · · · , ΞΞΞ1].
To make the predicted value ΞΞΞ unbiased, the residual

should be minimized. We have

ϒϒϒi = Ts+1−TsΞΞΞ. (22)

The T̂s+1 is predicted

T̂s+1 = TsΞΞΞ, (23)

where ΞΞΞ can be expressed as

ΞΞΞ = (TT
s Ts)

−1TT
s Ts+1. (24)

The X̂ is further calculated as follows:

X̂ = T̂s+1QT Xs+1, (25)

Ŝ = DUX̂, (26)

where Q = [q1, q2, · · · , ql ] is loading matrix in each qi
defined in (19), and X̂ is the non-Gaussian data estimated
from the initial data X. Equations (23) and (24) are ex-
plained in detail in Appendix A.

Remark 3: In this paper, the ARMA model is selected
with an autoregressive parameter of 1, called the autore-
gressive model. A series of derivations are carried out on
this basis.

3.2. Fault detection
SPE statistic is also called Q statistic, which is a particu-

larly popular statistic. According to (26), it can be defined
as

I2 = ŜT Ŝ, (27)

Q = eT
k ek = (Ŝ−U−1(UA)T Ŝ). (28)

Assuming ek ∼N (0,Σek), the distribution of Q can be ap-
proximately expressed by the following formula

Q∼ gχ
2
h , (29)

where χ2
h is the distribution of χ2 with h degrees of free-

dom, and

g =
Q2−Q

2

2Q
, h =

2Q
2

Q2−Q
2 , Ŝ =

1
N

N

∑
j=1

Ŝ( j),

Q2 =
1
N

N

∑
j=1
{(Ŝ( j)− Ŝ)T (Ŝ( j)− Ŝ)}2,

Q =
1
N

N

∑
j=1

(Ŝ( j)− Ŝ)T (Ŝ( j)− Ŝ). (30)

Calculate the data of SPE statistics under normal condi-
tions, then set the threshold Jth for a significance level µ

Jth,Q = gχ
2
µ(h). (31)



2896 Chao Cheng, Sheng Yang, Yu Song, and Gang Liu

Initial data

Residual data
Slow-change data and 

weight matrix

The test 

statistics  

Unmixing matrix U 

and whitening 

matrix D

ICA

2I

thJ

Fault data

Fault detection

Slow-change 

fault data

Independent 

component 

fault data
KDE

T
s QT 1



Time-series algorithm

 The threshold  

Fig. 2. Flow chart of TsICA.

The I2 statistic and the Q statistic use the same method
to set the threshold. By introducing risk assessment, the
FD problem of TsICA is transformed into a test statistics
problem. The specific test results are as follows:

H0 : I2 ≤ Jth,I2 and Q≤ Jth,Q =⇒ fault free,

H1 : I2 > Jth,I2 or Q > Jth,Q =⇒ faulty, (32)

where Jth,I2 and Jth,Q are the threshold for setting a bound-
ary between the null hypothesis H0 and alternative hypoth-
esis H1. The main idea of the TsICA algorithm is shown
in Fig. 2. The specific detection process is as follows:

Offline detection:

Step 1: Collect normal operating data X in offline
state;

Step 2: Normalize the initial data X;
Step 3: Extract the slow-changing data X̂ from the

normalized data X by Algorithm 1;
Step 4: The matrix X̂ is unmixed to obtain the matrix

S;
Step 5: The offline detection statistic I2 and Q are ob-

tained ;
Step 6: Determine the threshold Jth by kernel density

estimation.

Online detection:

Step 1: Collect online data Xon−line;
Step 2: Standardize data Xon−line;
Step 3: Find the slow-changing fault data X̂on−line;
Step 4: Find the slow-changing independent compo-

nent matrix Ŝon−line;

Step 5: Obtain online detection statistics I2
on−line and

Qon−line;
Step 6: The fault is detected by comparing the detec-

tion statistics with the threshold.

4. VERIFICATIONS

4.1. Experimental vertification
To improve the reliability of the method proposed in

this paper, a testing bench is introduced for simulating the
running gears of high-speed trains. The parameter test-bed
is developed by Changchun Railway Rolling Stock Co.,
Ltd, shown in Fig. 3.

As everyone knows, the running speed of high-speed
train will directly affect the temperature and vibration data
collected by sensors. In order to collect accurate data, the
speed of the traction motor of the running part should be
above 950 r/min. At this time, the train runs stably, and

Following removal

Bearing fault 

Pinion fault 

Motor fault Parameter setting test-bed

Running gear systems

1f 2f

3f

Fig. 3. Operation platform and fault position of running
gear in high-speed trains.
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Table 1. The physical meaning of variables and the range of values in different states.

Variable Position Normal range/unit Abnormal range/symbol/unit
x1 Motor non-drive side 35-49/◦C 50-65/ f1 /◦C
x2 Bearing 60-90/◦C 91-105 / f2 /◦C
x3 Pinion box 14-16/Hz 17-19 / f3 /Hz
x4 Side of bogie 25-40/◦C - -

Table 2. Test results of running gear system.

Method f1 f2 f3

MAR FAR MAR FAR MAR FAR
DPCA 6.43% 3.13% 5.00% 3.75% 1.43% 3.44%
DICA 1.44% 1.88% 36.44% 1.25% 1.44% 1.88%

The proposed method based on TsICA 0.72% 0.94% 0% 1.88% 0% 1.56%

the collected data X = {x1, x2, x3, x4} ∈ℜ600×4 has stable
characteristics. The physical meaning and value range of
the variables are listed in Table 1. It should be noted that
the number of sampling samples is 600 (where 300 is the
training data and 300 is the test data), and the sampling
interval is t = 1 min.

4.1.1 Fault injection
Motor faults f1, bearing faults f2 and pinion box faults

f3 are respectively injected into the running gear systems
in Fig. 3. The time of fault injection is 321 min in the test
data. The three types of faults fluctuate in the fault range
corresponding to Table 1.

4.1.2 Fault detection
As shown in Fig. 4, the detection results of TsICA is

satisfactory when the fault is not injected. Figs. 5-7 are
the detection results of TsICA after fault injection. Both
I2 and SPE statistics effectively detect the fault. Where
the red dashed line and the solid blue line are thresholds
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15

20
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0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600

Time(min)
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20
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40

S
P

E

Fig. 4. Detection result under fault-free conditions.

0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600
0

50

100

150

200

I2

0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600

Time(min)

0

50

100

150

200

250

S
P

E
322 323 324

14.5
15

15.5

322 323 324

17.5

18.5

Fig. 5. Detection results of f1 by TsICA.
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0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600

Time(min)

0

50

100

150

200

S
P

E

320
14

16

18

320 321

18.2
18.4
18.6

Fig. 6. Detection results of f2 by TsICA.

and detection statistics. The detected missing alarm rate
(MAR) and fault alarm rate (FAR) values are listed in Ta-
ble 2. It needs to be pointed out that the MAR detected by
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Fig. 7. Detection results of f3 by TsICA.
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Fig. 8. Detection results of f1 by DICA.

Table 3. Time when the fault is first detected

Method Detection time (min)
f1 f2 f3

DPCA 327 321 326
DICA 324 334 325

The proposed based on TsICA 323 321 321

TsICA is less than 1%, and the MAR is in the range of
(0%, 2%). In addition, For the three types of failures, the
first detection time is showed in Table 3. Next, analyze the
three types of faults in detail:

• Fault f1 is a motor fault caused by the eccentricity
of the motor rotor. As shown in Fig. 5, after 500 min,
the detection statistics showed a downward trend. The
main reason is that due to the inherent fault tolerance
of running gear systems, the impact of the fault on the
system is constantly being weakened.
• Fault f2 is a bearing fault caused by corrosion of parts

0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600
0

5

10

15

20

I2

0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600

Time(min)

0

5

10

15

20

25

S
P

E

333 334

7

7.2

Fig. 9. Detection results of f2 by DICA.

in the bearing. According to the test results shown in
Fig. 6, TsICA has achieved very satisfactory test re-
sults. Specifically, when a fault occurs, it is immedi-
ately detected by I2 and SPE statistics.
• Fault f3 is a pinion box fault caused by insufficient lu-

brication between parts. As shown in Fig. 7, after the
fault is injected, I2 and SPE statistics fluctuate above
the threshold over time.

4.1.3 Comparative analysis
This paper compares the two data-driven FD methods,

DPCA and DICA, with the TsICA method to prove the
superiority of this method. A simple comparative analysis
of the generated result graphs is carried out to illustrate
the superiority of TsICA better.

• The detection results of the three faults by DICA are
shown in Figs. 8-10. For f2, I2 and SPE do not de-
tect the fault in time and showed a fluctuating state.
Therefore, ICA is less sensitive to slow-change faults
than TsICA.
• Figs. 11-13 are the detection results of DPCA for

three faults. The MAR value is as high as 6.43% in
f1, which reduces the credibility of the method and
cannot meet the actual demand.

4.2. Discussions
The discussion is divided into two main parts: 1) Com-

parative analysis based on MAR and FAR; 2) Whether
FAR value can be reduced to 0.

4.2.1 Detection efficiency
For the three types of faults, the first detection time

of the method proposed in this paper is 323 min, 321
min, and 321 min, respectively, which are better than
DPCA and ICA. This result is achieved by extracting
slow-change information from the data by TsICA.
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Fig. 10. Detection results of f3 by DICA.

0 100 200 300 400 500 600
0

50

100

T
2

0 40 80 120 160 200 240 280 320 360 400 440 480 520 560 600

Time(min)

0

100

200

300

S
P

E

326 326.5 327 327.5
8

8.5
9

Fig. 11. Detection results of f1 by DPCA.
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Fig. 12. Detection results of f2 by DPCA.

4.2.2 The value of false alarm rate

Under ideal conditions, FAR will be infinitely close to
0. In this article, FAR (FAR ∈ (0%, 2%)) may be caused
by the following two situations: 1) The system is in a
non-stationary state; 2) The time-series algorithm covers
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Fig. 13. Detection results of f3 by DPCA.

a small amount of noisy data during multiple iterations of
extraction.

5. CONCLUSIONS

This paper proposes a TsICA algorithm to solve the FD
problem of running gear systems on a high-speed train.
TsICA comprehensively analyzes the slow-change data
of running gear systems and overcomes the problem that
the fault data and the noise data are difficult to separate.
The scientificity of TSICA is proved by rigorous formula
derivation. The effectiveness of TsICA is fully verified on
the parameter test bench of running gear systems. It needs
to be pointed out that 1) Compared with traditional meth-
ods, TsICA is more sensitive to slow-change faults; 2)The
MAR of TsICA is better than DICA and DPCA for the
three types of failures, and the FAR value is less than 2%;
3) The first fault detection time is better than traditional
methods, which makes TsICA more suitable for running
gear systems; 4) The FD method proposed in this paper is
based on data-driven, highly feasible and flexible so that it
can be extended to other industrial processes.

APPENDIX A: MATHEMATICAL
VERIFICATIONS OF (23) AND (24)

Proof: The sun of errors is ϒϒϒ =ϒϒϒ2
1+ϒϒϒ2

2+ . . .+ϒϒϒ2
s ,ϒ can

be written as

ϒϒϒ = (Ts+1−TsΞΞΞ
T
)(Ts+1−TsΞΞΞ).

Let the first-order deviation of ϒϒϒ to ΞΞΞ be 0

∂ϒϒϒ

∂ΞΞΞ
=−TT

s+1Ts−TT
s+1Ts +2ΞΞΞ

T TT
s Ts = 0.

The estimated value by least squares is

ΞΞΞ = (TT
s Ts)

−1TT
s Ts+1,

T̂s+1 = TsΞΞΞ.

Hence, (23) and (24) can be obtained.
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