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Distributed Model Reference Control for Cooperative Tracking of Vehicle
Platoons Subjected to External Disturbances and Bounded Leader Input
Agung Prayitno � and Itthisek Nilkhamhang* �

Abstract: This paper proposes a distributed model reference controller (DMRC) for cooperative tracking of vehicle
platoons subjected to unknown external disturbances and bounded, non-zero leader input. The vehicle-to-vehicle
communication network topology is assumed to be directed and contains at least one spanning tree with the leader
as a root node. The proposed scheme utilizes the cooperative tracking error reference as a virtual reference for
each follower. The main control system is designed using cooperative tracking error and cooperative disagreement
error to attenuate the effects of unknown external disturbance and allow for bounded leader input. The global
disagreement error is shown to be uniformly ultimately bounded through detailed stability analysis, such that the
states of each follower synchronize to the leader states with bounded residual error, and guarantees input-to-state
string stability (ISSS) of the platoon. Performance verification is conducted through simulations and validates the
efficacy of DMRC for the vehicle platoon problem.

Keywords: Cooperative state variable feedback, cooperative tracking, directed topology, distributed model refer-
ence control, string stability, vehicle platoon.

1. INTRODUCTION

Future trends in the development of self-driving cars in-
clude cooperative control between vehicles. An example
application is a vehicle platoon, in which a series of ve-
hicles move together while maintaining a desired distance
of separation by utilizing onboard sensors and information
exchange. Each vehicle moves at the same velocity and ac-
celeration as the platoon. A lead vehicle usually provides
a reference trajectory for all followers. This platoon for-
mation is suitable for scenarios in which a group of vehi-
cles depart together towards a common destination. Exam-
ples include container trucks carrying products from ware-
house to port or travel buses that transport tourists to their
destinations. The development of vehicle platoons for pas-
senger vehicles may also be beneficial for intelligent high-
way systems. Vehicle platoon improves the quality of hu-
man life in terms of safety, time efficiency, fuel consump-
tion, optimizing road capacity, environmental conserva-
tion, and productivity [1–4].

Current research into vehicle platoons focuses on four
main components, namely node (longitudinal vehicle) dy-
namics, formation geometry, information flow topology,
and distributed controllers [5]. Survey papers [6,7] pro-
vide an overview of the vehicle platoon, including recent

works and challenges for future deployment. An impor-
tant research topic is the development of distributed con-
trol schemes capable of providing the best performance in
the presence of various conditions that are not ideal but
are unavoidable in real-world applications. These include
constraints on state and control input [8], actuator satu-
ration [9], communication problems such as delay [10]
and communication loss [11], switching topology [12,13],
uncertain vehicle dynamics [14], disturbances [15], and
switching control [11,16].

A vehicle platoon can be formulated as a multi-agent
system, with each vehicle acting as an independent agent.
Since most platoons contain a lead vehicle, it is cat-
egorized as a leader-follower consensus problem [17].
Leader-follower consensus is also commonly referred to
as cooperative tracking [18] and can be realized under di-
rected or undirected graph topology. For a directed topol-
ogy, a vehicle can send information to its neighbor(s) but
not necessarily vice versa [19]. Common directed topolo-
gies are predecessor-follower (PF) [11], predece-ssor-
follower-leader (PFL) [10], two-predecessors-follo-wer
(TPF) [20], and two-predecessors-follower-leader (TPFL)
[21]. Meanwhile, an undirected topology involves bidi-
rectional information exchange between the vehicle and
its neighbor(s) with equal weight [18]. Bidirectional (BD)
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[22,23] and bidirectional-leader (BDL) [24] represent two
typical undirected topologies. For vehicle platoon applica-
tions, directed topology is more common than undirected
topology.

Information exchange between vehicles can be
achieved by wireless communication technologies or
direct measurements using onboard sensors, such as
RADAR, LIDAR, and vision systems [25]. The perfor-
mance and stability of vehicle platoons are therefore sus-
ceptible to poor network quality that may cause commu-
nication loss [11,26] and delay [10,27]. While onboard
sensors do not rely on communication networks, they are
subjected to range or line-of-sight limitations, and may
experience localized hardware failure [28]. Most current
implementations of vehicle platoons employ only onboard
sensors, which are sufficient for a simple PF topology.
However, recent advances in vehicle-to-vehicle (V2V)
communication technology, such as DSRC and VANET,
along with the emergence of 5G networks, have enabled
multiple vehicles in the platoon to form fast and reliable
data connections in more complicated topologies, such
as TPF, TPFL, and PFL. When compared to PF, these
topologies allow for greater flexibility and redundancy,
rendering them more robust to single point failures in the
network. Moreover, the ability to communicate with ve-
hicles beyond the immediate line-of-sight leads to faster
anticipatory actions that enhances the performance and
stability of the entire platoon [4]. This would in turn in-
crease safety and maximize road capacity [6,29].

Many distributed control approaches have been pro-
posed for general multi-agent systems that may be suitable
for vehicle control applications, including fuzzy-based
[30] and neural network-based [31,32] methods. Zhang
et al. [33] proposed LQR-based cooperative state vari-
able feedback (SVFB), cooperative observer design, and
cooperative output feedback for leader-follower consen-
sus. Li et al. [34] studied a distributed adaptive consen-
sus protocol that allows for adaptation of the coupling
weight. Moreover, Li et al. [17] introduced consensus us-
ing node-based and edge-based adaptive protocols. Har-
fouch et al. [11] proposed a distributed model reference
adaptive control specifically for vehicle platoons to over-
come uncertainties in driveline dynamics and engine per-
formance coefficient. Similarly, Zou et al. [35] proposed
a self-tuning algorithm for velocity and position control
of vehicle platoons with parametric uncertainties. How-
ever, authors of [11,17,33–35] assume that the leader has
zero input, which implies constant velocity for the vehicle
platoons. This severely limits the practicality in real traffic
conditions, where in many situations the lead vehicle must
vary its velocity to avoid collision, improve fuel efficiency,
maximize road capacity, and hasten arrival time.

In general, disturbances to vehicles involved in the pla-
toon lead to reduced performance and increased spacing
error [15]. Sources of disturbance include traffic condi-

tions, wind gust, sensor noises, unmodeled system dy-
namics, and parameter variations [2,19,36]. These distur-
bances may propagate to other vehicles in the platoon [37]
and can lead to a condition known as string instability. To
avoid collisions or unnecessary road congestions, string
stability is therefore an important property of vehicle pla-
toons [38]. Feng et al. [39] provides a thorough study of
various definitions and analysis methods for string stabil-
ity, including Lp string stability [40], disturbance string
stability [3], and input-to-state string stability (ISSS). A
modified definition of ISSS was used by Zhan et al. [2] to
analyze the string stability of a platoon consisting of both
automated and human-piloted vehicles.

In a leader-follower consensus system with undirected
topologies, disturbances can be dealt with in different
ways. Peng et al. [14] developed a distributed model ref-
erence adaptive control architecture for followers with
matched uncertain dynamics and unknown matched dis-
turbances to synchronize to the leader. However, this can
result in high coupling gains that require considerable
control efforts during transient periods, which may cause
problems in vehicle platoons. Furthermore, Yan et al.
[36] proposed an observer-based distributed tracking con-
trol with disturbance bounded in rates of change. Cao
et al. [19] designed an active disturbance rejection-based
method for linear multi-agent system on leader-follower
consensus by estimating the local state and disturbance si-
multaneously, under the assumption of constant steady-
state disturbance. By using an extended state observer,
Huo et al. [41] proposed a fully distributed consensus dis-
turbance rejection control based on the relative estimated
states and the estimated external disturbance for leader-
follower consensus with zero leader input. These algo-
rithms are based on undirected topologies with symmet-
rical Laplacian matrices.

In practice, most vehicle platoons are developed using
directed topologies with asymmetrical Laplacian matri-
ces. This poses a challenge in achieving leader-follower
consensus, as explored by the following literatures. Dis-
tributed adaptive output feedback consensus control with
possible non-zero leader input was studied by Lv et al.
[42] but did not consider disturbances to the followers.
Zhu et al. [43] solved the problem of disturbances and
non-zero leader input in the absence of full-state infor-
mation with observer-based cooperative tracking. How-
ever, this involved a difficult tuning process subjected to
the feasibility of the linear matrix inequality. Assuming
that the leader input and external disturbance are bounded,
Zhang et al. [44] designed a disturbance observer and a
state feedback controller for each follower but required
the exact disturbance model. Zhang et al. [45] proposed
a distributed robust adaptive neural network to solve for
unknown nonlinear dynamics and disturbance. Moreover,
Peng et al. [31] developed distributed adaptive synchro-
nization based on neural network under directed and undi-
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rected topologies for leader-follower consensus with un-
known matched disturbance. However, both [45] and [31]
require knowledge on the bound of the basis function to
design the control parameters.

In summary, there are two main issues in the design
of distributed controllers for vehicle platoons, namely (i)
guaranteeing stability, string stability, and consensus when
the platoon is subjected to unknown external disturbances
and time-varying bounded leader input, and (ii) being ap-
plicable to various directed topologies with asymmetrical
Laplacian matrices. Therefore, this work proposes a novel
distributed model reference control (DMRC) scheme uti-
lizing cooperative disagreement error. The vehicle platoon
is formulated as a leader-follower consensus problem. The
proposed DMRC consists of the cooperative tracking er-
ror reference model and the main control system. The co-
operative tracking error reference model utilizes cooper-
ative SVFB to generate a reference control signal based
on the nominal model of each vehicle. The cooperative
tracking error reference is sent to the main control sys-
tem as a virtual reference. The actual vehicle input con-
sists of a nominal control signal based on the cooperative
tracking error, and a synchronization input based on the
cooperative disagreement error. As proposed in [2], string
stability is analyzed using modified ISSS. Applying this
proposed control scheme guarantees the synchronization
of each follower states to the leader with bounded resid-
ual error. Furthermore, the robustness of the system under
poor communication network is analyzed through simula-
tion.

The main contributions of this paper can be summarized
as follows:

i) The proposed distributed controller guarantees sta-
bility, string stability, and consensus in the vehi-
cle platoon while considering bounded leader input
and unknown external disturbances. The restriction in
[33,34] that assumes a leader with zero input is re-
moved. Compared to [3] that requires the platoon to
always be moving, DMRC is applicable during peri-
ods of zero velocity. Moreover, it is shown to be ro-
bust to communication delay and intermittent com-
munication loss.

ii) DMRC can be applied to vehicle platoons with any
directed topology that contains at least one spanning
tree with the leader as a root node. This increases the
practicality and flexibility over existing methods that
achieve leader-follower consensus only under undi-
rected topologies [14,19,41] or are restricted to spe-
cific topologies, such as PF [11] or BD [23].

iii) It is easier to implement when compared to [43],
which used intermediate estimators to simultaneously
estimate the disturbance and the leader input to design
the decentralized control protocol.

This paper presents the details of the proposed con-
troller, including stability, string stability, and consen-
sus analysis. The performance of a vehicle platoon with
DMRC is validated through numerical simulations.

2. SYSTEM DESCRIPTION

2.1. Vehicle platoon
A vehicle platoon consists of one leader, which is at the

forefront, and N-followers, see Fig. 1. The lead vehicle
generates a reference state trajectory and broadcasts infor-
mation to the followers directly or indirectly. In a typical
configuration, the leader does not receive any information
from the followers. A follower is a controllable vehicle
that implements a control protocol by utilizing relative in-
formation from the neighbors.

Spacing policies are used by platoon vehicles to de-
termine inter-vehicular distances. Common strategies in-
clude constant spacing policy (CSP) [4], constant time
heading (CTH) [11], and delay-based spacing policy [3].
This paper utilizes CSP, which is velocity-independent
and maximizes road capacity.

A linearized third-order model is used to represent ve-
hicular longitudinal dynamics as follows [4,46]:

ṗ(t) = v(t) ,

v̇(t) = a(t),

ȧ(t) =−1
τ

a(t)+
1
τ

u(t) , (1)

where p(t), v(t), and a(t) are position, velocity and accel-
eration of the vehicle respectively. u(t) is the control input
of the vehicle and τ represents the inertial time lag of the
powertrain. For readability, the time notation (t) is omitted
in the following derivations.

2.2. Information flow topology
In cooperative control of vehicle platoons, the informa-

tion flow between vehicles is represented by a graph de-
noted as G(V ,EEE), where V = {v1, v2, . . ., vN} is a set of
nodes that represents the vehicles and EEE ⊆ V×V is a set
of edges representing information exchange between vehi-
cles. The exchange of information between followers can
be represented by an adjacency matrix A= [ai j] ∈ RN×N .

Fig. 1. A vehicle platoon with one leader and N-followers.
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Each entry of the adjacency matrix has the value: ai j = 1
if and only if {v j, vi} ∈ EEE, otherwise ai j = 0. Here, {v j,
vi} ∈ EEE signifies that vehicle i can receive information
from vehicle j. The number of neighbors that are capa-
ble of sending information to vehicle i is determined by
the in-degree matrix, D = diag{d11, d22, . . ., dNN}, where
dii = ∑

N
j=1 ai j. The Laplacian matrix LLL is related to graph

G and is defined as LLL =D−A∈RN×N with diagonal ele-
ments `ii = dii and the other elements given by `i j =−ai j.
A pinning matrix represents the information flow from the
leader to the followers and is expressed as GGG = diag{g11,
g22, . . ., gNN}, where gii = 1 means that follower i can
receive information directly from the leader, otherwise
gii = 0. A directed graph (digraph) is a graph where all
edges have direction from one node to another. A digraph
contains a spanning tree if there is a root node, and de-
parting from this root, all nodes can be reached by follow-
ing edge arrows. Let an augmented graph G̃(Ṽ ,ẼEE) that in-
cludes the leader and all follower vehicles be defined such
that Ṽ = {v0, v1, v2, . . ., vN} and ẼEE ⊆ Ṽ× Ṽ .

Assumption 1 [45]: The augmented graph G̃ is di-
rected and contains at least one spanning tree with the
leader as a root node.

Lemma 1 [31,45,47]: Under Assumption 1, (LLL+GGG) is
a nonsingular M-matrix and we can define

FFF = [ f1, f2, · · · , fN ]
T = (LLL+GGG)−1 111,

SSS = diag
{

1
f1
,

1
f2
, · · · , 1

fN

}
,

TTT = SSS (LLL+GGG)+(LLL+GGG)TSSS. (2)

Here 111 = col(1, 1, · · · , 1) ∈ RN , SSS > 0 and TTT > 0. That
is, there exists a positive diagonal matrix SSS such that TTT =
SSS(LLL+GGG)+(LLL+GGG)TSSS is positive definite.

2.3. String stability
String stability is an important property of vehicle pla-

toons that prevent disturbances to one vehicle from being
amplified downstream along the string [48]. Feng et al.
[39] conducted an extensive study of different definitions
and analysis methods for string stability, concluding that
input-to-state string stability (ISSS) is the most appropri-
ate for vehicle platoons with a general communication
topology. A recent work by Zhan et al. [2] proposes us-
ing modified ISSS, based on the concept of input-to-state
stability (ISS) from [49], as follows

Definition 1 [49]: A smooth storage function V : Rn→
R is said to be an ISS-Lyapunov function for the system
∆̇∆∆ = f (∆∆∆,uuu) if there exist functions ψ1,ψ2,ψ3,ψ4∈ K∞

such that

ψ1 (‖∆∆∆‖)≤V (∆∆∆)≤ ψ2 (‖∆∆∆‖) , (3)

for any ∆∆∆ ∈ Rn and

V̇ (∆∆∆)≤−ψ3 (‖∆∆∆‖)+ψ4 (‖uuu‖) , (4)

for any ∆∆∆ ∈ Rn and any uuu ∈ Rm.

Lemma 2 [2,49]: A vehicle platoon is ISSS if and only
if there exists a smooth ISS-Lyapunov function.

2.4. Problem formulation
Consider a group of vehicles with longitudinal dynam-

ics given by (1) forming a vehicle platoon with 1-leader
and N-followers. In this paper, it is assumed that all vehi-
cles have identical nominal models. The longitudinal dy-
namics of the lead vehicle is

ẋxx0 =AAAxxx0 +BBBuuu0, (5)

where xxx0 ∈ Rn is the leader’s state and uuu0 ∈ Rm is the
leader’s input that is assumed to be non-zero and bounded.
AAA ∈ Rn×n and BBB ∈ Rn×m are the nominal system matrices,

AAA =

0 1 0
0 0 1
0 0 − 1

τ

 and BBB =

0
0
1
τ

 . (6)

The followers are subjected to unknown external distur-
bances and can be represented in the state-space form as
[19,43]

ẋxxi =AAAxxxi +BBB [uuui +wwwi] , i ∈ {1,2, . . . ,N} , (7)

where xxxi ∈ Rn is the state vector, uuui ∈ Rm is the bounded
control input and wwwi ∈ Rm is the bounded, unknown ex-
ternal disturbance. The nominal system matrices, AAA and BBB,
are the same as the leader. In this paper, the state vector
of the ith vehicle is defined as xxxi =

[
pi + i ·dr vi ai

]T ,
where dr is the desired constant spacing distance.

Remark 1: Although wwwi in (7) is considered an un-
known external disturbance, it can also be the result of
unmodeled dynamics or parametric uncertainties [3].

Remark 2: In this paper, it is assumed that the length
of all vehicles is the same and without loss of generality
can be considered as zero.

The objective is to design a distributed controller for
each follower such that the global cooperative disagree-
ment error is uniformly ultimately bounded and ISSS,
and each follower synchronizes to the leader state with
bounded residual error.

3. DISTRIBUTED MODEL REFERENCE
CONTROL BASED ON COOPERATIVE

TRACKING ERROR

LQR-based cooperative SVFB [33] is a viable algo-
rithm for the leader-follower problem of homogeneous
multi-agent systems when the leader is moving with a con-
stant velocity (i.e., zero input). All followers are shown to
synchronize with the leader, and this implies that the co-
operative tracking error approaches zero as time goes to
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Fig. 2. Distributed model reference control for coopera-
tive tracking.

infinity. This is the basis of the reference model utilized in
this work, which extends the results to include unknown
external disturbances in the followers and a leader with
bounded, non-zero input.

The proposed distributed model reference control in
Fig. 2 consists of the cooperative tracking error reference
model and the main control system. The cooperative track-
ing error reference model utilizes cooperative SVFB to
generate a reference control signal (uuui,nr) based on the
nominal model of the vehicle. The cooperative tracking
error reference (εεε i,r) is sent to the main control system
as a virtual reference. The actual vehicle input consists
of a nominal control signal (uuui,n) based on the cooperative
tracking error (εεε i), and a synchronization input (uuui,s) based
on the cooperative disagreement error (∆∆∆i).

3.1. Cooperative tracking error reference model

The leader and follower vehicles are considered as ho-
mogenous with the same vehicular longitudinal dynamics
described by a reference model

ẋxx0,r =AAAxxx0,r, (8)

ẋxxi,r =AAAxxxi,r +BBBuuui,nr, i ∈ {1, 2, . . . , N}, (9)

where xxx0,r ∈ Rn and xxxi,r ∈ Rn are the reference states of
the leader and followers respectively. uuui,nr ∈Rm is the con-
trol input of the ith vehicle based on the reference model.
Since there are no input signals in (8), the leader moves
with constant velocity. AAA and BBB are the nominal system
matrices described in (6).

The nominal controller of the reference model is ob-
tained using LQR-based cooperative SVFB control ac-
cording to [33]

uuui,nr = c1KKKεεε i,r, (10)

where c1 is a scalar coupling gain, KKK ∈ Rm×n is the feed-
back gain matrix, and εεε i,r ∈Rn is the cooperative tracking

error reference defined as

εεε i,r =
N

∑
j=1

ai j (xxx j,r−xxxi,r)+gii (xxx0,r−xxxi,r). (11)

The feedback gain matrix can be chosen as

KKK =RRR−1BBBTPPP. (12)

PPP is a solution of the algebraic Riccati equation (ARE)

0 =AAATPPP+PAPAPA+QQQ−PBPBPBRRR−1BBBTPPP, (13)

where QQQ = QQQT ∈ Rn×n > 0 and RRR = RRRT ∈ Rm×m > 0. By
substituting the control law (10) into (9), the closed-loop
reference model of the ith vehicle becomes

ẋxxi,r =AAAxxxi,r + c1BKBKBK
{ N

∑
j=1

ai j (xxx j,r−xxxi,r)

+gii (xxx0,r−xxxi,r)

}
. (14)

Remark 3: The cooperative tracking error reference
εεε i,r will be used as a virtual reference by each follower
to achieve synchronization.

3.2. Main control system
The actual vehicular dynamics are given by (5) and (7).

The control input to the ith vehicle is defined as

uuui = uuui,n−uuui,s, (15)

where uuui,n ∈Rm is the nominal control signal and uuui,s ∈Rm

is the synchronization input given by

uuui,n = c1KKKεεε i, (16)

uuui,s = c2KKK∆∆∆i. (17)

Here, εεε i ∈Rn is the cooperative tracking error and ∆∆∆i ∈Rn

is the cooperative disagreement error as follows:

εεε i =
N

∑
j=1

ai j (xxx j−xxxi)+gii (xxx0−xxxi), (18)

and

∆∆∆i =
N

∑
j=1

ai j (εεε j−εεεi)−giiεεεi, (19)

where εεεi ∈ Rn is the disagreement error of (18) with the
virtual reference (11), defined as

εεεi = εεε i−εεε i,r. (20)

The feedback gain matrix KKK is designed according to (12).
The conditions on the coupling gains c1 and c2 will be
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established later. The closed-loop system of the ith vehicle
can be obtained by substituting control input (15) into (7),

ẋxxi =AAAxxxi + c1BKBKBK

(
N

∑
j=1

ai j (xxx j−xxxi)+gii (xxx0−xxxi)

)

− c2BKBKBK

(
N

∑
j=1

ai j (εεε j−εεεi)−giiεεεi

)
+BBBwwwi. (21)

Remark 4: All followers exchange information to con-
nected vehicles that includes: reference state (xxxi,r), actual
state (xxxi), and disagreement error (εεεi), as shown in Fig. 2.
The leader only sends its reference state (xxx0,r) and actual
state (xxx0) to connected vehicles. The reference states can
be treated as virtual state references.

Remark 5: Setting the coupling gain c2 = 0 reduces
the algorithm to conventional LQR-based cooperative
SVFB.

Remark 6: The synchronization input signal (uuui,s) and
cooperative disagreement error (∆∆∆i) remove the condition
that all followers must be directly connected to the leader
and allows for time-varying velocity. The proposed con-
troller is therefore applicable to any directed topology, as
long as Assumption 1 is satisfied. This is the main novelty
of the proposed controller.

4. STABILITY ANALYSIS

To conduct stability analysis, all dynamics of the vehi-
cle platoon are re-defined using global notations.

4.1. Global cooperative tracking error reference model
The global representation of the leader reference model

is

ẋxx0,r = (IIIN⊗AAA)xxx0,r, (22)

where xxx0,r = col(xxx0,r, xxx0,r, · · · , xxx0,r) ∈ RnN and IIIN ∈ RN×N

is the identity matrix.⊗ represents the Kronecker product.
The global closed-loop reference model is given by

ẋxxr =(IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)xxxr

+(c1 (LLL+GGG)⊗BKBKBK)xxx0,r, (23)

where xxxr = col(xxx1,r,xxx2,r, · · · ,xxxN,r) ∈ RnN , while LLL and GGG
are the Laplacian and pinning gain matrices associated
with the topology.

Denote the global tracking error of each follower with
respect to the leader reference model as eeer = xxxr − xxx0,r,
where eeer = col(eee1,r, eee2,r, · · · , eeeN,r)∈RnN . The global track-
ing error dynamics for the reference model can be repre-
sented by

ėeer = (IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)eeer. (24)

The global cooperative tracking error reference is defined
as εεε r = −((LLL+GGG)⊗ IIIn)eeer, where εεε r = col(εεε1,r, εεε2,r, · · · ,

εεεN,r) ∈ RnN and IIIn ∈ Rn×n is the identity matrix. This re-
sults in

ε̇εε r = (IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)εεε r. (25)

4.2. Global control system
The global dynamics of the leader is represented as

ẋxx0 = (IIIN⊗AAA)xxx0 +(IIIN⊗BBB)uuu0, (26)

where xxx0 = col(xxx0, xxx0, · · · , xxx0) ∈ RnN and uuu0 = col(uuu0, uuu0,
· · · , uuu0) ∈ RmN .
The global closed-loop system becomes

ẋxx =(IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)xxx

+(c1 (LLL+GGG)⊗BKBKBK)xxx0

−
(

c2 (LLL+GGG)2⊗BKBKBK
)

xxx

+
(

c2 (LLL+GGG)2⊗BKBKBK
)

xxx0

+
(

c2 (LLL+GGG)2⊗BKBKBK
)

xxxr

−
(

c2 (LLL+GGG)2⊗BKBKBK
)

xxx0,r +(IIIN⊗BBB)www, (27)

where xxx = col(xxx1, xxx2, · · · , xxxN) ∈ RnN and www = col(www1, www2,
· · · , wwwN) ∈ RmN .

Denote the global tracking error of followers with re-
spect to the leader as eee = xxx−xxx0, where eee = col(eee1, eee2, · · · ,
eeeN) ∈ RnN . Then, the global tracking error dynamics with
respect to the leader is

ėee =(IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)eee

−
(

c2 (LLL+GGG)2⊗BKBKBK
)

eee

+
(

c2 (LLL+GGG)2⊗BKBKBK
)

eeer

+(IIIN⊗BBB) [www−uuu0] . (28)

Let the global cooperative tracking error be defined as εεε =
−((LLL+GGG)⊗IIIn)eee, where εεε = col(εεε1, εεε2, · · · , εεεN) ∈ RnN .
The global cooperative tracking error dynamics becomes

ε̇εε =(IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)εεε

−
(

c2 (LLL+GGG)2⊗BKBKBK
)

εεε

+
(

c2 (LLL+GGG)2⊗BKBKBK
)

εεε r

− ((LLL+GGG)⊗BBB) [www−uuu0] . (29)

Similarly, let the global disagreement error be given as εεε=
−((LLL+GGG)⊗IIIn)eee + ((LLL+GGG)⊗IIIn)eeer, where εεε = col(εεε1,
εεε2, · · · , εεεN) ∈ RnN . The global disagreement error dynam-
ics is

ε̇εε=−((LLL+GGG)⊗IIIn)ėee+((LLL+GGG)⊗IIIn)ėeer. (30)
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Defining the global cooperative disagreement error ∆∆∆ as
∆∆∆ = −((LLL+GGG)⊗IIIn)εεε, where ∆∆∆ = col(∆∆∆1, ∆∆∆2, · · · , ∆∆∆N) ∈
RnN . Then

∆̇∆∆ =(IIIN⊗AAA− c1 (LLL+GGG)⊗BKBKBK)∆∆∆

−
(

c2 (LLL+GGG)2⊗BKBKBK
)

∆∆∆

+
(
(LLL+GGG)2⊗BBB

)
[www−uuu0] . (31)

4.3. Main stability result
Theorem 1: Consider a vehicle platoon where the

leader and followers are described by the dynamics in (5)
and (7), and a network topology that satisfies Assumption
1. The reference model of each vehicle is specified ac-
cording to (8) and (9), with a reference controller (10). By
applying the distributed controller (15) with feedback gain
KKK as in (12), and selecting the coupling gains such that

c1 ≥
1

min
i=1···N

( fiλi)
, (32)

and c2 ≥ 0, where λi is the ith eigenvalue of matrix TTT , and
fi is the ith row of column vector FFF defined in (2), then
the global cooperative disagreement error (∆∆∆) is uniformly
ultimately bounded and ISSS. The global tracking error of
the followers with respect to the leader (eee) satisfies

lim
t→∞
‖eee‖ ≤ α, (33)

where α ∈ R+ is some constant value.

Proof: Partly inspired by [31], the Lyapunov candidate
function is chosen as

V =∆∆∆
T (SSS⊗PPP)∆∆∆. (34)

It can be shown that

σ(SSS)σ(PPP)‖∆∆∆‖2 ≤V ≤ σ(SSS)σ(PPP)‖∆∆∆‖2 , (35)

where σ(·) and σ(·) are the minimum and maximum sin-
gular values, respectively. The time derivative of V along
the global cooperative disagreement error dynamics (31)
is

V̇ =∆∆∆
T
[
SSS⊗

(
PAPAPA+AAATPPP

)
− c1(SSS (LLL+GGG)+(LLL+GGG)T SSS)⊗PBKPBKPBK

]
∆∆∆

−2c2∆∆∆
T
[
SSS (LLL+GGG)2⊗PBKPBKPBK

]
∆∆∆

−2∆∆∆
T
(

SSS(LLL+GGG)2⊗PBPBPB
)
(www−uuu0) . (36)

Substituting (2) and (12) into (36) gives

V̇ =∆∆∆
T [SSS⊗ (PAPAPA+AAATPPP

)
− c1TTT ⊗PBPBPBRRR−1BBBTPPP

]
∆∆∆

−2c2∆∆∆
T
[
SSS (LLL+GGG)2⊗PBPBPBRRR−1BBBTPPP

]
∆∆∆

−2∆∆∆
T
(

SSS(LLL+GGG)2⊗PBPBPB
)
(www−uuu0) . (37)

From Lemma 1, TTT is positive definite and thus there exists
a unitary matrix JJJ such that JJJTT JT JT J = diag{λ1, λ2, · · · , λN}.
Using this property, (37) can be represented as

V̇ =
N

∑
i=1

si∆∆∆i
T [PAPAPA+AAATPPP

− c1 fiλiPBPBPBRRR−1BBBTPPP
]
∆∆∆i

−2c2∆∆∆
T
[
SSS (LLL+GGG)2⊗PBPBPBRRR−1BBBTPPP

]
∆∆∆

−2∆∆∆
T
(

SSS(LLL+GGG)2⊗PBPBPB
)
(www−uuu0) . (38)

By choosing c1 as defined in (32) and c2 ≥ 0, it follows
that

V̇ ≤
N

∑
i=1

si∆∆∆i
T [PAPAPA+AAATPPP−PBPBPBRRR−1BBBTPPP

]
∆∆∆i

−2∆∆∆
T
(

SSS(LLL+GGG)2⊗PBPBPB
)
(www−uuu0) . (39)

As uuu0 and wwwi are bounded, there exists a positive constant
such that ‖uuu0‖ ≤ β ∈ R and ‖www‖ ≤ ω ∈ R. Considering
(13), (39) can further be written as

V̇ ≤− min
i=1,...,N

(si)σ (QQQ)‖∆∆∆‖2

+2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)ϑ ‖∆∆∆‖ , (40)

where

ϑ = β +ω. (41)

Equation (40) can be expressed as

V̇ ≤−aV +b
√

V , (42)

where

a =

min
i=1,...,N

(si)σ (QQQ)

σ (SSS)σ (PPP)
, (43)

and

b =
2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)ϑ√

σ (SSS)σ (PPP)
. (44)

Let

z =
√

V =
√

σ (SSS)σ (PPP)‖∆∆∆‖ , (45)

then

ż =
V̇

2
√

V
=−a

√
V

2
+

b
2
≤−a

2
z+

b
2
. (46)
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The solution of z is

z≤ b
a
+ e−

at
2

(
z0−

b
a

)
. (47)

It is seen that z is bounded by b/a as t → ∞. Taking the
limit of (47) yields

lim
t→∞

z≤ lim
t→∞

(
b
a
+ e−

at
2

(
z0−

b
a

))
. (48)

Substituting (45) into (48),

lim
t→∞
‖∆∆∆‖ ≤ b

a
√

σ (SSS)σ (PPP)
= γ, (49)

where

γ =
2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)ϑ

min
i=1,...,N

(si)σ (QQQ)
. (50)

From (40), the following condition

‖∆∆∆‖ ≥
2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)ϑ

min
i=1,...,N

(si)σ (QQQ)
= γ, (51)

renders V̇ ≤ 0. By considering (35), (40), and (51) the
solution of ∆∆∆ is uniformly ultimately bounded [50]. Ac-
cording to Definition 1, (34) is therefore an ISS-Lyapunov
function with

ψ1 (‖∆∆∆‖) = σ (SSS)σ (PPP)‖∆∆∆‖2 ,

ψ2 (‖∆∆∆‖) = σ (SSS)σ (PPP)‖∆∆∆‖2 ,

ψ3 (‖∆∆∆‖) = min
i=1,...,N

(si)σ (QQQ)‖∆∆∆‖2 ,

ψ4 (‖uuu‖) =

(
2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)

)2

min
i=1,...,N

(si)σ (QQQ)
ϑ

2,

(52)

where ϑ is the augmented bound of the leader input and
disturbances as given in (41). From Lemma 2, ∆∆∆ is consid-
ered to be ISSS.

The relationship between ‖εεε‖ and ‖∆∆∆‖ is as follows:

‖εεε‖=
∥∥∥((LLL+GGG)⊗IIIn)

−1
∆∆∆

∥∥∥≤ ‖∆∆∆‖
σ (LLL+GGG)

. (53)

Alternatively,

‖εεε‖ ≤
2σ (SSS)σ

(
(LLL+GGG)2

)
σ (PBPBPB)ϑ

min
i=1,...,N

(si)σ (QQQ)σ (LLL+GGG)
. (54)

From the reference model and according to [33], it is guar-
anteed that all follower states synchronize to the leader

state. It is implied that εεε r = 000, therefore εεε = εεε and the re-
lationship between ‖εεε‖ and ‖eee‖ becomes

‖eee‖=
∥∥∥((LLL+GGG)⊗IIIn)

−1
εεε

∥∥∥≤ ‖εεε‖
σ (LLL+GGG)

. (55)

Thus, the tracking error eee satisfies (33) with

α =
2σ(SSS)σ((LLL+GGG)2)σ(PBPBPB)ϑ

min
i=1,...,N

(si)σ (QQQ)(σ (LLL+GGG))2 . (56)

This completes the proof. �

5. SIMULATION RESULTS

The performance and effectiveness of the proposed
DMRC is analyzed by considering a vehicle platoon with
a TPF topology as shown in Fig. 3. It is noted that DMRC
can be applied to any directed topology satisfying As-
sumption 1 with similar results. The platoon consists of
one lead vehicle (orange) and five followers (gray). The
Laplacian and pinning gain matrices associated with this
topology are shown in Table 1, while the parameters used
in the simulation are given in Table 2.
The nominal controller is designed using LQR, resulting
in the matrix PPP and feedback gain KKK as follows:

PPP =

1.8324 1.1789 0.0791
1.1789 2.0811 0.1449
0.0791 0.1449 0.0682

 , (57)

KKK =
[
3.1623 5.7946 2.7279

]
. (58)

Fig. 3. Vehicle platoon with TPF topology.

Table 1. Laplacian and pinning gain matrices (TPF).

Laplacian matrix, LLL Pinning gain matrix, GGG
0 0 0 0 0
−1 1 0 0 0
−1 −1 2 0 0
0 −1 −1 2 0
0 0 −1 −1 2




1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


Table 2. Simulation parameters.

τ dr QQQ RRR
0.25 s 5 m diag{1,1,1} 0.1



Distributed Model Reference Control for Cooperative Tracking of Vehicle Platoons Subjected to External ... 2075

Fig. 4. Bounded, time-varying leader input.

Table 3. Initial condition of vehicles.

Vehicle (i) pi(0)[m] vi(0)[m/s] ai(0)[m/s2]

0 60 20 0
1 40 18 0
2 25 19 0
3 17 22 0
4 10 21 0
5 0 17 0

To simulate various traffic conditions, the leader is given
a bounded, time-varying input as shown in Fig. 4. Each
of the five follower vehicles are subjected to different un-
known external disturbances and parametric uncertainties
defined as

www1(t) =−0.67a1(t)+0.5cos(0.5πt)sin(0.3πt),

www2(t) = 0.17a2(t)+2+ sin(0.5πt),

www3(t) = 0.286a3(t)+2.7sin(0.2πt),

www4(t) = 0.2a4(t)+2sin(0.25πt),

www5(t) = 0.21a5(t)+ sin(0.4πt).
(59)

The initial position, velocity, and acceleration of all vehi-
cles are shown in Table 3.

5.1. Conventional LQR-based cooperative SVFB

The objective of this simulation is to show the drawback
when applying only nominal control to the vehicle pla-
toon if the leader has bounded, non-zero input and the fol-
lowers experience unknown external disturbances. Nom-
inal control can be applied by setting the coupling gain
c2 = 0, which results in conventional LQR-based cooper-
ative SVFB. The coupling gain c1 = 1.5 satisfies (32).

The simulation results in Fig. 5 show that the followers
are not synchronized to the leader due to unknown exter-
nal disturbances and time-varying leader input. The track-
ing errors in Fig. 6 demonstrate that during 10 < t ≤ 50
s, the error is bounded between minimum and maximum
values as shown in Table 4. Due to external disturbances,
the followers cannot synchronize to the leader’s state even
when the leader moves at constant velocity.

Fig. 5. The inter-vehicular distance, velocity, and acceler-
ation of platoon vehicles (conventional control).

Fig. 6. The tracking error (eeei) of each follower vehicle
with respect to the leader (conventional control).

5.2. Distributed model reference control (DMRC)
The objective of this simulation is to show the effec-

tiveness of DMRC for a vehicle platoon operating under
the same conditions. The control protocol (15) is imple-
mented with coupling gains c1 = 1.5 and c2 = 100, which
satisfies (32). The simulation results are shown in Figs. 7
and 8.

From Fig. 7, it is seen that the followers achieve syn-
chronization to the leader’s state, both when moving at
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Fig. 7. The inter-vehicular distance, velocity, and acceler-
ation of platoon vehicles (DMRC).

Fig. 8. The tracking error (eeei) of each follower vehicle
with respect to the leader (DMRC).

time-varying and constant velocities, resulting in small
residual errors as shown in Fig. 8. Table 4 compares the
error between conventional LQR-based cooperative SVFB
and the proposed DMRC.

The cooperative disagreement error for each vehicle
(∆∆∆i) is shown in Fig. 9. Compared to conventional co-
operative SVFB, DMRC produces significantly smaller
bounded cooperative disagreement error, as shown in Ta-
ble 5.

Table 4. Comparison of tracking error eee between conven-
tional control and the proposed DMRC.

Tracking error
10< t ≤ 50 s

Conventional
c1 = 1.5, c2 = 0

DMRC
c1 = 1.5, c2 = 100

min max min max
Distance [m] −2.13 1.08 −0.05 0.02

Velocity [m/s] −0.75 0.86 −0.02 0.02
Acceleration [m/s2] −1.09 1.45 −0.04 0.5

Fig. 9. The cooperative disagreement error (∆∆∆i).

Table 5. Comparison of cooperative disagreement error ∆∆∆i

between conventional control and the proposed
DMRC.

∆∆∆i (t > 10 s)
Conventional

c1 = 1.5, c2 = 0
DMRC

c1 = 1.5, c2 = 100
min max min max

∆∆∆1 −1.42 1.42 −0.03 0.02
∆∆∆2 −1.18 4.22 −0.02 0.02
∆∆∆3 −1.77 2.74 −0.01 0.02
∆∆∆4 −1.64 0.66 −0.02 0.01
∆∆∆5 −0.74 0.77 −0.02 0.02

The comparison of the control signal profile between
conventional LQR-based cooperative SVFB and the pro-
posed DMRC can be seen in Fig. 10. It is noted that
DMRC is more responsive in handling the effects of dis-
turbances and non-zero leader input, exhibiting faster an-
ticipatory actions. The two coupling gains c1 and c2 offer
the advantage of reducing control efforts during the initial
transient period, where c1 is responsible for the response
time of all followers in tracking the leader based on the
nominal model and c2 acts to attenuate the error caused by
external disturbances to the followers and bounded leader
input.
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Fig. 10. Control signal profiles.

Remark 7: Control parameters that require tuning in-
clude QQQ, RRR, c1, and c2. The choices of QQQ and RRR reflect
the trade-off in optimal LQR controller designs between
tracking performance and control input [51]. Similarly, in-
creasing the coupling gain c1 improves the synchroniza-
tion performance of the platoon at the cost of a large ini-
tial control effort. Increasing the gain c2 improves the at-
tenuation of the error caused by external disturbances and
bounded leader input.

5.3. String stability of DMRC
The string stability of the proposed controller is shown

by considering a vehicle platoon with the same initial
spacing distance, velocity and acceleration. The coupling
gains are set as c1 = 1.5 and c2 = 100. The lead vehicle
receives the input command

uuu0(t) = sin(t)(−2+ sin(2t)) . (60)

Fig. 11 shows the inter-vehicular distance, velocity, and
acceleration of the platoon as a function of vehicle posi-
tion. String stability is clearly demonstrated, i.e., the ef-
fects of leader input and disturbances on inter-vehicular
distances are attenuated, with no downstream amplifica-
tion of velocity and acceleration.

5.4. DMRC under poor communication network
Poor communication network is a practical considera-

tion for many vehicle platoon applications that can ad-
versely affect both the synchronization performance and
string stability. The performance of the proposed con-
troller subjected to communication delay and intermittent
communication loss will be analyzed.

Fig. 11. String stability of the vehicle platoon.

5.4.1 Communication delay

A simulation is conducted to study the performance of
DMRC when information exchange between vehicles is
subjected to a uniformly constant time delay of 0.17 s,
which represents the empirical average latency of LTE-4G
[52]. The control protocol (15) is implemented with cou-
pling gains c1 = 1.5 and c2 = 100, which satisfies (32).
The results shown in Fig. 12 verify the stability of the pro-
posed controller, though longer delays may produce in-
creased inter-vehicular spacing error.

Fig. 12. Effect of communication delay on the vehicle pla-
toon.
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5.4.2 Intermittent communication loss
Any vehicle in the platoon may experience intermittent

communication loss or sensor failure, though often not si-
multaneously. For this reason, vehicle platoons that imple-
ment more complex communication topologies will bene-
fit from network redundancy and are robust to these errors,
as long as Assumption 1 remains satisfied. This simulation
examines the performance of the proposed controller in
the worst-case scenario when communication loss causes
Assumption 1 to be violated. Specifically, the connection
between the lead vehicle and its immediate followers is as-
sumed to experience sporadic failure. For the TPF topol-
ogy shown in Fig. 3 and Table 1, this is represented by
the g11 and g22 elements of the pinning matrix GGG. The per-
formance of DMRC subjected to intermittent communi-
cation loss is shown in Fig. 13. It is noted that a loss in
g22 does not affect the synchronization and stability of the
system, because the connection a21 of the TPF topology
ensures that Assumption 1 remains satisfied. However, a
loss in g11 signifies that follower 1 becomes disconnected
from the leader. Assumption 1 is no longer satisfied and
desynchronization occurs for the duration of the network
failure. Once communication is re-established, coopera-
tive tracking and disagreement errors immediately begin
to improve. It is noted that longer periods of communica-
tion loss may eventually lead to an unstable system.

Fig. 13. Vehicle platoon with intermittent communication
loss.

6. CONCLUSION

This paper presents a distributed model reference con-
trol to overcome the problem in vehicle platoons with
unknown external disturbances and bounded, non-zero
leader input. The control scheme can be applied to a ve-
hicle platoon with any directed topology that contains at
least one spanning tree with the leader as a root node.
Through stability analysis and simulation, it is shown that
the global cooperative disagreement error is uniformly ul-
timately bounded and ISSS. The state of each follower
synchronizes to the leader with bounded residual error.
Simulation results demonstrate that the controller is ro-
bust to the effects of poor communication network, such as
uniformly constant time delay or intermittent communica-
tion loss. Future works may focus on considering commu-
nication issues explicitly as part of controller design and
stability analysis. Dynamic topologies that involve merg-
ing or splitting of multiple vehicle platoons should also be
addressed. This would contribute to the development of
more advanced autonomous vehicles and intelligent high-
way systems.
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